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Predictive proteochemometric models for kinases
derived from 3D protein field-based descriptors†‡

Vigneshwari Subramanian,ab Peteris Prusis,a Henri Xhaardb and Gerd Wohlfahrt*a

Proteochemometrics, a method that simultaneously uses protein and ligand description, was used to

model the target-ligand interaction space of 95 kinases and 1572 inhibitors. To build models, we applied

3-dimensional field-based description of the receptors, which allows the visualization of receptor and li-

gand features relevant for activity within the spatial framework of the binding sites. Receptor fields were

derived from knowledge-based potentials and Schrödinger's WaterMaps, while ligands were described by

different 1D, 2D and 3D descriptors. Besides good interpretability, which is important for inhibitor design,

the obtained proteochemometric models also predicted external test sets with active and inactive ligands

or additional protein targets for ligands with more than 80% accuracy and AUCs above 0.8.

Introduction

Protein kinases are enzymes, known to modulate various cel-
lular, metabolic and signaling pathways through phosphoryla-
tion.1 Abnormalities in kinase regulation can lead to several
diseases, including cancer, diabetes and inflammatory disor-
ders, making kinases one of the most studied drug target
classes. Thirty kinase inhibitors are currently available on the
market.2 The majority of these inhibitors targets the ATP
binding sites, therefore having a high probability for inter-
acting with multiple kinases.3 The similarity of the ATP bind-
ing pockets limits the selectivity of kinase inhibitors, often
leading to toxic side effects. Better understanding of interac-
tions between multiple ligands and multiple targets can sup-
port the design of novel kinase inhibitors with improved effi-
cacy and selectivity.

Employing machine learning approaches to build models
that can predict affinity and selectivity of compounds has
been a major focus in drug discovery. Proteochemometrics,4,5

a method that simultaneously uses protein and ligand de-
scription, can model the target-ligand interaction space.
Proteochemometric models are suitable for studying the
selectivity profiles of compounds, as they involve the correla-
tion analysis of protein and ligand description with respect
to the affinity of the receptors.4,5,6 To date, proteochemo-

metrics has been applied to a wide range of drug targets
including kinases, proteases, G protein-coupled receptors, cy-
tochrome P450s and transport proteins.6

Previously conducted proteochemometric studies on ki-
nases7,8 used sequence information to describe the targets
and therefore these models had limited interpretability. Our
previous study9 has shown that protein-derived fields can be
used to create visually interpretable models for kinase inhibi-
tion, which highlight features that contribute to selective
binding of ligands to certain kinases. However, the predictive
capability of field-based descriptors for specific ligands and
targets has not been investigated extensively and was there-
fore a main goal of our current study. We describe the devel-
opment of proteochemometric models for 1572 inhibitors
and 95 kinases, utilizing 3D structural information of kinases
and their ligands. Earlier, we have interpreted the ligand fea-
tures based on 2D Open Babel fingerprints, which do not ac-
count for the spatial distribution of ligand groups. In order
to consider spatially more meaningful descriptors, we focus
in the present article mainly on the interpretation of 4-point
pharmacophoric fingerprints.

Methods
Activity data

We compiled interaction data for 1572 ligands and 95
kinases (Table S1 in the ESI‡) from experimental values for
Kd, Ki, inhibition % and residual activity published in three
articles, Kinase SARfari and CHEMBL18 (GSK and Millipore
kinase screening data).10 The dataset contains 63 187 values
for bioactivities. Because of different assay conditions, the
values were not used as such in modeling; instead we as-
signed binary values to the data and grouped them as actives
(pKd/pKi > 5, inhibition % at 1 μM > 10% and residual
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activity < 50%) and inactives (all remaining observations/
protein–ligand combinations).

Protein structures

A set of 95 unique kinases, where each kinase had activity
data for at least 5 compounds, was chosen from a previously
collected dataset with 122 DFG-in structures.9 Initially addi-
tional chains, water molecules, non-kinase domains and li-
gands were removed to prepare the protein structures for fur-
ther processing. In the case of kinases with multiple chains,
only the more complete chain was used. All structures were
then prepared by using a KNIME workflow11,12 that involved
addition of hydrogen atoms, correction of residues with miss-
ing atoms, assignment of protonation states of charged
amino acids and minimization of hydrogen atoms, keeping
the heavy atoms fixed. Additionally, missing residues near
the binding site were modeled for 5 kinases, using the
PRIME12 side-chain prediction tool in Maestro. Following
protein preparation, all kinases were superimposed on a
common reference structure (c-Met kinase, PDB id 3A4P)
using the protein structure alignment tool in Maestro.12

Ligand structures

Structures of kinase inhibitors extracted from Metz et al.,13

KinaseSarfari and Chembl10 were generated in Maestro12

based on their SMILES notation, whereas structures of those
inhibitors published by Karaman et al.14 and Davis et al.15

were downloaded from PubChem database in SDF format. 3D
structures of the ligands were generated by using the
Ligprep12 module of the Schrödinger package, with default
settings. Multiple conformations were created for each li-
gand, using Confgen12,16 in comprehensive mode, but only
the lowest energy conformation of each ligand was used for
descriptor calculations. In Confgen, OPLS-2001 and OPLS-
2005 force fields were used for initial structure generation
and energy minimization respectively.

Description of kinases and ligands

Kinases were described by knowledge-based contact poten-
tials (polar and lipophilic fields)17,18 and WaterMap19,20 de-
rived fields (stable and unstable water fields) of ATP binding
sites (for details, see Subramanian et al.9). Ligands were char-
acterized by 1- and 2-dimensional Mold2 descriptors21 (777)
and Babel's FP4 fingerprints22,23 (133). Additionally, 4-point
pharmacophoric fingerprints (4-PFP) generated by Canvas12,24

were used as 3-dimensional descriptors.

Proteochemometric modeling

Generation of training and test sets. Validation of the
models was assessed independently for the ligand space and
target space. Ligand space validation was performed by split-
ting the whole data set into a ligand training set and a ligand
test set. RDKIT diversity picker node25,26 in KNIME11 was
used to generate the training set by selecting 80% of the most

diverse compounds based on their MACCS27 fingerprints.
The remaining 20% of the compounds was used as ligand
test set. Similarly, target space validation was performed by
splitting the whole data set into target training set and target
test set. The protein target training and test sets were gener-
ated by clustering the knowledge-based and WaterMap fields
of the binding pockets of 95 kinases. One kinase was selected
from each cluster to generate the external target test set (20%
of the kinases). This set contained all observations for the set
of kinases, which were excluded from training set (80% of
the kinases). The number of ligands, kinases and observa-
tions included in the training and test sets are presented in
Table 1.

Principal component analysis

Due to the large number of descriptors, principal component
analyses (PCA) of protein fields and ligand descriptors were
performed. PCA analyses were performed separately for the
two training sets and used to predict scores for the corre-
sponding test sets. Prior to PCA, the descriptors were scaled
to unit variance. Considering the effects of over-fitting, only
the principal components with eigenvalues above 1 were
extracted. The number of components extracted for each
descriptor block along with the variation explained is shown
in Table 2.

Model creation and validation

Non-linear support vector machines (SVM) and random for-
ests (RF) were used in proteochemometric modeling (PCM)
to classify the observations as actives and inactives, based on
the PCA scores of protein fields and ligand descriptors. PCM
classification models were trained on both training datasets.
The ligand prediction model was trained on the ligand train-
ing set and the target prediction model was trained on the
target training set. All RF and SVM models were internally
validated by 5-fold cross-validation. During cross-validation,
the dataset was divided into 5 groups. Models trained on 4
groups were used to predict the activity classes of the fifth
group. This procedure was repeated, until all the groups were
predicted at least once. The predictive ability of the ligand
and target prediction models was further assessed by means
of external prediction of ligand (315 ligands) and target (20
kinases) test sets respectively. Model performance was
assessed by area under the ROC curve (AUC) values and Mat-
thews coefficients28 which provide a single balanced model
performance measure, considering false positives and false

Table 1 Datasets used in proteochemometric modeling

Dataset Ligands Kinases Observations

Whole data set 1572 95 63 187
Ligand training set 1257 95 51 042
Ligand test set 315 95 12 145
Target training set 1572 75 51 302
Target test set 1572 20 11 885
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negatives. Additionally, the models were subjected to permu-
tation validation/Y scrambling by re-fitting them to the data
with randomly assigned classes. Random classes were
assigned 20 times and the models were fitted to the per-
muted data. The performance of permutation validation was
assessed by the intercepts obtained by plotting the correla-
tion coefficient of the original and random classes against
the Matthews coefficients obtained from the fitted and cross-
validated data.

RF models were trained by using the default parameters
of random forest29 function in R. SVM modeling was
performed by using the ksvm30 function in R. Prior to SVM
modeling the descriptors were centered and scaled to unit
variance. The kernel parameter was set to radial basis func-
tion (RBF) and the models were trained across a range of
sigma (2−10, 2−8, 2−6, 2−4, 2−2, 20, 22, 24) and cost (1, 10, 20,
30, 40, 50, 60, 70) parameters. Best sigma and cost values
were identified based on the performance of the models
assessed by Matthews coefficients during internal cross-
validation (Table S2 in ESI‡).

Model interpretation

Interpretation of SVM models is technically not straightfor-
ward; therefore, we focused on RF model interpretation.
Models were interpreted by using the Gini index and the de-
scriptors' correlation to the active and inactive class, com-
puted using “importance( )” function in random forest29

package of R. If the variable used for splitting in the decision
tree increases the purity of the nodes, it acquires higher de-
crease of the Gini index. As the Gini index is an estimate of
the homogeneity of the nodes, high mean decrease in Gini
index implies that the variable is important for classification
and vice versa.29 Gini index values may vary during training
of different RF models made using the same training set,
probably caused by random nature of the bagging algorithm.
Due to this inconsistency, we trained a set of 100 different
RF models. Gini indices resulting from 100 models were

found to vary by 1–1.5% of the total mean for the different
descriptors. The variation in Gini index values of the vari-
ables is negligible, thereby making them valid for interpreta-
tion. Interpretation, purely based on the mean decrease in
Gini index does not provide any information about the rele-
vance of the descriptors for activity. Therefore, the correlation
of the descriptors to active and inactive class was used as the
basis to identify the protein and ligand descriptors that have
higher correlation to the active than to inactive class. The
correlation values of the variables were extracted from all 100
models and their average values were used to identify the de-
scriptors, for which the difference in correlation between ac-
tive and inactive class is 1 or more. For each of these descrip-
tors, loadings of the corresponding principal components
were examined to identify the protein and ligand features
that contribute to activity. Descriptors that had nearly the
same correlation to both active and inactive class and those
that had higher correlation to the inactive class were not
taken into account Apart from considering the correlation to
the active class, the relevance of the 4-PFP used for interpre-
tation were further verified by computing the prediction
probabilities, after excluding certain fingerprints.

Applicability domain

The applicability domain31 (AD) of a model provides an esti-
mate of the extent of the chemical and target space to which
the models can be applied. We used the K-nearest neighbor
(K = 3) algorithm to evaluate the AD of the compounds and
the targets. For the compound space, we computed the
Tanimoto similarities of the ligand test set compounds
against the ligand training set compounds, based on the PCA
scores of the 4-PFP. For the target space, we calculated the
Euclidean distance between the target test set and target
training set kinases, based on the PCA scores of the protein
field descriptors. We then identified the 3 closest neighbors
in the ligand training set for each test set compound and in
the target training set for each test set kinase.

Results and discussion
Proteochemometric models

We built proteochemometric models with different combina-
tions of field-based protein and ligand descriptors in order to
test the potential of these descriptors to predict ligand and
target activities from external test sets. Performances of the
ligand and target prediction models with respect to internal
cross-validation and external test set prediction are reported
in Fig. 1 and Tables 3 and 4. For simplicity, only the receiver
operating characteristic (ROC) curves, AUC values and Mat-
thews coefficients are reported. Other performance measures
such as sensitivity, specificity, accuracy and kappa coefficient
are reported in Tables S3 and S4 of the ESI.‡

As shown in Table 3 and Fig. 1, all ligand prediction PCM
models have similar performances with AUCs ranging from
0.83 to 0.88 (Matthews coefficients: 0.48–0.56), irrespective of
the descriptors used. Overall, RF models have shown slightly

Table 2 Principal component analysis (PCA) of protein and ligand
descriptors

Descriptors
Components
extracted

Variation
explained (%)

Ligand training set
Polar and lipophilic protein fields,
stable and unstable water fields

36 51

Open Babel 39 71
Mold2 74 91
4-PFPa 62 85

Target training set
Polar and lipophilic protein fields,
stable and unstable water fields

29 51

Open Babel 40 72
Mold2 73 91
4-PFPa 61 85

a 4-Point pharmacophoric fingerprints.
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better performance in both internal and external validation
of ligands, when compared to SVM models. However, the var-
iation is not significant, as the AUCs increase only by 1–3%.
For the prediction of external ligands, models based on Open
Babel descriptors have the lowest performance with AUCs of
about 0.70. Poor performance of Open Babel descriptor
models goes well in line with the results from PCA analysis.
PCA of Mold2 and 4-PFP yield almost twice as high scores as
with Open Babel descriptors. Open Babel fingerprints just de-
scribe the presence or absence of functional groups, which
makes their description less detailed, when compared to
more complex descriptors like Mold2 and 4-PFP. Better per-
formance of Mold2 and 4-PFP models than the Open Babel
models shows that the additional information captured by
these descriptors is relevant for good predictability. Consider-
ing the performance of target prediction models with respect
to internal cross-validation, both RF and SVM models have
nearly the same AUCs (0.83–0.87) and Matthews (0.46–0.54)

as that of the ligand prediction models (see Tables 4 and S4
in ESI‡). For the prediction of external targets, AUCs for RF
models range from 0.82 to 0.83, depending on the ligand de-
scriptors used (see Table 4 and Fig. 1).

The validity of the models was further tested by permuta-
tion validation to ensure that the predictions are not
obtained by chance. For models with randomly assigned clas-
ses, Matthews resulting from model fitting and cross-
validation was either close to 0 or negative (see Tables 3 and 4).
Low Y intercepts based on fitted and cross-validated
Matthews clearly indicate that the models are not over-fitted
and are valid enough to be considered for further external
prediction and interpretation.

Individual prediction accuracies for kinases and ligands
were analyzed by using the target and ligand prediction
models based on 4-PFP ligand descriptors. By analyzing the
prediction accuracies for individual kinases, we found that
excellent test set predictions were obtained for PAK7 and

Fig. 1 ROC curves showing the performances of PCM models based on different training and test sets. Blue, sky blue and magenta colored
curves represent the performances of PCM models based on Open Babel, Mold2 and 4-PFP descriptors respectively. Continuous lines correspond
to the internal validation and dotted lines represent the prediction performances of the test set.

Table 3 Performance of proteochemometric (PCM) models in predicting activities of ligand test set (315 ligands). AUCs and Matthews coefficients (in
parenthesis) resulting from PCM models based on different ligand descriptors and different machine learning approaches

Ligand
descriptors Method Cross-validation

External
prediction

Y scrambling

Fitted intercepts Cross-validated intercepts

Open Babel SVMa 0.83 (0.47) 0.70 (0.28) −0.006 −0.007
RFb 0.86 (0.48) 0.73 (0.25) 0 0.008

Mold2 SVMa 0.87 (0.56) 0.83 (0.52) −0.007 −0.011
RFb 0.88 (0.50) 0.85 (0.47) 0 0.002

4-PFPc SVMa 0.86 (0.54) 0.82 (0.47) 0.002 0.003
RFb 0.87 (0.49) 0.83 (0.42) 0 −0.002

a Support vector machines. b Random forests. c 4-Point pharmacophoric fingerprints.

Table 4 Performance of proteochemometric (PCM) classification models in predicting affinities for the target test set (20 kinases). AUCs and Matthews
coefficients (in parenthesis) resulting from RF models based on different ligand descriptors

Ligand
descriptors Method Cross-validation

External
prediction

Y scrambling

Fitted intercepts Cross-validated intercepts

Open Babel RFb 0.86 (0.49) 0.82(0.39) 0 −0.0016
Mold2 RFb 0.87 (0.49) 0.83(0.42) 0 0.0041
4-PFPa RFb 0.87 (0.49) 0.82(0.41) 0 0.0021

a 4-Point pharmacophoric fingerprints. b Random forests.
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CAMK4 kinases with prediction accuracies over 90%. These
kinases are similar to MST3 kinase, for which good perfor-
mance (accuracy: 97%) was already seen during cross-valida-
tion. This suggests that predictability for novel, but similar
kinases could be assessed already from cross-validation re-
sults. The results from the external target validation therefore
indicate that the model is able to predict activity patterns for
many kinases, albeit few exceptions exist. Two kinases,
EGFR_mut and SLK, have very low prediction accuracies
(<60%). EGFR_mut is the only mutant protein in our dataset;
the rather small structural differences compared to the EGFR
wild type might not be captured well enough by the descrip-
tors. In case of SLK, many false negative predictions occur,
which can be attributed to the presence of very few actives
for the MST3 kinase, which is most similar to SLK. Addition-
ally, we conducted a systematic analysis to compare the pre-
diction performances of various kinase families (see ESI,‡ Ta-
bles S5 and S6). Based on the internal cross-validation
results, many false negative predictions were found in the
AGC and OPK family, resulting in sensitivity as low as 0.2. In-
correct predictions can be attributed to the presence of only
few kinase representatives in these two families. Excluding
some of these kinases during cross-validation could have
resulted in poor predictions. An exception to this is the TKL
family, which is well predicted, despite the presence of only 5
kinase representatives. Better predictions of the TKL family
compared to AGC and OPK seem to depend on the presence
of several related members of the TK family. Considering the
predictions of external targets, no significant trends were ob-
served with respect to different kinase families (Matthews
0.35–0.47).

Analyzing the individual prediction accuracies of ligands
(fraction of kinase targets for which a ligand is classified cor-
rectly as active or inactive) revealed that 10% of the 315 li-
gands in the external ligand test set are predicted with 100%
accuracy, 49% between 80 and 99% accuracy and 30% of the
ligands have prediction accuracies ranging from 51 to 79%.
11% of the ligands have worse prediction accuracies than
random (accuracy ≤50%). Poor prediction accuracies for
these ligands probably result from low coverage of these
chemotypes in the training set.

Performance comparison for different datasets

The data used for PCM modeling was extracted from differ-
ent sources with different assay conditions. Therefore, a data
set dependent variation of the model performance might be
expected. When we compared the performances of ligand
prediction models based on internal cross validation (see
ESI,‡ Table S7), all the four datasets (Ambit, Metz, Millipore
and GSK) had nearly the same AUCs ranging from 0.82–0.89,
depending on the descriptors and machine learning ap-
proaches used. However, with respect to external validation,
Ambit and Millipore sets had slightly lower performances
than the Metz and GSK sets with 3–15% decreases in AUCs
(see ESI,‡ Fig. S2 and Table S7). This variation in AUCs could

be associated with the relatively small number of compounds
in Ambit (50 pKd values) and Millipore (114 residual activi-
ties) sets used for training the models, compared to the Metz
(864 pKi values) and GSK (228 inhibition percentages) sets.

Influence of 3D ligand conformations on proteochemometric
modeling

Of the 1257 ligands used for training the models, complex
X-ray structures are known only for 4 ligands, which could
serve as references for bioactive conformations. Among the
multiple conformations generated for each ligand, only the
conformation with the lowest energy was used for fingerprint
calculations. To verify, if the conformation selection influ-
ences the PCM model, we trained a set of models using
4-PFP calculated from conformations with different energies
and from the PDB structures of the ligands, SKI-606
(Bosutinib) and TAE-684. Comparing their internal cross-
validation performances (see ESI,‡ Table S8), we found that
the AUCs were about 0.86, irrespective of the conformation
used. Considering the prediction probabilities of the active
class, conformations with the lowest energies and PDB struc-
tures had the highest probability to be predicted as active,
when compared to the highest energy conformation. There-
fore, choosing the lowest energy conformation is suitable for
3D descriptor calculations.

Additionally, we calculated the root mean square devia-
tions (RMSDs) of the lowest energy conformations against
the PDB structures. RMSDs for the ligands SKI-606 and TAE-
684 are 6.5 and 6.2 Å respectively. Despite the fact, that the
RMSDs are high, PCM models based on PDB structures and
lowest energy conformations have nearly the same perfor-
mance. Similar prediction probabilities of the active class fur-
ther ascertain that 4-PFP is rather insensitive to the confor-
mation used for descriptor calculations.

Impact of datasets on model quality

Empirical models are susceptible to the quality and variation
of experimental data, which for example, depends on assay
conditions and errors introduced by automated data collec-
tion. Since we extracted data from different sources, building
a continuous model by using the exact activity values seems
not the preferred choice. One way to use such heterogeneous
data in a proteochemometric model is to classify the data
into distinct classes based on certain cut-offs. But the predic-
tive power of models is often influenced by the bias intro-
duced by artificial cut-offs, especially affected by observations
that lie close to borders between classes.

Another challenge in predictive modelling are unbalanced
datasets.32 In the present study, of the 63 187 activity values
used in modelling, only 15 729 are classified as actives. The
large number of inactives in the dataset is likely to increase
the proportion of actives being predicted as inactive by our
models. Despite the limitations arising from the smaller
number of active representatives and artificial cut-offs, over-
all AUCs above 0.8 and Matthews coefficients of about 0.5
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suggest that a reasonable fraction of the actives is predicted
correctly, thereby supporting the validity of the models.

Applicability domain (AD)

AD analysis was conducted to identify the similarity thresh-
olds above which the compounds and targets are predicted
with more than 80% accuracy. Based on our analysis of the
compound space, we found that a Tanimoto similarity of
4-PFP of at least 0.8 is required for reliable ligand test set pre-
dictions (Fig. 2, left). 64% of the compounds with Tanimoto
similarity above 0.8 have high accuracy levels (>80%). The
remaining 36% of the highly similar test set compounds have
an average prediction accuracy of 58%. Despite the high simi-
larity to the descriptor space of the ligand training set com-
pounds, low prediction accuracies are obtained for the 36%
of the test set because of the sparse activity space resulting
from low coverage (42%) of the dataset used in modeling.

AD analysis for the kinase targets reveals that an Euclid-
ean distance of 0.992 in protein descriptors space or less
is required for reliable prediction of external targets
(Fig. 2, right). However, the narrow Euclidean distance range
of the test set kinases, resulting from few significantly vary-
ing field points, makes it difficult to draw conclusions
concerning the correlation between Euclidean distance and
cumulative accuracy.

Visual interpretation of models

All visual interpretation described in this article is based on
the RF ligand prediction models. Since the ligand prediction
models have similar performances as the target prediction
models and are more balanced in terms of the number of tar-
gets (95 versus 75 kinases) included in the modeling, we
chose the RF ligand prediction models for interpretation.
Protein and ligand features relevant for affinity were inter-
preted, based on their PCA scores (see Methods) and visual-
ized with MOE.17 In the following, we analyze three examples,
where inhibitors show a clear preference for one kinase over
another and discuss structural features on the protein and li-
gand side suggested by the RF models, which strongly deter-

mine if a specific protein-ligand combination is active or
inactive.

In Fig. 3, we compare pharmacophoric features suggested
most relevant for binding of ligands to STK10. 4-PFPs that
are expected to influence binding of vandetanib are ADRR,
AAAR, AARR and AADR, while only the fingerprint ADRR is
considered important for the interaction of the low affinity li-
gand SB-202190 with STK10. Especially lipophilic features of
AAAR, AARR and AADR are suggested to have interactions
with the gatekeeper residue and residues in the hydrophobic
pocket, contributing to the potency of vandetanib towards
STK10. The overall activity profiles of these 2 inhibitors reveal
that SB-202190 has a pKi > 6 for only 5% of the kinases in
the dataset, whereas vandetanib inhibits 20% of these ki-
nases with similar strength. The activity of vandetanib across
a wider range of kinases could be attributed to the presence
of strong hinge interactions, illustrated especially by several
hydrogen bond features. The presence of just one relevant
fingerprint (ADRR) in SB-202190, mostly interacting with gate
keeper and hydrophobic pocket residues, seems to make it
more selective but less potent for several targets. Excluding
AAAR, AADR, AARR and ADRR fingerprints, further reduces
the prediction probabilities by 10–15%, (see ESI,‡ Table S9)
which highlights the importance of these fingerprints in
predicting the activity of vandetanib towards STK10.

The example in Fig. 4 shows protein fields and
pharmacophoric features relevant for the affinity of the
1.1 nM inhibitor TAE-684 for ALK kinase (left panel). Pres-
ence of polar and unstable water field points near the
pharmacophoric fingerprint AAAR contributes to the hinge
interactions, commonly observed for kinase inhibitors. Lipo-
philic field points (yellow) and the unstable water field points
(red) found in the hydrophobic pocket (a region frequently
exploited for selectivity) are predicted to enhance binding.
We also speculate that stable water field points (green) close
to the pharmacophoric fingerprint AARR indicate water-
mediated interactions with residue E1210, thereby improving
affinity. Further, the 4-PFPs, AARR and AAAR suggested by
our models are highly relevant for affinity as the prediction
probabilities of TAE-ALK pair drops from 0.81 to 0.29 (see
ESI,‡ Table S9), after excluding these fingerprints.

The low affinity of TAE-684 for AKT2 kinase (Ki > 10 000
nM) could be explained by less favorable interactions in the
region around F239 (Fig. 4, right), unfavorable interactions
with the piperidyl moiety of TAE-684 and absence of stable
water areas in the hydrophobic pocket suggested by our
models. Additionally, we speculate that the presence of stable
water field points in the hydrophobic pocket of AKT2 is likely
to interfere with ligand binding, thereby reducing the potency
of TAE-684 towards AKT2 (Fig. 4, right).

In another example (Fig. 5), we show the features relevant
for the interactions of bosutinib with ABL1 (Ki = 0.12 nM)
and PAK7 kinase (Ki > 10 000 nM). Polar and unstable water
field points close to the relevant pharmacophoric fingerprint
ADRR contribute to the well-conserved hinge interactions.
Additionally, the lipophilic and unstable water fields near the

Fig. 2 The applicability domain of the models. The left panel shows
the Tanimoto similarity of the test set ligands based on 4-PFP plotted
against the cumulative prediction accuracy. The right panel shows the
Euclidean distance of the test set kinase field points plotted against cu-
mulative accuracy. Dotted lines in the figures represent the cut-offs
for predictions of external ligands and targets.
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pharmacophoric fingerprint AAAR seem to promote better
binding of bosutinib to ABL1 than to PAK7. Presence of few
unstable water field points and absence of preferred lipo-
philic interactions at the hydrophobic pocket further explain
the lower affinity of bosutinib for PAK7. The importance of
4-PFP AAAR in predicting the affinity of bosutinib towards
ABL1 was further confirmed by a 30% decrease in prediction
probability, after excluding this fingerprint. The other finger-

print ADRR has only moderate influence on the affinity of
bosutinib, as the prediction probability decreases only by
10% (0.58 to 0.47), after its removal.

Advantages of classification models using field-based PCM

As shown in the examples discussed above, our field-based
PCM models clearly visualize protein and ligand features,

Fig. 3 Pharmacophoric features of vandetanib (ZD6474) relevant for its activity (Kd = 81 nM) on STK10 (left panel). Pharmacophoric features of
SB-202190 that is weakly active (Ki > 10000 nM) on STK10 (right panel). Four 4-PFP (AAAR, ADRR, AARR, AADR) identified as relevant for STK10 in-
hibition are marked as colored circles with patterns (green – H-acceptor, pink – H-donor, brown – aromatic ring).

Fig. 4 Protein fields and ligand pharmacophoric features important for the interactions of ALK kinase (grey) with TAE-684 (green) (X-ray structure
PDB id: 2XB7, left panel). Protein fields of AKT2 kinase (grey) and the low affinity ligand TAE-684 (green) modelled into the binding pocket (right
panel). Two 4-PFP (AAAR, AARR) identified as relevant for the affinity to ALK kinase are marked as colored circles (green – H-acceptor, brown – ar-
omatic ring). Polar, lipophilic, unstable and stable water fields that are supposed to influence the kinase affinity are represented as blue, yellow, red
and green spheres, respectively.

Fig. 5 Protein fields and ligand pharmacophoric features important for the interactions of ABL1 kinase (grey) with bosutinib (green) (left panel,
X-ray PDB id: 3UE4). Protein fields of PAK7 kinase (grey) and the ligand bosutinib (green) that weakly interacts with PAK7, modelled into the pocket
based on its ABL1 binding mode (right panel). Two 4-PFP (AAAR, ADRR) identified as relevant for the affinity of ABL1 kinase are shown as colored
circles (green – H-acceptor, pink – H-donor, brown – aromatic ring). Polar, lipophilic and unstable water fields that influence affinity according to
the RF model are represented as blue, yellow and red spheres, respectively.
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critical for a specific kinase-ligand interaction. Earlier, we
have shown that three-dimensional field description of pro-
teins can be used for proteochemomectric modelling of con-
tinuous activity data.9 However, there are not that many inhi-
bition constants in the public domain and therefore the
models with continuous data are limited to a small subset of
kinase-ligand interactions. In the present article, we show
that one can use protein fields for classification models in-
corporating also the much larger amount of inactive and sin-
gle concentration data points, which substantially increases
the applicability domain of the models and therefore should
better support the prediction of external test sets. Interest-
ingly, it was necessary to apply more sophisticated descrip-
tors and complex machine learning algorithms, indicating
that reasons for ligand inactivity are more multifaceted than
plain decrease of activity, as observed for continuous models.
Additionally, like with the continuous PCM models described
in our previous article,9 we obtain visually interpretable infor-
mation that suggests features contributing to a ligand's activ-
ity or inactivity towards certain kinases.

Critical issues with model interpretation

A challenge for the validation of visual interpretation of these
models is finding illustrative three-dimensional complex
structures for low affinity compounds. The reason for this ob-
viously is that in most cases it is possible to obtain experi-
mental complex structures for potent ligand–receptor pairs,
but very few crystal structures are available for poorly active
or even inactive compounds. Therefore, it is necessary to gen-
erate docking models for most low affinity ligands in order to
visualize them, but the quality of these docking poses is fre-
quently questionable. Consequently, we use simple superim-
position of kinase structures with different ligands to visual-
ize low affinity ligands in the context of our models and to
examine relevant features found in inactive ligand–receptor
pairs. One could perhaps question the validity of such esti-
mates especially for inactive ligands, but for the interpreta-
tion of PCM models, we observed that the overlays serve bet-
ter compared to docking poses, as one usually can pinpoint
the most relevant reasons for inactivity of the ligand as pre-
dicted by the PCM model. Additionally to the three cases
mentioned in this article, we identified further examples
where relevant model features are in accordance with experi-
mental findings.

Another problem associated with the model interpretation
is that the variables identified are relevant only for individual
observations and it is difficult to generalize their relevance
for all data for a single ligand or kinase. An alternative ap-
proach to address this issue could be the estimation of pre-
diction differences in the presence and absence of features.
However, implementing this approach would be time con-
suming and computationally expensive for large datasets like
ours, but could be useful for smaller sets. Another critical is-
sue arising out of Gini index based interpretation is the in-
creased preference of ligand over protein descriptors. The li-

gand descriptors used for training the models were nearly
twice as many as the protein descriptors, which might influ-
ence the variables chosen for interpretation. The presence of
a larger number of ligand descriptors increases their proba-
bility to acquire high mean decrease in Gini index values over
the protein descriptors. Nevertheless, our interpretation is
not biased towards the top 10 variables; we interpret both the
protein and ligand descriptors that have positive correlation
to activity. The problems discussed above clearly show the
need to develop better tools for interpretation of non-linear
models. Despite the limitations with Gini index based inter-
pretation, the examples shown in this article agree well with
relevant ligand and kinase features described in the
literature.

Conclusions

We have shown that field-based proteochemometrics can be
used successfully to generate both predictive and visually
interpretable models, which is an advantage compared to
models using simpler descriptions of target proteins. The
present models are not only suitable for the prediction of ac-
tivities of ligands, but also provide an improved understand-
ing of the protein and ligand features that affect the binding
of a compound to certain protein targets. This can directly be
exploited in medicinal chemistry programs aiming at the
modulation of ligand selectivity or for the understanding of
altered interactions e.g. with resistance mutants. The possi-
bility also to predict the protein target space, illustrated by
the prediction of activities of 20 kinases not included in the
training set (Table 4), makes this a promising approach to
estimate potential polypharmacology of newly designed ki-
nase inhibitors. Overall, this study provides clear evidence for
the usefulness of field-based proteochemometric approaches
in inhibitor design and their advantages compared to low
dimensional protein description and “traditional” QSAR.
The method combines illustrative capabilities, as docking
methods would provide, with advanced correlation methods
of experimental values and molecular features provided by
proteochemometrics.
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