Open Access Article. Published on 08 November 2016. Downloaded on 8/5/2025 6:56:36 AM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Lab on a Chip

ROYAL SOCIETY

OF CHEMISTRY

View Article Online
View Journal | View Issue

CrossMark
& click for updates

Cite this: Lab Chip, 2016, 16, 4749

On-chip electromagnetic tweezers -
3-dimensional particle actuation using microwire
crossbar arrayst

Philipp Rinklin,®® Hans-Joachim Krause® and Bernhard Wolfrum™*3°

Emerging miniaturization technologies for biological and bioengineering applications require precise con-

trol over position and actuation of microparticles. While many of these applications call for high-

throughput approaches, common tools for particle manipulation, such as magnetic or optical tweezers,
suffer from low parallelizability. To address this issue, we introduce a chip-based platform that enables flex-
ible three-dimensional control over individual magnetic microparticles. Our system relies on microwire
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crossbar arrays for simultaneous generation of magnetic and dielectric forces, which actuate the particles
along highly localized traps. We demonstrate the precise spatiotemporal control of individual particles by
tracing complex trajectories in three dimensions and investigate the forces that can be generated along

different axes. Furthermore, we show that our approach for particle actuation can be parallelized by simul-
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Introduction

The ability to remotely manipulate microscopic objects is of
major interest in various research applications. Consequently,
the scientific community has seen a vivid activity in the devel-
opment of methods for actuation and trapping of particles by
defined force fields. Prominent examples include magnetic,
optical,>* and acoustic tweezers.*

During the past thirty years, magnetic and optical tweezers
have found a number of biophysical applications. In particu-
lar, the ability to generate and measure forces with high spa-
tial resolution allows studies on the cellular,” as well as the
molecular level.° ' In this context, the complexity of many
biological systems results in the need of high sample num-
bers to gather statistically reliable data. Recent examples
show the feasibility of high-force actuation of molecules or
cells,"* ™ yet, it is still difficult to operate tweezers in paral-
lel.>® While some degree of parallelization was shown, for in-
stance, for magnetic'®> and optical tweezers,'® the generation
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taneously controlling the position and movement of 16 particles in parallel.

of large numbers of independent traps still remains a
challenge.

A common approach to facilitate parallelization is the con-
version of benchtop-scale experiments to chip-based tools.
Driven by interest in miniaturization, chip-based particle ac-
tuation and its applications have been studied extensively
during the past two decades.”>°

Two of the most prominent methods used to manipulate
particles on-chip are magnetophoresis and
dielectrophoresis."®'*?'>* Both methods rely on external
fields that exert forces on a dipole. For most practical appli-
cations, this dipole is itself induced by the external field.
Consequently, the application of forces is limited to objects
with a susceptibility that differs significantly from that of the
surrounding medium. Concerning magnetophoresis, this re-
sults in most biological matter being practically unaffected
by the application of external magnetic fields. Hence, mag-
netic tags can be used very efficiently for sorting,”*>® manip-
ulation,>”*® analysis,*® and stimulation of cells.*** In the
case of dielectrophoresis, the differences in susceptibilities
that are used to generate forces are usually intrinsic. The dif-
ferent susceptibilities of cells in different stages of the cell cy-
cle, for instance, can be used to sort and synchronize cell
populations.**3*

A common approach to generate the fields needed for ac-
tuation in an on-chip setting is by using microstructured con-
ductors.® These conductors can be soft-lithographically
structured wires,?” planar coils,*® polyphasic conductors,* or
meandering wires.*” Theoretical aspects of the conductor ge-
ometry, as well as the force acting on an individual particle,
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have been presented by Ramadan et al*'
et al. ™

A particularly versatile platform to generate localized mag-
netic fields on-chip is the microwire crossbar array. Lee et al.
previously introduced their use for two-dimensional magnetic
actuation and demonstrated control over groups of micro-
and nanoparticles,”® as well as biological cells.”” More re-
cently, we have used microscale crossbar arrays to split and
merge groups of microparticles,** and steer individual
microbeads.*

Overall, however, many chip-based actuation platforms
suffer from the ability to only actuate objects along one or
two dimensions. Full three-dimensional control can usually
only be achieved by implementing multiple layers of actua-
tors, which comes at the cost of increased fabrication com-
plexity. To circumvent this drawback, we present a chip-
based actuation concept that uses a combination of attractive
magnetophoretic and repellent dielectrophoretic forces (see
Fig. 1). Our actuation concept is able to control a particle's
position with respect to all three dimensions of space while
relying on standard planar microfabrication. This is achieved
using combinations of attractive magnetophoretic and repel-
lent dielectrophoretic force fields. We discuss simulated elec-
tric and magnetic fields that can be used for such a trap. We
then apply these fields to the levitation of a single particle
and measure its levitation height, which is dependent on the
amplitudes of the DC and AC signals used to generate the
magnetic and electric fields, respectively. Parallelization of
the actuation concept is demonstrated by actuating 16 indi-
vidual microbeads in parallel. In order to demonstrate full
three-dimensional control, we present switching sequences
that allow moving the levitating particle with respect to the
x- and y-axes of the system and apply these sequences to
complex three-dimensional trajectories. Finally, we evaluate

and Shevkoplyas

Fig. 1 Schematic of three-dimensional particle actuation with micro-
wire crossbar arrays. The wires are used to generate an attractive mag-
netic force, as well as a repulsive dielectrophoretic force. In combina-
tion, both of these forces can be used to generate stable traps in
three-dimensional space.
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the forces at play during the actuation by tracking the parti-
cle and back-calculating the force exerted on it.

Materials & methods
Chip fabrication

The microwire crossbar arrays were fabricated using state-
of-the-art clean room technology. Briefly, a first set of 17
wires (wire width: 10 pm, wire spacing: 4 pm, metal stack: Ti/
Al/Ti, 15/300/10 nm in thickness, respectively) was structured
on an oxidized silicon substrate (purchased from Si-Mat Sili-
con Materials, Kaufering, Germany; oxidized in-house under
wet conditions to obtain 1 um of oxide) via optical lithogra-
phy and a lift-off process (photoresist: LOR3B/NLOF2020, de-
veloper: MIF326; purchased from Micro-resist Technology,
Berlin, Germany). Subsequently, an insulating stack of silicon
dioxide/silicon nitride/silicon dioxide (100/50/100 nm in
thickness, respectively) was deposited via plasma enhanced
vapor deposition (Sentec Instrument GmbH, Berlin, Ger-
many) and the second layer of wires was structured identical
to the first one. In order to passivate the wires from the lig-
uid during the experiments, a polyimide layer (PI-2610, HD
Microsystems GmbH, Germany) was spin coated to a thick-
ness of 1.4 pm (6000 rpm, 30 s). After passivation, the contact
pads were opened via single layer resist lithography (AZ-5340,
AZ Electronic Materials GmbH, Wiesbaden, Germany) and
subsequent wet chemical etching in AZ-326 (metal ion free,
MicroChemicals, Ulm, Germany). Resist residues were
stripped using acetone. Finally, a glass ring was glued to the
chip using poly(dimethylsiloxane) (Sylgard 184, Dow Corning
Co., Midland, USA) to provide a liquid reservoir on top of the
chip surface.

Experimental setup

During the particle actuation experiments, the chips were
mounted in a custom-made socket. This socket connected
the individual wires to the in-house built driving circuitry
(see the ESIT for a more detailed description of the system).
Using custom control software, each of the wires could be
supplied with a DC signal for magnetic actuation. The AC sig-
nals used for the dielectrophoretic actuation were generated
externally by a function generator and routed through the
driving circuitry. All experiments described herein used an
AC frequency of 2 MHz ensuring negative dielectrophoresis
for the particles used in the experiments. Before application
to a given wire, the signal was multiplied with an amplitude
modulation factor as described below.

Simulations of the electric and magnetic fields

The electric fields were simulated using the finite element
method (COMSOL Multiphysics®). The simulation consid-
ered a simplified 2-dimensional geometry. The chip was sim-
ulated as a rectangular domain of 200 um in width, 100 um
in height and located at z = =50 um. The material properties
of this block were set to match the material properties of the

This journal is © The Royal Society of Chemistry 2016
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polyimide used in the chip fabrication (g = 3.4, 0 = 1.5 X
10'7 Qm). The medium on the chip was simulated by a rect-
angular domain of identical size located at z = 50 um. For
this domain, the material properties for water (¢, = 80, ¢ =
0.18 x 10° Qm) were used. In addition, four wires of a width
of 10 pm and a height of 0.3 um and a pitch of 14 um were
implemented symmetrically around the origin such that the
top surfaces of the wires lie 1.4 um beneath the polyimide/
water interface. For the wires, the material properties of alu-
minum (g, = 1, ¢ = 2.82 X 10° Qm) were used. In order to
calculate the electric field for a given input voltage, a quasi-
static case was assumed. The potentials of the wires were set
according to the maximum voltages reached during one cy-
cle. The electric potential was obtained by solving LaPlace's
equation (A¢ = 0) with Dirichlet boundary conditions (¢ =
0 for all external boundaries). The resulting electric field dis-
tributions were then converted to root-mean-square values by

1
multiplication with — .
P 2

The magnetic fields were simulated using analytical ex-
pressions for the magnetic field of a wire of rectangular
cross-section as described before.*> Briefly, Biot-Savart's law
was integrated over the cross-section of the wire. Due to their
low magnetic susceptibilities, the influence of all non-current
carrying materials was neglected.

Particle actuation

For the particle actuation experiments, individual
micrometer-sized beads were deployed into active magnetic
traps. These traps were generated by supplying four wires
with currents oriented such that the magnetic fields in the
center of the wires overlap constructively. For particle deploy-
ment, the trap was operated at 50 mA per wire (see the ESIT
for a more detailed description of current patterns). Subse-
quently, a microcapillary was loaded with a suspension of
carboxyl functionalized particles (Dynabeads M-270 carbox-
ylic acid, Life Technologies, Darmstadt, Germany; diluted 1:
100 in deionized water) and paraffin oil. The capillary was
brought into proximity of the active magnetic trap and a sin-
gle particle was deployed by applying a gentle overpressure.*’
For the parallel actuation of multiple particles, several traps
were activated and particles were individually deployed. The
particles were then actuated using direct switching protocols
as described in ref. 45 applied to all traps in parallel. In order
to avoid overlap between neighboring traps, as well as
unambiguities during actuation, only every third trap of the
array in x- and y-directions was used.

The measurement of a single particle's levitation height
was performed as follows. First, the current per wire was set
to the desired value and amplitude modulated AC signals
were applied to the four upper wires left and right of the par-
ticle's position. Subsequently, the particle's focal plane was
determined with and without the AC signal using the micro-
scope's z-stage. To obtain the absolute levitation height rela-
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tive to the chip's surface, the radius of the particle was added
to the difference of these values.

In order to actuate the levitating particle, the following
protocols were used (see the ESIf for detailed schematics of
the switching protocols). After trapping an individual particle
as described above, a 3-dimensional trap was activated. To
this end, four wires of the upper set were supplied with AC
signals to fix the particle’'s x-position. Simultaneously, four
wires of the lower set were supplied with DC currents to de-
fine the particle's y-position. In order to move the particle
along the y-axis, only the DC configuration was modified. By
changing the currents in the wires, the particle was moved to
its target location in two steps. Similarly, in the case of
switching along the x-axis, only the AC configuration was
modified. Again, a two-step procedure was used to modify
the particle's position with respect to the x-axis. A more de-
tailed description of these procedures can be found in the
ESL{

Force calculation

In order to calculate the actuation forces in the focal plane,
videos of the particle levitating in a square were recorded.
Subsequently, the particle’s position as a function of time
was extracted from the video data as described before (see
the ESIf for a short description of the data analysis).*> This
system_can be described by an actuatio_{l force in the x/y-
plane, F.c¢x;, and the viscous drag force, Fyrae. The character-
istic lag time for a sphere experiencing an actuation and a
. 2R’ p. . o
drag force is given as 7= o P, where R is the particle's ra-
dius, p,, its density, and » the viscosity of the surrounding
fluid.*® For our system, 7 evaluates to ~0.4 us. Given an inter-
frame time of ~20 ms, a constant equilibrium between the
viscous drag force and the actuation force can be aisumed.
Hence the actuation force can be calculated using Factxy =
—;‘dmg,x/y = 6TEI7RT))x/y, where 7 is the viscosity of the surrounding
medium (1.002 x 10~ Pa s for water at 20 °C), R is the hydro-
dynamic radius of the particle (1.35 pm for the particles used
in the experiments) and TJ)x/y is the particle's velocity in the x/
y-plane. The latter can be approximated as the product of the
particle displacement between two frames and the frame rate
of the video data. The individual jumps along the x- or
y-direction were separated and averaged over 70 jumps each
(35 in the corresponding positive direction and 35 in the neg-
ative direction). Using the above given expression, the actua-
tion force in the x/y-plane was calculated.

For the calculation of the magnetic force, the gradient of
the squared magnetic field at a distance of 10 pum off the
chip's surface was evaluated. The force on a magnetizable
particle at low field strengths 1is then given as

Fnag = (n‘z~V)~B=%VA;(y"V§2 , where m is the particle's mag-

>
netic moment, B is the external magnetic flux density, V is
the volume of the particle, Ay represents the difference in the

Lab Chip, 2016, 16, 4749-4758 | 4751
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magnetic susceptibilities of the medium and the particle,
and g is the permeability of the surrounding medium. In our
experiment, the particle was actuated in water. Due to the
low susceptibility of water (y,0 = —9.035 x 10~°), we neglected
the influence of the medium by using Ay = yparticle = 0.17
(taken from ref. 47) and g = p,.

Results

Simulated electric and magnetic fields for 3D particle
actuation

The actuation scheme presented in this paper makes use of
the simultaneous application of repulsive dielectrophoretic
and attractive magnetic forces to establish 3-dimensional con-
trol over a particle. To this end, AC and DC signals are ap-
plied simultaneously to the microwire crossbar array to gen-
erate the respective electric and magnetic fields. Fig. 2a
shows a schematic of a subset of the array that is used to
generate an AC electric field as indicated. Fig. 2b shows a fi-
nite element simulation of the resulting field distribution in
the x/z-plane. The chip's surface is located at z = 0 and the
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wires' positions are indicated by the yellow rectangles. As can
be seen, the electric field is strongest at the chip's surface in
between the two center wires (x = 0 um). As intended this re-
sults in a dielectrophoretic force that repels the particle from
the surface. At the same time, however, the gradient with re-
spect to the x-axis will repel the particle from the center posi-
tion, impeding a stable trap configuration.

In order to generate a field distribution that repels the
particle from the chip's surface without destabilizing a poten-
tial trap, a more complex pattern, as shown in Fig. 2¢, has to
be used. Here, the AC signal is applied to four wires instead
of two. Furthermore, to assure a force towards the center of
the chip, the inner two wires' amplitude is modified by a fac-
tor of 0.75. The field distribution resulting from this configu-
ration is shown in Fig. 2d. Similar to Fig. 2b, the field is
strongest close to the chip's surface. Due to the additional
use of the outer two wires, however, the negative gradient
with respect to the x-direction points towards the center of
the wires (x = 0). Consequently, the dielectrophoretic force
resulting from this configuration can be used to repel a parti-
cle in the z-direction, while simultaneously fixing its position

f
40
10 =
P =5 30
ol 2
9 N g 20
o0 =
o 7]
- =}
10
8 N
0 —————a——
20 40 -40 20 0 20 40

y-position [pm]

Fig. 2 Generation of electric and magnetic fields for 3-dimensional particle actuation. (a) and (b): Supplying two neighboring wires with an AC
signal as indicated in (a) yields the electric field distribution shown in (b) (chip surface at z = 0, wire positions indicated by yellow rectangles;
simulated at an AC input of 15 V). The negative gradient of the squared electric field creates a repellent force in the z-direction. However, the
particle is repelled from the center position as well. (c) and (d): By distributing the signal over four wires as indicated in (c), the field distribution
shown in (d) is obtained (chip surface at z = 0, wire positions indicated by yellow rectangles; simulated at an AC input of 15 V). In this case, a
repellent force in the z-direction that simultaneously focuses the particle with respect to the x-axis is achieved. (e) Schematic of the DC currents
applied to the lower set of wires to control the particle's y-position, as well as balance the repellent dielectrophoretic force. (f) Squared magnetic
flux distribution in the y/z-plane simulated for the DC current configuration depicted in (e) (chip surface at z = 0, wire positions indicated by yellow
rectangles; simulated at a DC input of 40 mA). The gradient of the squared magnetic flux creates an attractive force with respect to the z-axis,
which balances the dielectrophoretic repulsion and fixes the particle's position with respect to the y-axis.
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with respect to the x-axis. At a z-position of approximately 8-
9 pm, a local minimum in field strength can be observed.
This is due to the fact that two equipotential lines cross or-
thogonally at this point (see the ESIf for a more detailed ex-
planation of this effect). As a result, the dielectrophoretic
force above this position is attractive with respect to the chip.

As described above, using AC signals distributed over four
wires allows the generation of a stable trap for the particle
with respect to the x- and z-positions. In order to control the
particle position in three dimensions, a second force field
controlling its y-position, as well as balancing the repellent
dielectrophoretic force, is needed. To this end, we make use
of the lower set of wires to generate a magnetic field. Fig. 2e
shows a schematic of the application of a DC current to four
wires of the lower set. The corresponding field distribution in
the y/z-plane is shown in Fig. 2f. A pronounced maximum in
field strength can be seen around x = 0 in the proximity of
the surface. Since the magnetic force is proportional to the
gradient of the squared magnetic field, this will lead to a
force attracting the particle towards the chip and fixing its
position with respect to the y-axis. In combination with the
dielectrophoretic force field described above, the particle's
position with respect to all three axes of space is determined.
The dielectrophoretic force field determines the particle's
x-position, the magnetic force field determines the particle's
y-position, and the ratio between the AC and the DC signals’
amplitudes determines the particle's z-position.

Single particle levitation

The electric fields presented in the previous section yield
dielectrophoretic forces that repel the particle from the chip's
surface while simultaneously fixing its position with respect
to the x-axis. In order to experimentally validate this behav-
ior, a magnetic trap with four wires (as previously
described®”***°) was used. Briefly, this type of trap was gen-
erated by supplying to pairs of neighboring wires with anti-
parallel DC currents of 10 mA such that the overall magnetic
field in the center of the wires is strongest. After trapping an
individual magnetic bead, an AC signal as described above
was applied to the four upper wires next to the particle.
Fig. 3a-d show an image sequence demonstrating the effect
of different AC amplitudes. With the AC amplitude
deactivated (Fig. 3a), the particle is trapped at the chip's sur-
face. When increasing the AC amplitude to 6, 8, and 10 V
(Fig. 3b-d, respectively), the particle slowly leaves the focal
plane indicating a shift in the z-position (compare Video
S17). This shift is due to the higher electric field strength that
results in stronger dielectrophoretic forces.

Using the microscope's z-stage, this shift was measured in
dependence of the DC, as well as the AC amplitude. Fig. 4
shows measured levitation heights for DC amplitudes of 5,
10, and 15 mA at AC input amplitudes in the range of 4-20 V
(n = 20). The plot shows that, at constant AC input ampli-
tudes, higher DC amplitudes result in lower levitation
heights. This is due to the DC amplitude increasing the mag-

This journal is © The Royal Society of Chemistry 2016
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Fig. 3 Image sequence of a particle levitating at different AC
amplitudes (compare Video S1f). (a) At an AC amplitude of 0 V, the
particle is trapped at the chip's surface (scale bar amounts to 15 um
and applies to b-d as well). (b)-(d) At increasing AC amplitudes of 6, 8,
and 10 V (respectively), the particle levitates out of the focal plane.

netic field strength and thus the attractive effect of the mag-
netic force on the particle. However, at higher AC amplitudes,
the influence of the DC amplitude decreases and the values
tend towards a maximum levitation height of approximately
10 pm. In this regime, the effect of the dielectrophoretic
force dominates and thus the attractive component of the
magnetic force becomes negligible. The maximum levitation
height illustrated by the plot corresponds to the local mini-

mum in field strength visible in Fig. 2d. As the
12
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Fig. 4 Levitation height in dependence of the DC and AC amplitudes
(n = 20). At lower AC input amplitudes, the amplitude of the DC signal
has a strong influence on the levitation height. However, at high AC
amplitudes, the measured values tend towards a maximum levitation
height of approximately 10 um.
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dielectrophoretic force attracts the particle to regions of low
field strength, the particle will only be repelled to this posi-
tion. At higher z-positions, the dielectrophoretic force acts at-
tractive with respect to the chip's surface.

As a demonstration of the parallelizability of the approach
presented herein, we actuated 16 individual microbeads in
parallel. Fig. 5 displays four frames that illustrate the parallel
actuation (compare Video S2t). All 16 beads were successfully
moved in square trajectories without losing any particles.
Furthermore, no significant heating of the chip due to the in-
creased power dissipation could be observed.

3-Dimensional actuation

In order to allow full 3-dimensional actuation, switching pro-
tocols that can transfer the particle from one position in the
array to another are required. Here, a trap configuration
using only the upper set of wires for the generation of
dielectrophoretic forces and the lower set of wires for the
generation of magnetic forces is used. Consequently, the
switching procedures with respect to the x- and y-axes differ
from each other. Fig. 6a shows a schematic of an actuation
step along the y-axis. As indicated, the particle only crosses
lower wires when being moved in this direction, while its po-
sition relative to the upper wires remains constant. Thus, the
configuration of the AC inputs does not need to be changed
during the process. As for the lower wires, a switching proce-
dure that involves an intermediate step is most effective (see
the ESIT for a more detailed description). In order to facili-
tate the translocation of the particle from its initial to its tar-
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Fig. 5 Parallel actuation of 16 individual microbeads (scale bar in (a)
corresponds to 50 um; compare Video S27). The particle positions and
directions of motion are marked by circles and arrows, respectively.

(a)-(d) show exemplary frames from an actuation experiment in which
sixteen particles are moved along a square-shaped trajectory.
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get position, this intermediate step was used to create a trap
above the lower wire that was supposed to be crossed.
Fig. 6b-d show an image sequence of a particle being actu-
ated with this protocol at relative times of 0, 1, and 2 s, re-
spectively. The white markers in Fig. 6¢ and d show the parti-
cle's positions as extracted via digital image analysis.”® The
shaded regions in Fig. 6b indicate the approximate position
of the lower set of wires. At the start of the switching se-
quence (¢t = 0 s), the particle is trapped in the bottom right of
the frame in between two of the indicated wires. At ¢ = 1 s,
the particle is shifted along the y-axis to the approximate
middle of the center wire by the intermediate configuration
described in the ESLf Finally, at ¢ = 2 s, the transfer is com-
pleted by activating a trap at the target position.

Fig. 6e shows a schematic of particle transport along the
x-axis. In contrast to the switching procedure along the
y-axis, the particle crosses the upper set of wires instead of
the lower set. Consequently, the DC configuration of the
lower wires can be held constant while the AC configuration
applied to the upper wires has to be changed. Fig. 6f-h show
an image sequence of a particle being moved along the
x-axis. The images were taken at relative time points of ¢ = 0,
1, and 2 s. The shaded regions in Fig. 6f indicate the approxi-
mate position of the upper set of wires. At the beginning of
the transfer, the particle is trapped in the bottom left of the
frame (¢t = 0 s, Fig. 6f). Subsequently, an intermediate step
holding the particle over the approximate center of the wire
to be crossed was activated (see Fig. 6g). This intermediate
step is discussed in more detail in the ESL} Finally, to com-
plete the transfer, a trap at the target position was activated
(Fig. 6h). The actuation procedures described above can be
used to move the particle along the z-, y-, and x-axes of the
system. This actuation can be performed continuously in the
case of the particles z-position and in increments in the case
of the x- and y-positions. In combination, this allows complex
trajectories. One example of such a trajectory is shown in
Fig. 7. In this experiment, a trajectory writing the letters ‘FZJ’
(acronym for Forschungszentrum Jiilich) was traced by com-
bining the actuation unit operations described above. Fig. 7a
shows the positional data obtained from a video recorded in
the levitation plane (z = 10 pum) via digital image analysis
(compare Video S4t). In between the individual segments of
the letters, the particle is lowered to the chip's surface, where
it is actuated using only magnetic forces. By combining data
from video material obtained in the levitation plane and at
the chip's surface, the full trajectory of the particle can be
reconstructed (Fig. 7b).

Force calculation

An important aspect of chip-based particle actuation is the
force that can be applied. Assuming that the overall actuation
force (i.e. the sum of the magnetic and the dielectrophoretic
force) 1s in constant equ111br1um with the viscous drag force
gives: Falct delg 6mthydrv where 7 is the viscosity of the
medium, Ryyq, is the hydrodynamic radius of the particle,

This journal is © The Royal Society of Chemistry 2016
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Fig. 6 Moving a levitating particle along the x- and y-axes (compare Videos S3 and S47). (a) Schematic of an actuation step along the y-axis. The
particle (brown) is levitating in the focal plane (illustrated in grey) at a z-position of approximately 10 um. (b)-(d) Image sequence of a particle being
moved along the y-axis during levitation (z-position approx. 10 um above the chip surface, relative times are 0, 1, and 2 s, respectively). The white
markers indicate the particle's trajectory as detected via digital image analysis. The shaded regions mark the approximate position of the lower set
of wires. (e) Schematic of an actuation step along the x-axis. (f)-(h) Image sequence of a particle being moved along the x-axis during levitation
(z-position approx. 10 pm above the chip surface, relative times are 0, 1, and 2 s, respectively). The shaded regions mark the approximate position of
the upper set of wires. Scale bar amounts to 10 um and corresponds to b-g as well. For clarity, the wires are marked by the white regions in b and f.
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€

z-position [um]
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Fig. 7 3-Dimensional actuation of a single magnetic bead along a complex trajectory (compare Video S57). (a) The particle positions detected in
the levitation plane (white markers) write out the letters ‘FZJ’. Scale bar: 15 um. (b) Combined data from two videos recorded in the levitation
plane (open circles) and at the chip's surface (filled circles) is used to reconstruct the full trajectory of the particle (dashed line). In between the
individual segments of the letters, the particle is lowered to the chip plane, where it is moved by magnetic actuation only.

and V its velocity. Using positional data obtained from a par-
ticle levitating at a z-position of approximately 10 um, the x-
and y-components of the actuation force were calculated.
Fig. 8a and b show plots of the positional data obtained from
analyzing 70 jumps along the y- and x-directions, respectively.
For each axis, 35 jumps along the positive direction and 35
jumps along the negative direction were analyzed and the
corresponding components of the actuation force were cal-
culated as described in the Methods section. Both plots

This journal is © The Royal Society of Chemistry 2016

indicate forces in the low pN regime. Comparing the mag-
netic and the dielectrophoretic actuation (i.e. along the y-
and x-axes, respectively), stronger forces in the case of the
dielectrophoretic actuation can be noted. The magnetic
force gives peak values of approximately 0.5 pN, while the
maximum values for the dielectrophoretic force amount to
approximately 1.25 pN. Consequently, the time the particle
takes to reach a stable position is significantly shorter in
Fig. 8b.
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Fig. 8 Y- and x-components of the actuation force calculated from positional data. (a) Average positional data + standard deviation (blue line and
shaded region, respectively) of 70 actuation events along the y-axis (35 in the positive and 35 in the negative y-directions). The green line repre-
sents the y-component of the actuation force calculated as described in the text. The inlays indicate the time points corresponding to Fig. 6b-d.
(b) Average positional data + standard deviation (blue line and shaded region, respectively) of 70 actuation events along the x-axis (35 in the posi-
tive and 35 in the negative x-directions). The green line represents the x-component of the actuation force calculated as described in the text, the

inlays indicate the time points corresponding to Fig. 6f-h.

During the actuation, the amplitude of the DC signal is
modified in order to maintain the particle's z-position con-
stant. The z-component of the actuation force is thus zero.
Thus, the magnetic and dielectrophoretic forces along the
z-axis have to be of equal magnitude but of opposing sign.
Fig. 9 shows an analytical simulation of the z-component of
the magnetic force at z = 10 um. The x-position of the particle
relative to the upper set of wires corresponds to Fig. 6b-d.
The individual curves correspond to the initial, intermediate,
and final state (blue, green, and red, respectively) of the DC
input during the switching procedure. During all three states,
the z-component of the magnetic force is in the range of 0.2-
0.3 pN. In order to maintain a constant levitation height, the
z-component of the dielectrophoretic force has to be in the
same range. It has to be considered, however, that this does
not account for high AC input amplitudes of more than 15 V.

0.4 T T T T

¥ g | (O]

0 1 1 1 I
0 5 10 15

y-position [pm]

Fig. 9 Simulated z-component of the magnetic force for a jump along
the y-direction. During the first step of the jump (blue curve), the parti-
cle is located at y = 0. During the second step (green curve), it is trans-
ferred to a y-position of 7 pm. Finally, the transfer is concluded by
shifting the particle to its target position at y = 14 um. The peak forces
during all three states are in the range of 0.2-0.3 pN.

4756 | Lab Chip, 2016, 16, 4749-4758

In this case, the z-components of the magnetic and the
dielectrophoretic force do not need to be of equal magnitude
as the levitation height is mainly determined by the position
of the local minimum in the electric field.

Discussion

In this paper, we present a chip-based actuation scheme that
allows control over an individual microbead's position with
respect to all three dimensions of space. Our method makes
use of a combination of attractive magnetophoretic and re-
pellent dielectrophoretic force fields to generate stable traps
in the vicinity of the chip's surface. The combined use of
magnetophoresis  and  dielectrophoresis  for  three-
dimensional particle actuation has been demonstrated be-
fore. This includes meandering wire structures,* CMOS fab-
ricated pixel arrays,’® or approaches using multipolar
dielectrophoresis.**> Here, we show a control approach
using a combination of magnetophoresis and
dielectrophoresis that allows actuation of particles with re-
spect to all three dimensions of space. At the same time, our
approach only uses surface-integrated actuators and relies on
standard microfabrication technology.

Using appropriate field configurations and amplitudes,
our method is able to control a micrometer-sized bead within
a distance of several micrometers away from the chip's sur-
face. At the chip's surface, the particle can be moved with a
velocity in the range of approximately 30 um s™* (with respect
to the x- and y-axes; data not shown). During levitation, we
achieved an average velocity of approximately 7 um s * (with
respect to the x- and y-axes). The actuation protocols
presented here can be seamlessly combined to achieve more
complex trajectories as demonstrated in Fig. 7.

The lateral resolution of the actuation is mainly defined
by the wires' dimensions and pitch. Using the geometry and
control schemes presented herein, the trap separation is in

This journal is © The Royal Society of Chemistry 2016
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the range of several micrometers (compare Fig. 8). This is
considerably higher than conventional magnetic or optical
tweezers, which—Ilaterally—are limited by stage motor preci-
sion in the nanometer range.”>** Nevertheless, in microwire
crossbar arrays, the resolution can be improved by using
thinner wires at a lower pitch. In addition, traps that are
spaced below the grid pitch can be realized using more ad-
vanced control schemes (see the ESIf). Regarding the resolu-
tion normal to the chip's surface, the data in Fig. 4 shows a
resolution of approximately 1-2 um. In this context, the limit-
ing factors are the AC amplitude applied by the function gen-
erator, as well as the focal depth of the objective. Our control
unit allows adjustments of down to 0.1 V corresponding to
approximately 0.1 um. The optical limit for the detection of
the particle's position, however, corresponds to +0.5 um. Nor-
mal to the chip's surface, the resolution thus mainly depends
on the numerical aperture of the applied optics and could be
improved using e.g. diffraction-based position detection.

Using our current chip design and power supply, the
forces that can be exerted on the particle during the actuation
are in the low pN regime. As demonstrated in the experiments
above, this is sufficient to maintain reliable control over an
individual bead. For many biophysical applications, however,
forces in the hundreds of pN or even nN can be required.” In
principle, forces of higher magnitudes should be achievable
by simply increasing the amplitudes of the DC and AC sig-
nals. The trap position in our system is controlled by the rela-
tive magnitudes of the magnetic and the dielectrophoretic
forces exerted on the particle. For field strengths below the
saturation magnetization or polarization, both of these forces
scale with VB? and VEgys?, a 2-fold increase in the corre-
sponding field strengths will yield a 4-fold increase in the
trapping energy. However, concerning the DC generation of
magnetic fields, this requires adjustments to the chip design
(e.g. thicker wires or materials with better thermal conductiv-
ity) to limit excessive Joule heating of the wires. Similarly, the
effect of high-amplitude electrical fields on e.g. biological sys-
tems has to be considered in this context.

Regarding the actuation of particles of various sizes, both
the magnetic and the dielectrophoretic force scale with R®.
Consequently, the trapping position generated by our system
is independent of the particle's size. In particular with regard
to smaller particles, however, the influence of Brownian mo-
tion has to be considered. While an increase of the applied
AC and DC amplitudes could be used to increase the trapping
energy relative to kg7, thermal dissipation has to be considered.

Our method can easily be scaled up to the actuation of
multiple particles in parallel and can be integrated in lab-on-
a-chip platforms in a straight-forward way. We have exemplar-
ily shown the parallel actuation of up to 16 beads. During
parallel actuation, our method is able to generate traps with
a minimum spacing of approximately 40 um in order to en-
sure unambiguous transfer of a given particle to its destina-
tion. Similar to the above mentioned limits in resolution, this
could be further decreased by using thinner wires or more
advanced control schemes. During the parallel actuation, we

This journal is © The Royal Society of Chemistry 2016
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simultaneously operated 16 wires without observing notable
effects of thermal dissipation. Nevertheless, this aspect
should be considered when scaling the method up to, for in-
stance, thousands or even millions of particles.

Conceptually, the approach is not restricted to magnetic
beads. A given object with a magnetic moment and a permit-
tivity sufficiently different from the surrounding medium can
be controlled as described above. This includes magnetically
functionalized water-in-oil or oil-in-water emulsions, as well
as magnetically tagged cells or capsules.”®>® Regarding the
actuation of cells, the effect of Debye screening in ionic me-
dia has to be taken into account when applying
dielectrophoretic forces.

In conclusion, we present an actuation concept for
micrometer-sized particles that is compatible with standard
microtechnology fabrication methods and allows full three-
dimensional control over the particle. We believe that this ap-
proach represents a flexible tool that will be useful in various
experimental settings relying on precise manipulation of
microscale objects. Examples for such settings include single-
cell sorting and manipulation,”*** bead-bound sequencing
assays,*>®* or droplet-based drug screening technologies.®>®’
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