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Recent developments in the design of rapid
response cells for laser ablation-inductively
coupled plasma-mass spectrometry and their
impact on bioimaging applications

Stijn J. M. Van Malderen,+® Amy J. Managh,° Barry L. Sharp® and Frank Vanhaecke*®

This review covers developments in the design of Laser Ablation (LA) cells, the associated transport tubing
assembly, and their coupling to Inductively Coupled Plasma-Mass Spectrometry (ICP-MS) instrumentation.
Recent ablation cell designs have reduced the pulse response duration for a single laser shot to <10 ms,
using the criterion of the full peak width at 1% of the height of the maximum signal intensity. The
evolution towards these low dispersion systems has been profoundly influenced by our understanding of
processes driving the initial dispersion, of the design aspects of the cell and tubing that influence
transport-induced dispersion and transport efficiency, and of limitations imposed by the temporal
resolution of ICP-MS instruments, all of which are discussed. Rapid response LA-ICP-MS systems greatly
benefit throughput and sensitivity, which are key parameters in 2D and 3D imaging at high lateral
resolution. The analysis and imaging of biological material has come to the forefront as a key application
of LA-ICP-MS. The impact of the technical developments in LA-ICP-MS systems on emerging
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applications,
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www.rsc.org/jaas also discussed.

Introduction

Laser Ablation-Inductively Coupled Plasma-Mass Spectrometry
(LA-ICP-MS) is an established quantitative elemental analysis
and mapping technique, characterized by its low detection
limits, full elemental mass spectrum coverage, high spatial
resolution, limited sample preparation, and wide linear
dynamic range. In the past years, studies in the fields of pro-
teomics, metallomics and nanotechnology have expanded the
range of applications for the technique, e.g., the visualization of
the distribution of drugs and tagged markers in biological
tissue sections and single cells,** quantitative elemental and
isotope ratio determinations in tissue,>” and the uptake of
nanoparticles.®® The figures of merit of the technique, relating
to sample throughput, sensitivity and spatial resolution,
depend in a large part on the ability of the ablation setup to
rapidly remove the aerosol from the ablation site to the ICP-MS
instrument in a manner that minimizes the mass losses and the
dispersion induced in the aerosol cloud. Current systems
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including multiplexed metal-tagged antibody detection
nanoparticle and compound hypo- and hyperaccumulation, and (intra-) cellular/histological studies, is

(for immunohistochemistry),

deployed in the field produce a signal response to a single shot
(sometimes referred to as washout time) in the region of
multiple hundreds of ms to a second. Pulse repetition rates that
exceed the level at which pulse response peaks are separated are
often adopted. Unless signal deconvolution is employed, the
response from multiple ablation positions is convolved, and
thus, the spatial response is distorted in the scan direction.
When the responses of ablation positions are resolved in the
time domain, the rate of information acquisition is limited to
the reciprocal of the response duration. Recent developments
have improved both the pulse response duration and transport
efficiency. This review article provides a condensed overview of
the latest developments in cell design, and related aspects, and
the implications of the newfound capabilities for the applica-
tions of LA-ICP-MS within the biochemical, biological, and
biomedical fields with a particular emphasis on high-resolution
imaging. The scope of this review was limited to articles written
in English, and focusses on literature reporting ablation cell
designs supported by experimental data which demonstrate
a characteristic pulse response width of 100 ms or less, and
literature covering emerging biological and imaging applica-
tions in the past 5 years. The pulse response duration of abla-
tion cells is expressed in this review as the full peak width of the
ICP-MS unit detector signal response to a single laser shot, at
a fraction of the height of the maximum intensity of the peak,
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e.g., 0.5, 0.1, 0.01 (respectively FWHM, FW0.1M, and FW0.01M),
unless mentioned otherwise. Within this review ‘low disper-
sion’ and ‘rapid response’ are used as interchangeable terms.
The authors apologize for any relevant work not included in this
review article.

Rapid response ablation cells

Over the past decades, a handful of research groups have
invested in developing efficient ablation cell designs based on
their understanding of the underlying physics and the funda-
mental studies and models describing them. It was identified
early on that aerosol dispersion induced by the ablation cell is
one of the important factors limiting the performance of LA-
ICP-MS. The figure of merit preferred to characterize the aerosol
dispersion is the pulse response duration. A condensed over-
view of compiled data on this metric for selected ablation cells
is presented here below.

State-of-the-art figures of merit

In one early study, Leach and Hieftje'® explored the inverse
relationship between the system volume, and the peak width of
pulse responses. The selection of the smallest cell and identi-
fication of the optimal He-Ar gas mixture composition yielded
a transient signal of 85 ms at FWHM for U. Following the lead of
Bogaerts et al., computational fluid dynamics (CFD) modelling
based on Reynolds-averaged or Favre-averaged Navier-Stokes
models has taken a prominent role in the study and simulation
of the aerosol and flow behaviour within the ablation cell and
ICP,"*""* e.g., for visualizing the pressure gradients and kinetic
energy (KE) of the flow in turbulent regions. The visualization of
streamlines opens a pathway to improve design aspects of
a virtual prototype of an ablation cell by an iterative in silico
process, hence optimizing the FD behaviour prior to
manufacturing. Lindner et al,” e.g., reported on the FD
behaviour of a non-contact, low dispersion ‘High Efficiency
Aerosol Dispersion’ (HEAD) cell, based on aerosol extraction via
venturi-driven pressure reduction using a realizable k—¢ model.
The simulation suggested that the aerosol dispersion of the last
iteration of the design could be reduced to less than 10 ms.*
The importance of a laminar flow regime, aerodynamically
favourable outlets, and the relative position of the ablation site
to the outlet have been demonstrated by Gurevich et al.,'* who
reported a chamber characterized by a signal peak with
a FW0.1M of less than 100 ms. The proximity of the ablation site
to the outlet was reported to be a critical factor in a cyclonic flux
cell design by Monticelli et al.,'” which delivers a transient peak
down to 20 ms at FW0.1M, with a strong dependence on this
distance. A more recent design by Wang et al.*® (Fig. 1a) brought
the dispersion down to a consistent 30 ms at the FW0.01M level.
Gundlach-Graham et al.* reported that the latest iteration of
the cell, which is based on the same working principle, has
improved the dispersion to 9 ms at the FW0.01M level. An
ablation cell reported by Van Malderen et al.*® (Fig. 1b), focusing
on regions-of-interest smaller than 0.25 mm?, delivers transient
peaks of 5 ms at the FW0.01M level. Douglas et al.** also recently
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Fig.1 Overview of 3 of the currently fastest ablation cell designs. The
dark gray block represents a 7.5 x 7.5 x 1 mm sample. The scaling for
each cell was performed separately, due to their size differences. The
streamlines represent gas flows predicted by CFD.

reported a low dispersion interface, consisting of a two-volume
‘Sniffer’ cell (Fig. 1c) and an integrated ‘Dual Concentric
Injector’ (DCI), which produced signals of 5 ms at FW0.01M.
The arrival of three new aerosol capture and transport interfaces
characterized by a pulse response of <10 ms at FW0.01M,
demonstrates that considerable progress has been made within
the past few years. Sensitivity improvements have been reported
all-round, e.g., the ‘sniffer’ cell was reported to yield an increase
in absolute sensitivity (counts per mole) in the order of 5-10
fold compared to conventional setups. Low dispersion cells are
expected to find their way to all LA-ICP-MS and related appli-
cations, though their adoption may be hampered by the
absence of affordable, fast, sensitive, simultaneous mass spec-
trometer systems.

Trends in instrumentation
development

The following subsections present a general overview of the core
concepts influencing the speed and efficiency of aerosol

This journal is © The Royal Society of Chemistry 2016
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capture, transport, and detection, and their impact on ablation
cell and transport conduit design.”**® These developments and
insights are stepping stones to further progress ablation cell
technology.

Cell design

The main strategy to minimize aerosol dispersion in the cell is
confinement of the ejected particles, through gas flows, pres-
sure, or cell walls, forming a controlled environment less than
a few cm® in volume, and preventing further expansion of the
ablation plume inside the cavity of the chamber, which would
inevitably enlarge the initial dispersion of the aerosol. The
residence time of particles in the cell is not governed exclusively
by the cell volume and shape, it also depends on the local gas
velocity, pressure, and flow regime, as well as the particle size
distribution and initial dispersion and momentum of the
aerosol in the cell.>**” Confinement of the plume, either by gas
flows or walls can simultaneously maintain a high local velocity
of the carrier gas flow. In most designs this is dealt with by
capturing the aerosol in a cup, i.e. a separate enclosure of small
volume, or tube floating above the sample, whilst an XY(Z) stage
or gantry is used to adjust the relative position of the fully-
enclosed sample with respect to the aerosol capture component.
Laser ablation designs can be subdivided based on the angle
under which the carrier flow is extracting the aerosol plume. In
the HEAD cell,*® the aerosol was extracted vertically using a He
flow; an Ar auxiliary/sheath gas flow was added co-axially to the
He flow just above the ablation site. CFD simulation suggested
that the He carrier flow resides in a laminar flow regime and
shows limited mixing with the Ar sheath flow. Major differences
in relative speed or density of the core-annular laminar flow at
fluid inlets or joints can limit intermixing of the flows.***
Autrique et al."™** explored the CFD behaviour of a cell designed
for vertical extraction of the aerosol by a carrier gas, with an
optional auxiliary flow, parallel to the sample, shielding the
fused silica window and guiding the suspended aerosol into an
outlet that is co-axial to the inlet of the auxiliary flow. Such
design features are reflected in the non-contact ablation cell
designed by Wang et al.*® (Fig. 1a), in which the auxiliary flow
inlet-outlet conduit is brought much closer to the sample
surface, enabling a more efficient uptake of the particles in the
carrier/sheath gas flow. Monticelli et al.'” designed a unique cell
in which the plume is fully confined by a cyclonic gas flow. The
drag/centrifugal force balance acting on the particles, results in
a minimum curvature radius of the particle trajectories, esti-
mated to be 0.1 mm under typical experimental conditions. Cell
designs which introduce the aerosol directly into the transport
line - sometimes referred to as a tube cell design — have been
considered by Bleiner,** Summerfield et al.** and Van Malderen
et al.*® (Fig. 1b) as a result of their envisaged short washout
times.>**>** The generated vapour cloud expands inside the
transport line itself, and is constrained by the tube walls. The
condensed aerosol is then carried with the carrier gas flow. A
configuration reported by Douglas and Managh et al.** (Fig. 1c)
captures the aerosol in a fluid-dynamic optimized capture

cavity/cup, which wuses walls, elevated pressure, and
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a combination of a co-axial and orthogonal flows to confine the
plume expansion and transfer the aerosol into a small capillary.
Using a carrier flow parallel to the normal of the target surface
(away from the surface) has been hypothesised to favour aerosol
extraction, as the momentum of the carrier flow is opposite to
the gravitational force and along the fastest ablation debris
velocity component.*»* Extraction using a flow with
a momentum parallel to the surface, generally orthogonal to
most particle trajectories, could potentially negate the disper-
sion of the aerosol plume along the normal of the target surface.
The stopping power (mass density), shorter mean free path,
lower ionization efficiency, and particle size-independent
transport characteristics, favour Ar as a carrier gas over He,
however, the high particle entrainment efficiency (limiting the
surface condensate deposition), reduced plasma shielding
(higher thermal conductivity), higher breakdown threshold at
atmospheric pressures, and lower dynamic viscosity favour a He
environment.””**** These traits can be exploited to achieve
narrow peak profiles most efficiently by conducting the ablation
in He, with an option to utilize Ar as a sheath flow and make-up
gas.' A core concept of cell design is optimizing the design for
flows in the laminar or laminar-turbulent transition regime, so
as to avoid dispersion by turbulence, whilst enabling timely
transport to limit the effect of diffusion on the aerosol disper-
sion. The initial dispersion of the aerosol, after thermalization -
the process of particle-buffer gas interaction towards a thermal
equilibrium, is determined in part by the position, the velocity
and angular distributions of velocity vectors of particles at
ejection, e.g., in He, particle ejection takes places at angles close
to the normal.*® The particle ejection velocities on the far end of
the shifted Maxwell-Boltzmann velocity distribution are in the
order of 10°* ms™ ', and critically dependent on the laser
characteristics such as energy density, pulse length, spot size,
and target properties.** Bleiner et al.** reported ion angular
spreads to be dependent on the metal, and the bulk of fast ions
to be ejected close to the normal. The evolution of the velocity
component of the ejected particles on a ps-ps timescale
depends on, among other factors, buffer gas properties, and the
KE and development of the laser-induced shock wave (SW),
which in turn is influenced by all the aforementioned parame-
ters.*** Ar is the preferred buffer gas to shield walls from
particle impact due to its ability to decelerate the contact front
faster, compared to He, as a result of its higher collision
frequency - Ar has a relative larger collisional cross-section
(dipole moment, polarizability), and mass.'*** The stopping
distance of the particles is also a function of the environment
pressure.* Bleiner et al.*® estimated the peak stopping power of
static Ar at atmospheric pressure to be ~0.4 kev mm ' on the
axial component in the early expansion stage, which suggests
that a minimum gas buffer thickness of 10 mm is required to
mitigate high KE debris impacting the walls at velocities above
erosive threshold values. Conversely, Gurevich and
Hergenroder'® estimated the upper limits of the stopping
distance of particle with sizes between 10-2000 nm, in He or Ar
under atmospheric pressure, to be less than 2 mm, using a laser
energy of 1 mJ. The stopping power is a function of time and
space, as the collision frequency varies with the thermalized KE.
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When the stopping distance of particles falls short of the cell
walls, the reflection of the SW - the SW density front edge
outruns the contact front and bulk of ejected particles - may
compress or disperse the aerosol cloud, as has been observed in
laser-induced breakdown spectroscopy.**® As such, the
expansion of the condensing plume can also be curbed and
restricted by walls, and the sample itself (¢f Mach reflection of
the SW).*>** Compression of the laser-induced plasma by the
SW may create a hotter, denser plasma, resulting in an
enhanced photon emission.** Shadowgraphy has been used to
study the SW and particle ejection phenomena in detail, and
has, among many other aspects, confirmed that the blast wave
follows a behaviour close to the Sedov-Taylor solution.* Laser-
induced breakdown can be initiated by the high temperature
environment in the expanding plume, in combination with
single- and multi-photon ionization (PI), photoexcitation (PE),
electron-neutral inverse bremsstrahlung (IB) by ejected species,
and, to a lesser degree, electron-ion IB.>*** Complete removal of
particles from the cell volume between subsequent sampling
events decreases the chances of unpredictable (for ns-lasers)
particle-induced plasma breakdown, which can promote plume
expansion horizontal to the sample surface, inducing deposi-
tional losses.*>*® Plasma shielding, i.e. photon absorption by the
breakdown plasma, optically attenuates the incident laser beam
intensity reaching the sample surface in ns pulse length laser
systems.’®** The process is driven primarily by IB - photon
absorption at high electron densities resulting in the excitation
of the free electrons to a higher state in the continuum, PE, PI,
and Mie scattering. Photon absorption in gas layers behindthe
SW and ensuing heat expansion can accelerate the SW (contact)
front in the direction of the incoming laser pulse in a regime
called laser-supported detonation, as part of the plasma
shielding process.** It has also been suggested that the ions
within the vapour cloud could undergo double layer ion accel-
eration by ambipolar diffusion as a result of charge separa-
tion.>*° In short, the initial dispersion is guided by the
interplay of many physical processes, governed by environ-
mental conditions, and laser beam and sample characteristics.
The sample characteristics, aerosol particle size, and phase
distribution are linked, as the condensational growth condi-
tions in the supersaturated vapour shifts with the thermal
conductivity of the sweep gas, and the spatial, size and phase
distribution of condensation nuclei (i.e. ejected particles),
which critically depend on the sample structure, composition,
morphology and mechanical properties. This relationship can
be compounded by the uptake of particles ejected by exfoliation
and spallation, reablation of deposited material and melt
splashing/droplet expulsion (by the recoil SW).***® When the
pulse length exceeds the local thermal relaxation time (sub-ps
range) of the sample material, zone heating arises. Extensive
melting can impact the phase distribution of the ejecta, once
again, changing the ablation cell washout characteristics. An
additional flow in the ablation cell design, or a carrier flow
along the normal of the sample can promote the uptake of these
particles.” Particle growth can also be achieved through
aggregation (agglomeration) and coalescence of particles. The
particle size distribution and particle structure should be
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highlighted as an important aspect, as the particle transport
mechanics critically depend on the slip and drag coefficients of
the particles, and therefore the aerosol dispersion will be
affected. Furthermore, the degree of elemental fractionation is
governed to a large extent by the incomplete vaporization,
atomization and ionization of mesoscopic particulates >200-
500 nm in size, in combination with non-stoichiometric
sampling (differential partitioning results in a particle-size
dependent elemental composition), which is natively linked to
the laser unit, ICP-MS unit and target characteristics.®**® A
recent paper by Zhang et al.* provides a comprehensive over-
view of elemental fractionation and matrix effects. The particle
size distribution can be acquired experimentally by, e.g., optical
laser scattering, differential mobility analysis or gravimetric
determination of the yield in particle impactors. On a side note,
the higher rate of evaporation of volatile over refractory
elements in the melt created in the zone heating process also
induces cumulative compositional disparity between deposited
and ablated material, leading to fractionation.”” Thermal
diffusion processes are also expected to increase the mobility of
analytes in the heat-affected zone (HAZ) around each ablation
crater (zone refinement).” By lowering the sample bulk
temperature by cryogenic cooling, thermal expansion of the
HAZ and the volume under a metastable superheated state is
slowed down, reducing the area affected by visible thermal
degradation and vaporisation.”>”* Furthermore, the thermo-
elastic stress required to fracture tissue decreases as a result of
the cryogenic conditions on the tensile strength.

Turbulence in aerosol transport

Once leaving the ablation cell, the aerosol is conducted to the
ICP-MS instrument through flexible polymer tubing, which is
typically a few mm in internal diameter and can be up to several
m in length. This conduit has long been recognised as
a potential source of material loss and a contributor to aerosol
dispersion.” Reynolds numbers Re = VmeanD/? (With Vipean the
mean fluid velocity, D the hydraulic diameter, and » the kine-
matic viscosity) easily allow identification of the flow regime.
Gas flows in the tubing are generally within the laminar flow
regime (R, < 2100) under typical gas flow rates, and thus, follow
a parabolic velocity profile®® v(r) = Va1 — /R?) with v the
velocity at distance r of the center axis of a cylinder of radius R
for subsonic velocities (Vimax < 0.2Vsouna). This Hagen—-Poiseuille
flow creates temporal axial dispersion through Taylor-Aris
dispersion (Fig. 2¢) and diffusion. On the other hand, turbulent
flows in a conduit are controlled by turbulent diffusion, rather
than shear forces, which gives rise to erratic inter-layer mixing,
and an average velocity flow profile uniform over the entire
cross-section, with the exception of thin boundary layers near
the conduit walls.>® Early experimental studies by Bleiner and
Giinther,*® and Leach and Hieftje," demonstrated that disper-
sion increases with increasing transport volume for single shot
LA-ICP-MS. This is a function of the tube diameter as well as its
length, since the slower gas velocity in wider tubes allows for
longer diffusion time. In a study by Summerfield et al.** a tube
cell design was used to eliminate chamber effects and enable

This journal is © The Royal Society of Chemistry 2016
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Fig. 2 Schematic and CFD simulation to demonstrate processes that
drive aerosol dispersion. The gas mixing processes in a Y-connector
piece (a) and a coaxial mixing bulb (b) control downstream eddy
formation and gas composition. The Taylor dispersion process acting
upon an aerosol cloud injected uniformly across the cross-section,
induced by the between-layer velocity differences, is displayed in (c).

a focussed study of transport characteristics. Washout time was
found to increase with increasing tubing length," with the
inclusion of valves, and in particular with the presence of
bends. Sharp bends in the tubing will disrupt the flow dynamics
because the outer radius flow experiences a higher velocity than
inner radius, inducing swirling or rotation as a result of shear
stress. Inertial deposition, as well as gravitational settling, in
conduits of small radius has been shown to be particle-size
dependent, inducing additional elemental fractionation.”®”®
The flow path in early setups was intersected by a Y- or T-
junction, for the addition of an Ar make-up gas. Computational
modelling by Autrique et al™ highlighted this junction as
a major source of turbulence in the flow (Fig. 2a). In this
simulation, the introduction of a make-up gas pushed the
carrier gas towards the wall of the tubing, which induced
surface friction and the formation of eddies near to the wall
region. Furthermore, divergences in the tubing, for instance
where the tubing connected onto the Y-junction, and later onto
the torch, produced a clear turbulent flow pattern. Turbulence
and eddy formation can be observed when the inner diameter of
the conduit is changed or if dead volumes are present.’® These
fluid dynamic instabilities may trap smaller particles in small
scale eddies, increasing the width of the transient peak. Similar
problems are present in GC and (UP or HP) LC. The issue was
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addressed by co-axial mixing bulbs®***” (Fig. 2b), where the
make-up gas was added on-axis to the carrier gas flow, through
a concentric outer tube. The simulation thus stimulated the
deployment of a laminar flow gas connector in the field. Several
groups have reported designs that avoid the use of a gas
connector. These systems are exceptionally fast and all produce
signals of 30 ms FW0.01M or considerably below.**° In the tube
cell designs, ablation takes place through an opening in the
transport tubing, with material directed orthogonally into the
laminar carrier gas stream. In Van Malderen's cell, this tubing
also passed through, and effectively became, the inner injector
of the ICP torch. In this way, the ablation cell, transport conduit
and ICP torch could be considered as an integrated device, and
divergences in conduit diameter were completely eliminated.
The DCI interface** uses an unbroken fused silica conduit,
which passes through the injector of the ICP torch, to transport
the aerosol from the ablation cell directly into the plasma. The
conduit could be extended up to 12 mm beyond the injector,
past the turbulent region at the base of the plasma. This was
thought to help keep material on axis with the orifices in the
cones, which may have contributed to an improvement in
absolute sensitivity, as well as speed. From the above studies, it
appears that optimum transport characteristics can be achieved
through the use of a short, straight and unbroken conduit, of
narrow and constant diameter. Optimally, the conduit would be
integrated into both the cell and the ICP torch. However, the
practicality of some lab geometries may understandably restrict
the implementation of these ideal conditions, particularly with
regards to minimising tubing lengths and the avoidance of
bends. It may be that optimum performance would be best
achieved by Dbetter integration of LA with ICP-MS
instrumentation.

In-torch ablation

The concept of ablating material within the ICP torch was first
reported by Liu and Horlick,® in conjunction with optical
emission spectrometry (OES), and was later adapted by Tanner
and Giinther for use with mass spectrometry (MS).**** In the MS
arrangement, the laser beam was focussed through a small hole
in the top of the torch box and onto the sample, which was
mounted behind the injector on a small holder. The bulk of the
response signal occurred within the first 1-2 ms, with the
remainder stretching out over ~30 ms. The arrangement has
very limited practical applicability due to the restrictions on
sample size and sample movement placed by the dimensions of
the torch, and is limited to high melting point samples, due to
the proximity of the target to the plasma. In-torch ablation is
therefore mentioned in this review purely as a theoretical
benchmark for the characterisation of new interfaces. It should
be noted that in this configuration the aerosol particles still
traverse the plasma, hence, the particles are transported over
a distance of a few cm in atmospheric pressures before being
extracted. As such, in practice, ablated particulates may become
entrained in the turbulent flows at the base of the plasma within
the in-torch design, thus methods that keep material aligned
with the central channel of the plasma, or a sample
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configuration in closer proximity to the extraction site may
eventually produce higher performance.*

Ablation yield - transport efficiency

The ultimate sensitivity of the technique is driven by the abla-
tion yield and the overall efficiency of the entrainment of ejec-
ted particles and their transport from the ablation site to the
mass analyser. The laser interaction and particle formation
processes, affecting the mobility of the aerosol, are profoundly
influenced by the sample composition. In a study by O'Connor
et al.® the addition of a laser radiation absorbing compound
(vanillic acid, pyrazinoic acid or nicotinic acid) to a sediment
improved the ablation efficiency. Particle losses can occur
through gravitational settling and non-stoichiometric particle
entrainment of pm-sized particles, diffusional losses - dis-
proportionally affecting nm-sized particles, aerosol condensa-
tion, carrier gas leaks and inertial deposition on walls in the cell
geometry obstructing the carrier flow.**® Selective particle los-
ses in the size-segregation process will change the particle size
distribution, inducing elemental fractionation, as demon-
strated by Koch et al.”> and Outridge et al.”* The cell geometry
has limited influence on the aerosol transport efficiency, under
the conditions that no dead volumes of low local flow velocity in
which particles can settle, are present, and particle deposition
on the window and walls of the cell and tubing is negligible.*>*”
Avoiding dead volumes within the cell is readily achieved by
adopting a fluid-dynamic optimized design - eliminating sharp
angles and corners which may trap particles — and positioning
the inlets such as to cover the entire volume to be flushed.?**”%*
Any trapped particles will be released slowly over time, resulting
in broader response peaks or signal tailing, and/or higher
background levels. An impact of debris on the wall may result in
spattering, sputtering, adsorption or impingement of particles.
Particle deposition on the cell walls — and the accompanied loss
of material - can be mitigated by expanding the cell diameter,*®
increasing the volume of gas between the ablation site and cell
walls to buffer the particle velocity, or by decreasing the initial
dispersion of the aerosol in the cell by increasing the stopping
power of the gas (or fluid), e.g., by increasing the environmental
pressure. A complete development of the ‘mushroom cloud’
plume® is not a necessary condition for achieving complete
sample transport. Direct effects of the deposition processes are
a decline of the aerosol transport efficiency as associated with
the (non-stoichiometric) particle losses, and longer washout
times as particles are detaching or being sputtered from the
surface, with which they impacted, at a slower pace relative to
the flush rate of the cell. Effects such as erosion may occur at
high collision frequencies, as well as cross-contamination to
subsequent ablation positions and samples. Transport effi-
ciency in LA-ICP-MS using ns-lasers were reported in early
studies®****° to be =40% for He as a carrier gas, as determined
by optical particle counting (OPC) and chemical analysis of
filtered particles. More recently, Garcia et al*' reported effi-
ciencies > 80-90% for fs lasers. Monticelli et al. reported a near
to 100% recovery for the cyclonic design in combination with
a fs laser unit. Back condensation of the vapour cloud on the
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target surface and losses in the impactor have not been taken
into account in these studies. Recently, Niehaus et al.** reported
on particle transport characteristics for particles generated by
ablation of a gelatine section, a matrix that compares well to
a biological matrix. A variation of the transport tube length was
not found to increase the loss of particles. Based on OPC
measurements, the same study reported a positive correlation
between the fluence and the portion of pm-sized particles in the
particle size distribution, as well as between the fluence and
ablation yield - this linear relationship quickly levels off at high
fluence levels. The laser wavelength and energy density can have
a profound influence on the ablation yield in biological
matrices. The sample-specific characteristics, e.g., the mass
ratio of extracellular matrix (e.g., collagen) to the total tissue,
mediate the ablation threshold, attenuation length, scattering
properties, and thermal conductivity of the target which impact
the surface temperature profile, mechanical response, and
ejected particle size and phase during ablation. Morphology of
the sample, e.g., the presence of porosities or fractures, and
surface roughness/reflectivity will also influence the ablation
yield. In the UV region, photochemical processes such as elec-
tron excitation (one- and multi-photon processes) can directly
break chemical bonds, e.g., covalent and ionic bonds and
crosslinks. Thermal processes (vibrational excitation) on the
other hand will induce melting and evaporation at fluence levels
near or below the ablation threshold. At higher fluence levels,
the rapid energy transfer can induce vaporization by phase
explosion, with the ejection of um-sized particles and spallation
of fragments.” Explosive boiling and mechanical expansion are
driven by spinodal breakdown, i.e. the decomposition of the
irradiated volume, which resides within a superheated meta-
stable phase, into a mixture of liquid and gas.”” Explosive
boiling occurs when the irradiated volume is saturated homo-
geneously by nucleation bubbles. The time lag of nucleation
depends on the nucleation rate and the dimensions of critical
nuclei, which are larger for metallic matrices than for organic
ones, as a result of heat delocalization (higher thermal
conductivity).®® The ablation threshold is generally lower for
biological samples than for metals and minerals. The laser-
surface interaction can induce other morphological changes,
e.g., structural changes as a result of the laser SW propagating
inside the solid, or microfoaming, e.g., in gelatine targets.”™ It
should be noted that thermal processes play a more
pronounced role in the ablation of biological matrices, relative
to silicate, ceramic and polymer matrices, for these processes
are a major source of fractionation.’* In contrast to geochemical
matrices, wavelengths < 200 nm are not required to achieve
efficient coupling to a biological matrix, however, thermal
effects near the ablation zone become more pronounced at
longer wavelengths. Biological samples are typically character-
ized by an optical penetration depth, i.e. the reciprocal of the
absorption coefficient reduced by scattering effects, in the order
of several um,”® whilst in metals it is limited to tens of nm.*® The
ablation depth and mass yield per shot is thus generally higher
in biological samples than for metals. Claverie et al.*® identified
that their high repetition rate fs-laser ablation strategy yielded
ablation rates for polyacrylamide gel 3 orders of magnitude
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higher than typical ablation rates in glasses or metals, and that
the particle size distribution of fs-lasers was shifted towards
smaller particles, though micrometric agglomerates were
formed when the particle density was high. IR laser wavelengths
induce evaporation-driven ablation, based on the presence of
water in biological matrices, characterized by significant
absorption at wavelengths > 1000 nm and <200 nm, peaking
around 2940 nm, and <170 nm.*”*® IR wavelengths impose
diffraction limits on the beam's waist dimensions and generate
more pronounced cracking and melting in targets depleted of
water. It can be noted that at UV wavelengths a higher efficiency
of photoionization can be observed. The relevant chromophores
are the peptide bonds in proteins in the deep UV region
(absorption peak centred around ~190 nm), and DNA (purine
and pyrimidine bases), melanin, tryptophan, tyrosine, and
phenylalanine at longer UV wavelengths.” The review by Vogel
et al.”® provides a detailed description of the effect of pulsed
lasers on tissues. The multitude of complex interacting
processes and experimental parameters convolutes any predic-
tion of the ablation yield, which, together with the aerosol
dispersion and atomization, ionization, transmission, and
detection efficiencies, governs the S/N ratios achievable, and by
extension the minimum beam waist size, impacting the spatial
resolution. The mass loaded into the plasma, assumed to be
proportional to the area under the peak profile, is an important
metric to evaluate relevant particle loss processes, as discussed
hereinabove, which bias the stoichiometric elemental ratios. As
the particle density — which is closely related to the ratio of
ablated mass/cell volume, particle size distribution, and particle
kinetic energy can be linked to the rate and extent of deposition
and diffusion processes, the mass and mass flux at every point
in space and time within the limited volume of low-dispersion
ablation cells and their transport tubing should be monitored
as key indicators of particle loss.The particle uptake and
entrainment process on the other hand is relevant to the peak
profile, as a signal spike can be identified on the profile tail for
every fragment that is released after a delay period and
successfully reaches the detector, broadening the overall peak
width. The occurrence of these memory effects may inhibit
rapid washout despite of low initial and induced aerosol
dispersion in a low-dispersion aerosol transport system, and
will invariably deteriorate the limit of detection or bias the
response for subsequent shots.

Mass spectrometers

Whilst improving the washout time has several advantages,
many of the current generation ICP-MS instruments were not
designed to meet the challenges of fast transient analysis. A
detailed analysis of common mass analysers and detectors used
in the field of ICP-MS and their limitations for measuring short
transient signals was previously published by Tanner et al.*®
Primary considerations include data acquisition and readout
speed, minimization of dead time in the duty cycle, and main-
tenance of plasma stability on the millisecond time scale under
highly variable plasma load. The capacity to detect multiple
nuclides (pseudo-) simultaneously is important to isotope ratio
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determination studies, LA imaging, nanoparticle analysis with
NPs consisting of =2 elements, and standardization
approaches, but we will first consider the hardware specifica-
tions required for single nuclide monitoring. The importance of
data acquisition speed was recognized from the early in-torch
experiments (as discussed above), where a quadrupole mass
spectrometer was used to profile transient peaks of ~4 ms
FWO0.1M.** In the original study, the time resolution of the mass
spectrometer was limited to 0.5 ms (the minimum dwell time of
the instrument), which recorded a log-normal peak shape, with
8 data points within the bulk of the peak. In a subsequent
publication, the standard detection system was bypassed, and
a digital oscilloscope recorded the signal from the analog
detection stage of the mass spectrometer at 20 ps intervals.®
The improved time resolution revealed a finer, bimodal peak
structure, which comprised two overlapping Gaussian func-
tions. Several other research groups have used plug-in devices to
upgrade the data acquisition characteristics of commercial
quadrupole'®**> (Q), sector-field'®® (SF) and time-of-flight'*
(TOF) mass spectrometers. In recent years, ICP-MS instrument
manufacturers have also begun to take note of the importance
of time resolution, in reaction to the development of single
particle analysis. This is reflected in recent product launches of
ICP-quadrupole mass spectrometers by, e.g., Perkin Elmer
(NexION® 350, 10 ps dwell time),"”* Agilent Technologies®
(Agilent® 7900, 100 ps dwell time),'*® Thermo Scientific™ (iCAP
Q™, 100 ps dwell time)'” and AnalytikJena® (PlasmaQuant®
MS, 50 ps dwell time)."* Once acquisition speed is improved,
the existence of ‘blind time’ in the duty cycle, where no signal is
measured, becomes apparent. Blind times of up to 0.9 ms have
been reported for ICP-Q-MS'* and 3-4 ms for electrostatic mode
scanning in ICP-SF-MS instruments."'® The reported losses
predominantly result from re-setting of electronics after each
acquisition segment, in contrast to dead time, i.e. time during
which signal loss occurs as a result of electronic unawareness to
ion detection whilst processing the previous pulse. The blind
time may disproportionally affect fast transient signals
compared to their slower counterparts. The extent of the data
loss is dependent on the position of the peak within the duty
cycle, which is variable and difficult to predict, but must be
accounted for during data processing."® Data losses and the
effects of undersampling the transient signal are even more
severe when simultaneous analysis of multiple elements/
isotopes is required, especially as laser firing times are
desynchronized from the dwell interval frequency. Quadrupole
and single detector sector-field instruments are fundamentally
restricted in their ability to perform this type of analysis because
they detect elements sequentially. In other words, whilst one
isotope is measured, data for the other elements/isotopes is not
acquired, limiting sensitivity and precision. Multi-collector ICP-
MS enables simultaneous measurement of elements of similar
mass with high sensitivity."** Craig et al. recently demonstrated
the use of multi-collector ICP-MS with the DCI/sniffer interface
to measure uranium isotope ratios in sub-micron particles.'*
However, the use of slow Faraday detectors in parallel with ion
counters placed restrictions on the minimum time resolution
that could be achieved. Furthermore, using the mixed detector

J. Anal. At. Spectrom., 2016, 31, 423-439 | 429


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/c5ja00430f

Open Access Article. Published on 30 November 2015. Downloaded on 1/29/2026 1:42:42 PM.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

JAAS

array for transient analysis was reported to introduce a form of
spectral skew, which was more pronounced for the signals
acquired using the DCI/sniffer interface compared to those
from a much slower cell."** An alternative option is ICP-TOF-MS,
which provides pseudo-simultaneous analysis (ions are
sampled simultaneously but read-out sequentially) of a large
part of the full mass range, with potentially fast data acquisition
and readout. The feasibility of coupling an ICP to a TOF-MS was
demonstrated as early as 1993,"*® but these instruments are not
as popular as ICP-Q-MS or ICP-SF-MS. ICP-TOF-MS has yet to
reach the sensitivity of ICP-Q/SF-MS, however, improved S/N
ratios provided by state-of-the-art LA cells, improved trans-
mission efficiencies, and higher duty cycles may compensate for
this limitation. In 2008, Tanner and Gilinther combined an ICP
generator and interface from a quadrupole instrument with
a commercial TOF-MS to measure Zn/Cu ratios in the context of
in-torch LA.** The prototype system had five orders of magnitude
poorer sensitivity compared to commercial ICP-Q-MS, but
provided 30 ps time resolution. Based on this work a commer-
cial instrument, ‘icpTOF’, was developed by TofWerk (Thun,
Switzerland), which has been applied to other fast-transient
applications."™ The ‘icpTOF’ data processing hardware can
output mass spectra with 41 216 mass channels in the mass
range (m/z = 2-257) with mass resolving power R = M/AM =
3000 at frequencies of up to 667 Hz (1.5 ms/full elemental mass
spectrum).”® Another commercial ICP-TOF-MS instrument,
which has been coupled to a low dispersion ablation cell® is the
‘CyTOF’ instrument by Fluidigm (South San Francisco, CA,
USA). Fluidigm's instruments provide a time resolution of 13 us
and sensitivities approaching those of ICP-SF-MS, but at the
expense of reduced mass resolving power R = 900-1000 and
a restricted mass range (m/z = 75-209).> Quadrupoles or vari-
ants thereof are implemented in ICP-TOF-MS as a multi-notch
mass filter to remove abundant plasma background ions and
prevent detector saturation, or as a high-pass or low-pass filter
to speed up data acquisition. GBC Scientific Equipment Pty Ltd
(Melbourne, Victoria, Australia) offers the OptiMass 9500, a full
range (m/z = 1-260) ICP-TOF-MS, with a spectral generation rate
of 100 Hz and mass resolving power R = 1500 at mid mass
range.”® ICP - Mattauch-Herzog geometry SF - MS and
distance-of-flight array detectors currently lack the S/N ratio to
produce meaningful data at the time-resolution that would be
required for pulse-to-pulse separation."*>'"” Spatially dispersive
mass spectrometry may however in the future overcome the
current limitations imposed upon the linear dynamic range of
detectors, through the use of discrete detection channels in
array detectors, the abundance sensitivity, the mass range, and
the duty cycle. The linear dynamic range of the detectors in MS
spans between 6 and 10 orders of magnitude. This might be of
concern as the temporal compression of the signal produces
substantial increases in relative sensitivity [counts s~ fmol '],
even in the absence of increases in absolute sensitivity [counts
fmol '], which can cause detector saturation at large beam
waist sizes or higher analyte concentrations. In summary, there
is no ‘ideal’ ICP-MS instrument type currently available that
provides simultaneous multi-element detection across the full
elemental mass range, with fast data readout, minimal blind
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Fig. 3 Theoretical models proposed in literature, provided with
matching initial parameters: vy = 10 ml s7L V=100 ml, to=10s. The
log-normal probability density function (PDF) was added as a refer-
ence to its shape.

time, wide linear dynamic detection range, high mass resolu-
tion, and high sensitivity. The increasing trend towards fast
transient ICP-MS, not only for laser ablation imaging, but also
for the single particle characterization promotes the adoption of
low dispersion cells.

Fundamental considerations
Peak profile shape

The shape of a signal peak arising from the response for a single
shot is an important parameter in the performance of a LA-ICP-
MS system, and is therefore often used to benchmark these
systems in terms of aerosol dispersion. Attempts to model the
peak profile have supported our understanding of the aerosol
entrainment/elution/transport processes, thus allowing the
ablation cell design to be adapted in such a way that the limiting
physical processes, are addressed. The single pulse response
(SPR) can be constructed as a convolution of the aerosol particle
release function and the setup transfer function (STF), which
can be considered as the system response function. In 2001,
Bleiner et al.***° reported on a theoretical model for the SPR in
an ideal mixing system (Fig. 3), by modelling the dispersion and
diffusion in the system during particle transport. In a first
approximation, a linear relationship can be established
between the cell-induced dispersion and its volume.**"®
Accounting for a non-steady velocity profile in the transport line
- assuming a laminar flow - an aerosol delivery function at time
t was derived:**"*?

I(1) = 10(1 - %U)exp( -

With v, the carrier gas flow rate, I, an analyte-specific
response factor proportional to the integrated response — and by
extension the concentration of the analyte, V.. the volume of
the cell, ¢, the minimum particle transit time through the
system, and & a Heaviside step function A(t — ty) ={0, t <tp; 1, ¢
= t,}. The exponential decay of the signal has been observed
widely, and appears in the factor relating to the rate of aerosol

Veo(t — 1) B
Vcell ) h(t tO)
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evacuation of the function.™**** Plotnikov et al.*** expanded
upon this model, by introducing an additional exponential
parameter:

1(1) = 10(1 - exp(Z ;{tO))pexp( - %)h(z — 1)

With k a parameter introduced to describe the aerodynamic
properties of the cell. The model (Fig. 3) observes mass
conservation, and is self-consistent in this aspect, and was
provided a physical meaning by Bleiner et al.** An alternate
model, building on Bleiner's model, was suggested by Géckle
et al.,**'** in which the particle density at the margins of the
cross-section of the conduit converges to the initial analyte
density in the cell (under ideal mixing conditions). A total
dispersion function was derived:

D(t) = (1 - %)exp( - :/:I (t — 1ty — 1o ln{é}))h(t — 1)

The model also attempts to account for the extraction yield
by the interface by limiting the observed signal to the region of
the cross-section around the centre axis."*® Plotnikov et al.'*®
and Bleiner et al.** have argued that the model does not satisfy
continuity, as the integrated area under the profile depends on
transport parameters. Bleiner et al.** proposed a CFD model
based on the model by Plotnikov et al. that accounts for the
influence of gas characteristics and particle size distribution.
The overall aerosol dispersion will depend on the particle size
distribution, which is closely related to the ablation process
itself, due to size-dependent segregation during transport.®®*?¢
Despite efforts to derive all physical parameters relevant to the
kernel, describing and predicting the SPR, current models
remain incomplete as some processes have been ignored or
disregarded, e.g., ionization,* diffusion and turbulence in the
plasma,” the geometry of the ablation damage, temporal
changes in ablation yield linked to target composition vari-
ability, and the initial dispersion of the aerosol (a homogenous
distribution of aerosol density within the cell has been
assumed). Some of these effects can be accounted for in
a straightforward manner by descriptive functions convolved
with the I, profile, but other require an overhaul of the model.
For the fastest cells,””'*” a Gaussian-like peak profile has been
reported, in which the front dispersion has become comparable
to the trailing dispersion. An approximately symmetrical profile
would be expected only if radial diffusion and/or pressure
driven gas flow expansion were major contributors to disper-
sion and turbulence-, ablation-, and velocity gradient-induced
dispersion were of minor influence. Empirically derived STF,
e.g., a linear combination of log-normal distributions,"” can
also model the peak profile. Multiple studies have reported
a bimodal peak profile shape.**** It has been hypothesized
that particle-size segregation in turbulent streamlines forms the
basis of the phenomena. As noted by Russo et al.,**® the particle
distribution created by fs-lasers trends towards smaller parti-
cles, and a narrower profile, which partly eliminates size-
segregation based on differences in the relative velocity,
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originating from the link between particle mass, mean-free path
length and hydrodynamic cross-section. Additional information
on laser ablation models can be found in the literature.’“**
Deconvolution of the transient response in the time domain can
improve the lateral or depth resolution by resolving the signal
response for each laser shot, i.e. reversing the image blurring
effects that result from pulse mixing. The deconvolution can be
readily achieved through regularized or parameterized multi-
variate regression,” or a non-affine transformation."® There is,
however, a trade-off between pulse response overlap and lateral
resolution/accuracy/contrast ratio in the elemental image. It
should be noted that a higher repetition rate will not necessarily
increase the lateral resolution, as the S/N ratio of deconvolution
algorithms aggravates with the overlap and number of param-
eters involved in the combined SPF. Within this approach, the
peak profile model is used as a kernel function for the decon-
volution. The signal response is modelled as a superimposition
of SPR functions, e.g., implemented as a convolution of the SPR
with the Dirac ¢ function."*® Bleiner et al.,'*® e.g., demonstrated
data deconvolution through factorization. Plotnikov et al.**
proposed an algorithm to reconstruct the response peak for
every pulse based on multivariate regression and regularization
of the detector response, which was modelled as a superimpo-
sition of the SPR (fitted towards the experimental spectrum by
the iterative Levenberg-Marquardt algorithm). Deconvolution
approaches allow pixel-by-pixel scanning method to be con-
ducted at higher repetition rates and scanning speeds, without
compromising on spatial resolution.

Ablation approaches

The evolution to low dispersion cell designs, enabling single-
shot analysis, creates new opportunities for alternative scan-
ning methods that improve imaging speed and resolution. Until
recently, the approach to image biological samples was
restricted to raster scanning, i.e. the laser is scanned across the
sample surface in a rectilinear line pattern, at speeds compa-
rable to the beam waist size, and fired continuously at a repeti-
tion rate that exceeds the width of a single pulse peak profile by
a factor 2 or higher. The response, after clipping the temporal
response in the areas when the laser is not firing, and restruc-
turing the response for every line chronologically, can be pro-
jected into a 2D image for every nuclide. The time-resolved
response is however decoupled or distorted from the spatial
coordinates corresponding to the response, as the aerosol
dispersion is the determining factor in the distortion of down-
stream sampling positions and in the trade-off between reso-
lution and scanning speed. The offset between the ablation
positions and the transient detector can be compensated for by
cross-referencing the time traces from the laser and ICP-MS unit
via software, however, this ultimately does not improve lateral
resolution. A higher resolution can be obtained whilst scanning
and firing slower, however, the resolution will never be better
than the spot size. A 2D or 3D nuclide distribution map can also
be derived by resolving the response of multiple ablation posi-
tions in the time domain. In other words, the aerosol is
allowed to washout, with the integrated pulse response
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converted into the value of a single pixel, before an adjacent,
non-overlapping location is sampled. This strategy generates
spatially resolved pixel responses, which provides additional
spatial resolution, but is only feasible when low dispersion
ablation cells are employed, due to the inherent time
constraints associated with the finite washout after each pulse.
An early example of a 3D imaging approach in combination
with resolved pixel acquisition via LA-ICP-MS was presented in
a study by Peng et al.™ on the near-surface U and C accumu-
lation in a basaltic clast sample. They proposed sampling in
a pattern of overlaid rectangular grids of ablation points, in
which the layers were sequentially ablated. The use of a stan-
dard ablation cell resulted in a measurement time of 4-7 h per
layer. The quantification protocol was based on normalization
of the summed concentration of 8 major elements to a known
stable value of 51.8 £ 1.1% wt, and forwarding the normaliza-
tion factor to the signal intensity of all other elements. van
Elteren et al.*** proposed a similar approach for 3D mapping of
corroded glass: drilling a set of craters in a grid sequentially,
whilst isolating every pulse response. Quantification was ach-
ieved by normalizing the sum of all oxides of all major and
minor elements to 100% wt, an approach that was initially
proposed for bulk analysis without internal standardization
(IS).**> Chirinos et al.*** adopted an identical drilling pattern.
When every pulse can be isolated and integrated, the peak area
can be normalized by internal standardization. Alternatively,
when a simultaneous full-elemental mass spectrum MS unit is
used, individual channels can be normalized to a factor
assumed to be proportional to total mass ablated, such as the
sum of ion counts of populated channels, or the sum of all
molar concentrations, as proposed by Leach et al.*** Recently,
this was demonstrated by Gundlach-Graham et al.* and Burger
et al.,”** in a study where the sum of the oxide forms of every
detected element within their geological samples was utilized in
the normalization of the results. The quantification of nuclide
concentrations in multi-domain or multi-phase samples
remains challenging for the 100% mass normalization proce-
dure as the elemental sensitivities are ablation rate, and
therefore, chemical-structure dependent. If a calibration stan-
dard is available for each domain, domain-boundaries would
still prove challenging due to non-linear ablation effects.
Although instability in the laser energy density is still present,
the current generation of deep-UV ns- or fs-lasers has a laser
energy density stability to within ~1%, along with optical auto-
focusing during ablation, which helps to minimize focus drift.
Approaches based on scanning a 3D grid compare favourably to
drilling the grid, as the steady-state fractionation in line scan-
ning can be compensated for by tuning the ICP-MS unit, whilst
fractionation during drilling is a transient phenomenon, and
can be corrected for mathematically.**® The effects of the crater
aspect ratio on fractionation can be alleviated by alternative
ablation approaches, e.g., trepanning (drilling according to
a helical pattern).’ For biological targets, the difficulties of
applying quantification approaches are compounded by the
complex morphology. Unfortunately, the C signal, for use as an
IS is compromised by fractionation effects."*® Temporal and
spatial changes in ablation rate impede 3D imaging based on
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drilling approaches in biological samples. 3D imaging for bio-
logical samples however can be conducted by analysing
sequential sections (serial sectioning), obtained via (cry)tome
cutting of embedded or frozen organisms/organs/parts (Fig. 4).
The choice of ablation approach for bioimaging may also have
to take into account the strategy towards internal standardiza-
tion or variants thereof, as such strategies often require
complete ablation through tissue sections, and in some cases,
ablation through a spiked coating below or above the tissue.
The 2D images are stitched into a 3D stack of 2D images, either
by manual alignment, or by image registration (Fig. 4d) based
on marker points or selected elements such as P, which strongly
outline the morphology of biological structures. A 3D volume
can be reconstructed from the stack by stitching methods such
as 3D Delaunay triangulation (Fig. 4e). Clustering algorithms,
e.g., fuzzy C-means clustering, K-means clustering,"® can then
be used to isolate structures, e.g., biological compartments,
within the 3D volume. Alternatively, isosurface rendering can
extract surfaces from the volume. It can be easily envisaged that
isolation of pulse responses through low dispersion ablation
cells (Fig. 4b), in combination with topographical or morpho-
logical information would allow a computation of a 3D model
(Fig. 4e) of the sample, in which the information and geometry
for every ablated volume of every individual pulse is visualized
as a single voxel, or a collection of voxels. Furthermore, analo-
gous to software available in computer-aided manufacturing,
the material removal process can be simulated, and arbitrary 3D
and 2.5D ablation patterns can be adopted, e.g., to selectively
ablate parts of the sample volume by tracking the morphology
within the sample in 3D. In high-resolution LA-ICP-MS imaging,
the laser beam waist size is intrinsically limited by: (i) the
analytical sensitivity and (ii) the far-field diffraction limit. By
virtue of their improved sensitivity, low dispersion ablation cells
allow for smaller ablation spots. They also facilitate applica-
tions such as the selective ablation of individual cells, e.g., in
combination with automated optical cell recognition software.
The lateral resolution can be improved further by oversampling,
i.e., overlapping the ablation positions, and reconstructing the
I, profile through deconvolution, reducing the impact of the
blurring effect on lateral resolution. Based on his previous work,
Plotnikov et al.**® pioneered deconvolution of the responses of
overlapping ablation positions based on Fredholm integral
equations of the first kind. Van Malderen et al.'* recently re-
ported a deconvolution approach based on the iterative
Richardson-Lucy algorithm to retrieve spatially resolved infor-
mation on a level below the beam waist dimensions in 2D and
3D imaging. Oversampling, whilst quantitatively removing the
material at each ablation position, will improve the lateral
distribution, as the response relates to the new edge of the
tissue ablated, rather than the entire spot. The approach was
reported by Drescher et al® for mapping of tissue sections.
Analogous strategies can be encountered in other techniques,
e.g., MALDI-MS."® In conclusion, low dispersion cells, espe-
cially in combination with simultaneous multi-element detec-
tion open up new sampling and normalization approaches that
were previously inaccessible as a result of throughput or
sensitivity constraints.
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Fig. 4 Schematic representation of the hypothetical combination of low dispersion cells with single shot response isolation (b), producing
spatially resolved images (c) of a tissue slice (a), and serial sectioning, in which a 3D volume (e) is reconstructed through image registration (d) of
individual slices based on the P signal. Reformatted figure with components reprinted with permission of Paul et al.*

Novel applications in bioimaging

The performance characteristics of low dispersion cells are
advantageous for many applications spanning a variety of fields.
Recent demonstrations of this level of performance include the
analysis of corroded glass,"” a multi-layer ceramic capacitor,*
Opalinus clay rock,*® a Seymchan pallasite meteorite,*® indi-
vidual uranium particles,"** fluid inclusions in quartz,*** bio-
logical tissue* and individual cells.”* The following sub-sections
focus on novel applications involving the ablation of biological
targets. These applications share a common requirement for
high-speed, high-sensitivity and spatial resolution and there-
fore would strongly benefit from the use of low dispersion
ablation cells.

High resolution imaging and single cell analysis

The use of LA-ICP-MS for bioimaging is fairly well established
and has been thoroughly reviewed by various authors.?>**>%
Typical applications include mapping endogenous metal
distributions in organs'** and determining the tissue penetra-
tion depth of administered drug complexes.’***” A common
theme throughout these applications is the requirement for
high spatial resolution to differentiate regions and structures of
interest. This necessitates rapid washout, high repetition rates,
and fast scanning speeds if imaging is to be completed within
an acceptable time frame. Small scale structural features, for
instance cortical fibres in ocular tissue, are obscured if larger
spot sizes are used,® whilst some emerging applications
specifically demand lateral resolution on the level of cell
structures.

This journal is © The Royal Society of Chemistry 2016

The increasing development and use of cellular therapies
has produced a requirement for strategies to monitor their
persistence in vivo and their delivery to target organs. Managh
et al. demonstrated that therapeutic cells can be individually
tracked in recipients using a combination of elemental labelling
and LA-ICP-MS detection.'*® Cells were labelled with a Gd-based
MRI contrast agent, prior to infusion into a mouse model, and
the Gd label was detected within extracted cell samples at 10
days post-infusion. Two subsequent publications have reported
imaging of administered cells within tissue sections, using gold
nanoparticles® and Tm-based contrast agent labels,* respec-
tively. The LA-ICP-MS approach offered several advantages over
other detection methods for cell tracking; namely high sensi-
tivity, the ability to selectively target and/or identify individual
cells and compounds, and the capability to detect cells at
periods when the labels would no longer be detectable by other
techniques. However, a major limitation of these studies was
the speed of analysis, which compares unfavourably to other
elemental imaging techniques within the biological and clinical
fields, e.g., fluorescence microscopy. In the vast majority of
bioimaging literature, LA-ICP-MS is used as a research tech-
nique, but clearly for applications such as this, where the
technology is proposed as a clinical or diagnostic aid,
throughput becomes paramount. Douglas et al. therefore used
a low dispersion LA-ICP-MS interface to analyse Gd-labelled
cells from the aforementioned tracking study.”* Peak durations
of less than 10 ms at FW0.1M were reported. Therefore, if low
dispersion laser systems incorporated automated optical cell
recognition software, then a more clinically acceptable analysis
rate of >100 cells per s could be achieved. The authors also
noted a 6-fold increase in absolute sensitivity when using the
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low dispersion interface, compared to conventional technology,
which is similar to the gains observed for other ablation setups.
This indicates that tracking proliferating cells with LA-ICP-MS
could be feasible over a greater number of divisions. Zhai et al.
recently demonstrated visualization of a fluorescent Au cluster
probe, targeting integrin oufB;, by confocal fluorescence
microscopy and subsequent quantification of the number of
integrin oypP; in @ human erythroleukemia cell line on a single
cell level.*®

Enhanced S/N ratios may also be beneficial when sub-
cellular imaging is required. Giesen et al. imaged iodinated
fibroblast cells using a 4 um spot size, which is around one
tenth of the size of a fibroblast cell nucleus.*** The iodine stain
preferentially accumulated within the nucleus, which enabled
differentiation of the nucleus and cytoplasmic regions on the
basis of the "I signal. However, iodine suffers from a high
instrumental background, so an alternative approach for
staining cells using Tm containing maleimide-DOTA complex
has since been proposed.”®* Besides histology, sub-cellular
resolution is also important in the emerging field of nano-
toxicology. With the increasing use of nanomaterials for ther-
apeutic applications, there is a requirement to quantify their
accumulation within cells® and to determine their cellular
localization pattern following uptake. In 2012, Drescher and co-
workers performed sub-cellular imaging of individual fibroblast
cells using a 4 pm spot size.®* Au and Ag nanoparticle accumu-
lation was localized to the perinuclear region of the cells.
Subsequent studies have also reported the cellular distribution
of smaller, 14 nm sized Au nanoparticles’ and silica nano-
particles containing an inner Au or Ag core.'** However, all of
the aforementioned studies imaged fibroblast cells, which at
=50 um in diameter can be considered fairly large in size. Thus,
the application would benefit from improved spatial resolution
if the distribution of nanoparticles within smaller cells is to be
studied.

Multiplexing

Multiparametric analysis of biomarkers is an emerging area
that is expected to extend the reach of LA-ICP-MS to a new target
audience. Biomarkers can be detected indirectly in cells or
tissue sections through the application of metal-conjugated
antibodies, which bind to their respective antigens on the cell
surface. A range of metal-conjugated antibodies have been
described in the literature,"**** many of which are now
commercially available.” By the use of multiple antibodies,
each labelled with a different metal or even a specific nuclide of
a metal, simultaneous detection of multiple proteins, pheno-
type and function is possible using LA-ICP-MS. In an early
example of this, Hutchinson et al. used Eu- and Ni-coupled
antibodies to image amyloid precursor protein and «f peptide
in histological sections from a mouse model of Alzheimer's
disease.”® Other studies have imaged metal-conjugated anti-
bodies in isolated cells,® western blot immunoassays,'*® protein
microarrays,'*® and sections of breast cancer tissue.******'** The
advantages of using low dispersion ablation cells for biomarker
analysis were demonstrated by Wang and co-workers, as part of
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the first publication describing the performance of their tube
cell.*® The cell was coupled to a ICP-SF-MS instrument to image
the distribution of '**Ho-tagged anti-human epidermal growth
factor 2 (HER2) antibody in breast cancer tissue. A very high
lateral resolution, of ~1 x 1 pm?, enabled precise determina-
tion of HER2 on individual cell membranes, which was
described as a crucial criterion for morphological assessment in
cancer diagnostics. Importantly, superior sensitivity was
observed for LA-ICP-MS using the tube cell compared to images
of the same section analysed using micro-XRF with the same
lateral resolution. Due to the limitations of ICP-SF-MS instru-
ments for fast transient analysis (described previously in the
Mass spectrometers section) only a single label was used in this
experiment. However, in a later paper the tube cell was coupled
to a pseudo-simultaneous detecting ICP-TOF-MS unit, which
enabled multiplexed analysis.” Thirty two proteins were simul-
taneously measured, which enabled identification of specific
cell sub-populations within a 0.5 mm?® area of breast cancer
tissue and highlighted tumor heterogeneity (Fig. 5). The 1 x 1
pum resolution was sufficient to clearly distinguish the nuclei,
plasma membranes and stromal compartments of individual
cells on the basis of their protein expression. It is noted that the
CyTOF equipment used by Giesen et al. has been targeted
towards workers in the clinical field, with many of the resulting
publications based around flow cytometry appearing in journals
relevant to the clinical field. Indeed, the authors of this review

Fig. 5 Representative mass cytometry images of two luminal HER2+
breast cancer tissue samples. (a) Overlay of cytokeratin 8/18 (red), H3
(cyan) and vimentin (yellow). (b) Overlay of cytokeratin 7 (red), H3
(cyan) and CD44 (yellow). (c) Overlay of pan-actin (red), progesterone
receptor (blue) and CD68 (yellow). (d) Overlay of HER2 (red), H3 (cyan)
and vimentin (yellow). (e) Overlay of E-cadherin (red), cytokeratin 7
(yellow) and phosphorylation on S235/S236 on S6 (blue). (f) Overlay of
B-catenin (red), estrogen receptor (blue) and CD68 (yellow). The white
scale bars are 25 um in length. Reprinted by permission from Mac-
millan Publishers Ltd: Nature Methods 11:417-422, © 2014.

This journal is © The Royal Society of Chemistry 2016
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have observed a considerable interest in LA-ICP-MS technology
from collaborators working in the field of immunology.
However, continued improvement of the washout characteris-
tics will be required to fully reach this potential new audience.
The tube cell used for the above work has a reported washout
time of 30 ms FW0.01M, thus a 20 Hz repetition rate and 20 um
s~ ! translation speed were used to ensure baseline resolution
between shots for 1 x 1 um image resolution. Using these
parameters, it reportedly took 3.5 hours to image a 0.5 mm?>
area. The latest reported iteration of their cell improves the
dispersion to 9 ms FW0.01M (NIST SRM 610; 10 um diameter
laser beam waist). This is a dramatic improvement on
commercially available technology, but clearly, further
improvement of the sample throughput would be greatly
beneficial for clinical applications.

3D imaging

The use of LA-ICP-MS for 3D imaging is a relatively recent
concept, but with the development of faster LA technology it is
one that is gaining momentum. Two new approaches to per-
forming 3D imaging with low dispersion cells have already been
reported this year,"””*** both of which used non-biological
targets. At the time of writing, there is relatively little literature
covering 3D imaging of biological samples. Despite this, a 3D
imaging approach would be highly beneficial in this area, as
tissue inhomogeneity may result in an uncharacteristic repre-
sentation of small scale features within individual 2D sections.
3D imaging could also prove useful to isolate hotspots in larger
volumes such as organs, which might be missed when analysing
a single cross-section. Additionally, small organisms could be
fully ablated, to determine the distribution of targeted
compounds in each body compartment. As discussed in
a previous section and shown in Fig. 4, specific 3D imaging
approaches tuned towards biological samples have been
developed. In 2010, Hare et al. used a serial sectioning and
imaging approach to create a 3D representation of Mn, Fe, Cu
and Zn distribution within a mouse brain.'”> Twelve sections
from a single animal, each of 30 um thickness, were consecu-
tively ablated. Integrated Spectral Imaging Data Analysis Soft-
ware (ISIDAS), an in-house Python-based program, was used to
compile the individual data files and align 2D images of each
slice using image registration® to create a 3D representation of
the mouse brain. The same research group later applied
a similar approach to create a 3D atlas of trace metals in the
mouse brain.'* A total of 46 sections were taken at 150 um
intervals. Each slice was 30 pm thick and covered a ~10 mm?
area, with imaging of each slice performed using a 80 um spot
size and 160 pm s ' scan speed. It is clear that such an
approach requires a lengthy time commitment, which would be
a limiting factor for some users. The above studies were re-
ported to take 36 and 158 hours for the ablation of 12 and 46
sections, respectively. Improvements in acquisition speed, and
the concurrent development of software to handle new data
formats, may lead to the growing use of 3D LA-ICP-MS imaging
and higher spatial resolution'® in the future, in parallel to
a similar ongoing evolution towards 3D imaging MS."**%

This journal is © The Royal Society of Chemistry 2016
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Conclusions and outlook

In the past few years, the development of low dispersion abla-
tion cells has accelerated leading to new emerging applications
of LA-ICP-MS in the biological and clinical fields. Despite this,
further development of transport-efficient, low dispersion
ablation cells is highly desirable. The optimum design criteria
for low dispersion ablation cells can be summarized as: (i)
a small volume, confined by solid walls or gas flows, in which
the plume can expand, (ii) efficient uptake by utilizing the
momentum and the characteristics of He, (iii) fluid-dynamic
optimized design to transfer the aerosol by laminar flows to the
transport conduit without creating advection/turbulence as
a result of dead volume, (iv) minimisation of tubing lengths,
bends and divergences in the conduit diameter and (v) utiliza-
tion of the characteristics of Ar to achieve optimal transport and
ionization conditions. The level of aerosol dispersion is pushing
ever closer towards the aerosol dispersion of 1-2 ms achieved in
in-torch ablation.?®#* As the environment within an ablation
cell can be isolated and controlled to a large extent, we may
encounter cells in the future achieving even lower aerosol
dispersion. It is becoming clear that fast (pseudo-) simulta-
neous mass analysers and detection systems have the potential
to displace quadrupole and sector-field mass analysers for LA-
ICP-MS mapping, as sequential mass filtering restricts the
sampling speed. Detection of the full elemental mass spectrum,
or a large part thereof, enables a more detailed look at the co-
spatial distribution of elements, and calibration based on 100%
wt normalization for every laser shot. An ICP-MS instrument
capable of handling highly transient plasma loads, whilst
offering simultaneous multi-element detection across the full
mass range, wide linear dynamic range, fast data readout,
minimal blind time, high mass resolution and high sensitivity,
would make a good match to low dispersion laser ablation
systems. 2D imaging of biological tissue samples is becoming
an accepted approach for biomedical research and in some
cases has been suggested as a clinical diagnostic aid. The
sample preparation, calibration, standardization, ablation and
image processing protocols to enable this analysis are well
established in the literature. In order to better establish LA-ICP-
MS for the analysis of biological samples by application-
oriented users, who often desire a ‘sample in - press a button -
results out’ instrument, further efforts are required, notably in
instrument and software development. As the target audience
widens and the complexity of experimental designs increases,
requiring more replicates to be analysed in a set time span, new
approaches to increase throughput are necessary. Sensitivity
will grow in relative importance as new applications emerge
requiring targeted nuclide analysis at lower lateral resolution. A
handful of researchers are also looking into 3D imaging
approaches, single-cell analysis, and multiplexing, all of which
currently are niche applications, but show potential. The newly
developed low dispersion cells are well suited to these chal-
lenges, as has already been demonstrated by specialised
research groups. The body of literature and key concepts upon
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which this review article is based, provide key indicators for the
further development of ablation cells.
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