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We investigate the performance of the recently developed kinetically-constrained ring

polymer molecular dynamics (KC-RPMD) method for the description of model

condensed-phase electron transfer (ET) reactions in which solvent and donor–acceptor

dynamics play an important role. Comparison of KC-RPMD with results from Golden-

Rule rate theories and numerically exact quantum dynamics calculations demonstrates

that KC-RPMD accurately captures the combination of electronic- and nuclear-

dynamical effects throughout the Marcus (intermediate solvent friction) and Zusman

(large solvent friction) regimes of ET. It is also demonstrated that KC-RPMD accurately

describes systems in which the magnitude of the diabatic coupling depends on the

position of a dynamical donor–acceptor mode. In addition to these successes,

however, we present an unsurprising failure of KC-RPMD to capture the enhancement

of the ET rate in the low solvent friction regime associated with nuclear coherence

effects. In this analysis, we re-visit several aspects of the original KC-RPMD formulation,

including the form of the kinetic constraint and the choice of the mass of the auxiliary

electronic variable. In particular, we introduce a Langevin bath for the auxiliary

electronic variable to correct for its unphysically low coupling with the nuclear degrees

of freedom. This work demonstrates that the KC-RPMD method is well suited for the

direct simulation of non-adiabatic donor–acceptor chemistries associated with many

complex systems, including those for which solvent dynamics plays an important role in

the reaction mechanism.
1 Introduction

Non-adiabatic reactions are ubiquitous throughout chemistry and biology,
including such processes as charge transfer, energy transfer and non-radiative
decay. The accurate and efficient simulation of non-adiabatic dynamics in the
condensed phase remains an ongoing challenge for theoretical methods.1–31
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Recently we have developed an extension of the ring-polymer molecular dynamics
method (RPMD),14,15 kinetically-constrained (KC) RPMD,1 which allows for the
treatment of general multi-electron, non-adiabatic processes. In the current
study, we explore the performance of KC-RPMD for models of condensed-phase
electron transfer (ET) reactions in which the relative timescale between the
electronic and nuclear degrees of freedom alters both the reaction rate and
mechanism.

Like conventional RPMD in the position representation,14,15 KC-RPMD is an
approximate quantum dynamics method that is based on the imaginary-time
path-integral formulation of statistical mechanics.32 KC-RPMD employs a path
integral discretization in the position representation for the nuclear coordinates,
but in the discrete diabatic state basis for the electronic coordinates. KC-RPMD
further employs (i) a coarse-graining of the discrete electronic path variables with
respect to a single, continuous coordinate that reports on non-adiabatic transi-
tions in the path variables in imaginary time and (ii) a “kinetic constraint” that
prevents the formation of non-adiabatic transitions at nuclear congurations for
which the diabatic states are non-degenerate. This kinetically-constrained
distribution is rigorously preserved using continuous equations of motion,
yielding a real-time model for the non-adiabatic dynamics of a quantum system.
The KC-RPMD equations of motion preserve the useful features of conventional
position-representation RPMD such as detailed balance, time-reversal symmetry,
and invariance of reaction rate calculations to the choice of dividing surface. In
addition, KC-RPMD allows for the simulation of electronically non-adiabatic
processes beyond one-electron chemistries, which cannot be treated with
conventional RPMD.25–29

Previously, KC-RPMD was successfully employed to investigate a range of
model reactions, including ET reactions in the normal and inverted regimes and
in the non-adiabatic and adiabatic regimes.1 In this study, we explore the
performance of the method in modeling condensed-phase ET reactions in which
the solvent and donor–acceptor dynamics strongly affect the ET rate and mech-
anism. Specically, we investigate the ET rate as a function of the solvent friction
and as a function of the frequency of a donor–acceptor mode that modulates the
magnitude of the electronic coupling. In doing so, we note that the auxiliary
electronic variable in KC-RPMD exhibits unphysically low coupling to the nuclear
degrees of freedom, and we thus introduce a straightforward means of properly
thermalizing the electronic variable via coupling to a dissipative Langevin bath.
The present work demonstrates that KC-RPMD yields excellent results when used
to simulate more complex systems in which dynamical effects play a strong role in
determining the reaction rate and mechanism.

2 Theory
2.1 KC-RPMD

We begin by reviewing the derivation of the KC-RPMD method, following ref. 1.
Particular focus is paid to the form of the kinetic constraint and mass of the
auxiliary electronic variable, and small modications are introduced to allow for
more natural application to thermal reaction rates.

Consider a general, two-level system in the diabatic representation with
a Hamiltonian operator of the form Ĥ ¼ T̂ + V̂ , where
192 | Faraday Discuss., 2016, 195, 191–214 This journal is © The Royal Society of Chemistry 2016
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T̂ ¼
Xd
j¼1

pj
2

2mj

(1)

describes the kinetic energy of a system of d nuclear degrees of freedom and

V̂ðRÞ ¼
�
V0ðRÞ KðRÞ
KðRÞ V1ðRÞ

�
(2)

is the potential energy in the diabatic representation as a function of the nuclear
coordinates, R.

The canonical partition function for the two-level system is

Z ¼ Tr
h
e�bĤ

i
¼
ð
dR
X
i¼0;1

D
R; i
���e�bĤ

���R; iE; (3)

where b ¼ (kBT)
�1 is the inverse temperature and i denotes the diabatic electronic

state. By (i) resolving the identity in the product space of the electronic state and
nuclear position coordinates and (ii) employing the appropriate short-time
approximation, we discretize the trace into the ring-polymer representation with n
beads and obtain the familiar result1,33

Zn ¼
ð
d
�
RðaÞ� X

fiðaÞg
rRP
n

��
RðaÞ�;�iðaÞ��; (4)

such that Z ¼ lim
n/N

Zn. The nuclear position and electronic state of the ath ring-
polymer bead are given by (R(a),i(a)) and the usual periodic constraint of the ring
polymer is satised by (R(n+1),i(n+1)) ¼ (R(1),i(1)). The ring polymer distribution is
given by

rRP
n

��
RðaÞ�;�iðaÞ�� ¼ Ue�bUintðfRðaÞgÞ Qn

a¼1

MiðaÞ ;iðaþ1Þ
�
RðaÞ�; (5)

where U ¼
Yd
j¼1

�
nmj

2ph- 2b

�n=2

. The internal ring-polymer potential is given by

Uint

��
RðaÞ�� ¼ 1

2n

Xn
a¼1

Xd
j¼1

mjun
2
	
Rj

ðaÞ � Rj
ðaþ1Þ


2
; (6)

where un ¼ (bnħ)
�1. The term Mi,i0(R) denotes the i,i0 element of the matrix

MðRÞ ¼
�

e�bnV0ðRÞ �bnKðRÞe�bnV0ðRÞ

�bnKðRÞe�bnV1ðRÞ e�bnV1ðRÞ

�
; (7)

where bn ¼ b/n. Eqn (4)–(7) dene the usual path-integral partition function for
a two-level system in the diabatic representation.

To obtain the KC-RPMD distribution and equations of motion from the usual
path-integral distribution, eqn (4)–(7), we rst introduce a discrete collective
variable that reports on the existence of kink-pairs in the ring-polymer
conguration:

q
��

iðaÞ
�� ¼

8<
:

�1; iðaÞ ¼ 0 for all a;
1; iðaÞ ¼ 1 for all a;
0; otherwise:

(8)
This journal is © The Royal Society of Chemistry 2016 Faraday Discuss., 2016, 195, 191–214 | 193
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We then introduce a continuous dummy variable y that is tethered to q({i(a)})
via a square-well restraining potential Vr(y,{i

(a)}), such that

e�bVrðy;fiðaÞgÞ ¼ f
�
y; q
��

iðaÞ
���

; (9)

where

f ðy; qÞ ¼ lim
b/N

1

2lq

�
1� tanh

�
b

�
jy� qj � lq

2

���
; (10)

and

lq ¼


L; q
��

iðaÞ
�� ¼ 0

2� L; otherwise:
(11)

Eqn (10) denes a set of three square restraining potentials, one of width L,
centered at y ¼ 0, and two of width 2 � L, centered at y ¼ �1. Eqn (10) differs
slightly from the original formulation of KC-RPMD; the functional form of eqn
(10) remains the same, but now, the relative width between the square restraining
potential centered at y ¼ 0 versus centered at y ¼ �1 or y ¼ 1 can be varied, which
is useful in the context of the Langevin bath as will be described below. It should
be noted that the kinetically-constrained distribution presented below, and thus
the calculation of any equilibrium properties, is invariant to the choice of L.

The kinetically-constrained distribution is obtained by reducing the ring-
polymer probability distribution in eqn (5) with respect to the discrete electronic
variables and by introducing a kinetic constraint that penalizes the formation of
kink-pairs at ring-polymer congurations for which the diabatic surfaces are non-
degenerate, such that

rKC
n

��
RðaÞ�; y� ¼ Ue�bVKC

eff ðfRðaÞg;yÞ; (12)

where

VKC
eff

��
RðaÞ�; y� ¼Uint

��
RðaÞ��

� 1

b
ln

2
4 X
fiðaÞg

g
��

iðaÞ
�
;
�
RðaÞ��e�bVrðy;fiðaÞgÞYn

a¼1

MiðaÞ ;iðaþ1Þ
�
RðaÞ�

3
5;
(13)

and

g
��

iðaÞ
�
;
�
RðaÞ�� ¼

8>>>>><
>>>>>:

1; iðaÞ ¼ 0 for all a;

1; iðaÞ ¼ 1 for all a;	a
p


1
2
he�aðwðRÞÞ2 ; otherwise;

(14)

is the penalty function. The function w(�R) ¼ (V0(�R) � V1(�R))/K(�R) is the scaled

difference in the diabatic potential surfaces, R ¼ 1
n

Xn
a¼1

RðaÞ is the ring-polymer

centroid coordinate, and a is a unitless convergence parameter chosen sufficiently
large to converge the free energy (FE) of kink-pair formation given by DFKC ¼
FKC(0) � FKC(�1), where
194 | Faraday Discuss., 2016, 195, 191–214 This journal is © The Royal Society of Chemistry 2016
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FKCðyÞ ¼ �1

b
ln

ð
d
�
RðaÞ�rKC

n

��
RðaÞ�; y�: (15)

The prefactor h is a multiplicative factor that is chosen to avoid biasing the
probability of kink-pair formation at nuclear congurations for which the diabats
cross, such that

h ¼ 2p
hjKðRÞjic

D
jF0ðRÞ � F1ðRÞjjKðRÞj2

E
c�jF0ðRÞ � F1ðRÞjc

�DjKðRÞj3
E
c

; (16)

where F0(R) and F1(R) are the force vectors associated with electronic state 0 and 1,
respectively. The brackets denote an ensemble average constrained to the inter-
section of the diabatic surfaces, such that

hð.Þic ¼
Ð
dRdðV0ðRÞ � V1ðRÞÞð.Þe�bV0ðRÞÐ
dRdðV0ðRÞ � V1ðRÞÞe�bV0ðRÞ : (17)

A detailed derivation of eqn (16) can be found in App. A.
The classical equations of motion associated with the equilibrium distribution

rKCn ({R(a)},y) are

_vj
ðaÞ ¼ � n

mj

v

vRj
ðaÞV

KC
eff

��
RðaÞ�; y�;

_vy ¼ � 1

my

v

vy
VKC

eff

��
RðaÞ�; y�:

(18)

These equations exactly preserve the well-dened equilibrium distribution,
eqn (12), and as such preserve all of the essential features of conventional RPMD
including detailed balance, time-reversibility, invariance of the thermal rate
constant on the choice of dividing surface, and the ability to harness the full
machinery of classical molecular dynamics techniques.

The equations of motion dened in eqn (18) utilize the physical masses for the
nuclear degrees of freedom mj. The mass of the auxiliary variable, my is chosen
such that the KC-RPMD transition state theory (TST) rate exactly recovers the
Fermi–Golden rule rate,34

kFGR ¼ 2p

ħ

Ð
dRdðV0ðRÞ � V1ðRÞÞjKðRÞj2 e�bV0ðRÞÐ

dRdðV0ðRÞ � V1ðRÞÞe�bV0ðRÞ : (19)

Though the derivation of my is analogous, the choice of the Fermi–Golden rule
rate as the reference rate theory differs from the original formulation of KC-
RPMD,1 in which the Landau–Zener TST rate expression for non-adiabatic tran-
sitions was utilized.35 We note that the Fermi–Golden rule and Landau–Zener TST
rates differ only by a factor of two, but the Fermi–Golden rule expression is more
appropriate for the calculation of thermal rate constants in the condensed
phase.34 The resulting expression for the mass of the auxiliary variable is
This journal is © The Royal Society of Chemistry 2016 Faraday Discuss., 2016, 195, 191–214 | 195
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my ¼ ħ2b3

2pL2

hjKðRÞjic
D
jF0ðRÞ � F1ðRÞjjKðRÞj2

E
c

hjF0ðRÞ � F1ðRÞjic
D
jKðRÞj2

E
c

2
64

3
75

2

: (20)

We note that if L carries units of length, then my carries units of mass.
This derivation of KC-RPMD completely follows that presented in ref. 1,

although the square restraining potential, f(y,q) in eqn (10), the multiplicative
factor, h in eqn (16), and the mass of the auxiliary variable, my in eqn (20), now
have slightly modied forms.
2.2 Langevin coupling for the auxiliary electronic variable

As will be shown in the Results section, the equations of motion in eqn (18) can
lead to unphysically slow damping of the auxiliary electronic variable. To address
this problem, we borrow insight from the T-RPMD method by effectively ther-
mostatting the dynamics of the auxiliary electronic variable via coupling to
a dissipative Langevin bath.36 The KC-RPMD equations of motion including the
Langevin bath are now

_vj
ðaÞ ¼ � n

mj

v

vRj
ðaÞV

KC
eff

��
RðaÞ�; y�;

_vy ¼ � 1

my

v

vy
VKC

eff

��
RðaÞ�; y�� gyvy þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2gymy

b
jðtÞ

s
;

(21)

where gy is the friction coefficient and j(t) is a gaussian random force of unit
width. The friction coefficient is chosen such that the timescale for thermaliza-
tion of the auxiliary variable is approximately the same as the timescale for the
auxiliary variable to cross the reactant basin, such that

gy ¼
1

2ð2� LÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2 ln

�
2� L

L

	a
p


1=2
hb2

�
� 4hlnjKðRÞjic

bmy

vuuut
: (22)

The detailed derivation of eqn (22) is given in App. B. Analogous to the treat-
ment in conventional RPMD, introduction of the Langevin bath does not affect
the calculation of any static equilibrium property.36
2.3 KC-RPMD rate theory

We conclude the Methods section by reviewing the KC-RPMD rate coefficient.1

The KC-RPMD rate is calculated using standardmethods37–40 and is separated into
a statistical and a dynamical contribution as41,42

kKC�RPMD ¼ kKC�RPMD
TST lim

t/N
kðtÞ; (23)

where kKC-RPMD
TST is the TST estimate for the rate associated with the dividing

surface x(r) ¼ x‡, and k(t) is the time-dependent transmission coefficient that
corrects for dynamical recrossing at the dividing surface. Here, x(r) is a collective
variable that distinguishes between reactant and product basins of stability,
196 | Faraday Discuss., 2016, 195, 191–214 This journal is © The Royal Society of Chemistry 2016
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dened as a function of the position vector of the full system in the ring-polymer
representation, r ¼ {{R(a)},y}.

The KC-RPMD TST rate is calculated using15

kKC�RPMD
TST ¼ 1ffiffiffiffiffiffiffiffiffi

2pb
p �

cx

�‡ e�bDFðx‡ÞÐ x‡
�N

dxe�bDFðxÞ
; (24)

where F(x) is the FE along x relative to a reference value x�, such that

e�bDFðx‡Þ ¼
�
d
�
xðrÞ � x‡

��
hdðxðrÞ � x�Þi ; (25)

and43–45

cxðrÞ ¼
"Xndþ1

j

1

mj

�
vxðrÞ
vrj

�2
#1=2

: (26)

The sum in eqn (26) runs over all the nd + 1 degrees of freedom for the ring-
polymer representation used here, and mj denotes the mass associated with each
degree of freedom. The angle brackets indicate an equilibrium ensemble average

h.i ¼
Ð
dr
Ð
dve�bHðr;vÞð.ÞÐ

dr
Ð
dve�bHðr;vÞ ; (27)

where v ¼ {{v(a)},vy} is the velocity vector for the full system in the ring-polymer
representation and H(r,v) is the ring-polymer Hamiltonian associated with the
KC-RPMD effective potential. The ensemble average,

h.i‡ ¼
Ð
dr
Ð
dve�bHðr;vÞd

�
xðrÞ � x‡

�ð.ÞÐ
dr
Ð
dve�bHðr;vÞd

�
xðrÞ � x‡

� ; (28)

corresponds to the ensemble average constrained to the dividing surface. The
transmission coefficient in eqn (23) is calculated as

kðtÞ ¼
�
_x0h
�
xðrtÞ � x‡

��‡
�
_x0h
�
_x0
��‡ ; (29)

where h(x) is the Heaviside function, and the subscripts 0 and t denote evaluation
of the quantity from the trajectory at its initiation and aer evolution for time t,
respectively.
3 Model systems

In this work, we consider system-bath models that describe condensed-phase ET
over a wide range of regimes with respect to solvent and diabatic coupling. Atomic
units are employed throughout, unless otherwise noted.
3.1 System A: solvent-controlled ET

System A models a condensed-phase ET reaction with constant coupling, for
which the potential energy function takes the form46
This journal is © The Royal Society of Chemistry 2016 Faraday Discuss., 2016, 195, 191–214 | 197
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(30)

where s corresponds to the local solvent dipole. This solvent coordinate is linearly
coupled to a set of f solvent bath modes, x, such that

VBðs; xÞ ¼
Xf
j¼1

2
41
2
Muj

2

 
xj � cjs

Muj
2

!2
3
5; (31)

and M denotes the mass of the solvent bath modes. The solvent bath exhibits an
ohmic spectral density with cutoff frequency uc,

JðuÞ ¼ gue�u=uc ; (32)

where g denotes the friction coefficient of the solvent bath and controls the
strength of coupling between the local solvent dipole and the dissipative solvent
bath. The spectral density in eqn (32) is discretized into f oscillators with
frequencies47

uj ¼ �ucln

�
j � 0:5

f

�
(33)

and coupling constants

cj ¼ uj

�
2gMuc

fp

�1=2

; (34)

where j ¼ 1 . f. Three sets of parameters (specifying system A1, system A2 and
system A3) are used to model ET over a wide range of regimes. System A1 models
the transition from the normal to inverted regime of ET. System A2 models the
transition from the Marcus regime at intermediate values of the friction coeffi-
cient, g, to the Zusman regime of ET at high values of the friction coefficient.
System A3models the transition from the weakly dissipative regime at low friction
to the Marcus regime at intermediate values of friction. These parameters are
presented in Table 1. The quantities h and my are analytically evaluated from eqn
(16) and (20) and are also presented in Table 1.
3.2 System B: donor–acceptor-controlled ET

System B extends system A to include an additional degree of freedom, q, which
models the uctuating distance between the electron donor and acceptor. The
coupling exponentially depends on q, such that

(35)

where

VDAðqÞ ¼ 1

2
mquq

2ðq� q*Þ2 þ VHWðqÞ; (36)
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Table 1 Parameters for system Aa

Parameter System A1 System A2 System A3

ms 1836 1836 1836
us 2.28 � 10�3 2.28 � 10�3 2.28 � 10�3

s0 �2.40 �2.40 �1.198
s1 2.40 2.40 1.198
3 0–0.236 0 0
K 6.67 � 10�7 1 � 10�4 2.28 � 10�4

M 1836 1836 1836
uc 2.28 � 10�3 2.28 � 10�3 2.28 � 10�3

g/Muc 1.0 0.3–300.0 0.013–30.0
f 12 12 12
T 300 K 300 K 460 K
my 8.26 � 10�3 1.86 � 102 2.68 � 102

h 6.28 6.28 6.28

a Unless otherwise noted, values are reported in atomic units. Parameters for systems A1
and A2 are taken from ref. 1; parameters for system A3 are taken from ref. 48.
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VHWðqÞ ¼

8><
>:

43q

��
sq

q

�12

�
�
sq

q

�6�
þ 3q; r\21=6sq

0; r$ 21=6sq;

(37)

and

KðqÞ ¼ K*e�bqðq�q*Þ: (38)

The parameters for system B are the same as for system A1, except for
those specied in Table 2. The table also includes the additional parameters
necessary to fully dene system B, as well as the calculated values of my and
h. The parameters are chosen to model ET between two iron atoms solvated
in water.49
Table 2 Parameters for system Ba

Parameter Range of values

mq 51 039
uq 4 � 10�4 to 3 � 10�3

q* 12.0
3q 0.1
sq 8.0
bq 3.0
K* 6.67 � 10�7

3 0
my 2.35 � 10�2 to 8.41 � 10�3

h 0.77–6.05

a All values are reported in atomic units.
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4 Calculation details

In all simulations, the KC-RPMD equations of motion, eqn (21), are evolved using
an extension of the velocity Verlet algorithm to include the Langevin bath.50,51 The
stiffness parameter for the square-well restraint, b, was found to be converged for
all calculations with a value of b ¼ 400. The width of the square restraining
potential, L ¼ 0.1, was chosen to minimize the initial degree of recrossing asso-
ciated with the Langevin bath. In all cases the TST dividing surface is dened as
an isosurface of the auxiliary variable, y.
4.1 KC-RPMD rate calculation in system A1

In system A1, the driving force parameter, 3, is varied to model the transition
between the normal and inverted regime of ET, such that 3 ˛ {0, 0.04, 0.07,
0.118, 0.18, 0.236}. For these values of 3, the calculations were found to
converge with values of �log(a) ˛ {5.3, 5.3, 5.3, 5.3, 5.5}, respectively. The ring
polymer is discretized using n ¼ 32 beads for all values of 3, and both the
solvent dipole coordinate, s, and the harmonic oscillator solvent bath, x, are
treated classically by restricting the position of the ring-polymer beads for
each nuclei to coincide.

The KC-RPMD rates are obtained from the product of the TST rates, eqn (24),
and the transmission coefficients, eqn (29). The KC-RPMD TST rates are obtained
from F(y), the FE prole in the continuous auxiliary variable. The FE prole is
obtained by direct numerical integration.

The transmission coefficients are calculated using KC-RPMD trajectories
that are released from the dividing surface associated with y‡ ¼ 0. The values of
the mass of the auxiliary variable, my, denoted in Table 1 are small in
comparison to the mass of the nuclei, which in principle would necessitate an
exceedingly small time step to numerically integrate the equations of motion.
However, we note that any choice of the value of my that is still small in
comparison to the mass of the nuclei, but allows for a larger time step, will yield
the same nal value for the transmission coefficient. We thus choose a value of
my ¼ 10.0 for all values of 3 when integrating the KC-RPMD equations of
motions for the trajectories used to calculate the transmission coefficient; it is
important to note that we only use a value ofmy ¼ 10.0 for the calculation of the
dynamical trajectories, but use the true values of my denoted in Table 1 in the
calculation of the TST rate. The value of the friction coefficient of the Langevin
bath connected to y is calculated from eqn (22) using the same value of my ¼
10.0 as used in the dynamical KC-RPMD trajectories, such that gy ¼ 1.49 � 10�2

for all values of 3. We have conrmed that choosing a smaller value of my yields
numerically identical results as a value of my ¼ 10.0. For each value of the
driving force 3, a total of 1000 trajectories are released. Each trajectory is
evolved for 200 fs using a time step of dt ¼ 0.002 fs with initial velocities
sampled from the Maxwell–Boltzmann distribution. The initial congurations
for the KC-RPMD trajectories are generated from long KC-RPMD trajectories in
which the auxiliary electronic variable is constrained to the dividing surface;
the constrained trajectories are 200 ps in time and are thermostatted by
resampling the velocities from the Maxwell–Boltzmann distribution every
100 fs.
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4.2 KC-RPMD rate calculation in system A2

In system A2, the friction coefficient of the solvent bath, g, is varied to model the
transition from the Marcus to the Zusman regime of ET, such that g/Muc ˛ {0.3,
1, 3, 10, 30, 100, 200, 300}. For all values of g, both the solvent dipole coordinate,
s, and the harmonic oscillator solvent bath, x, are treated classically. The
calculations were found to converge with a value of �log(a) ¼ 1.5 and a value of
n ¼ 128 beads for the path-integral discretization of the electronic degrees of
freedom.

The FE prole, F(y), used for the calculation of the KC-RPMD TST rate is ob-
tained by numerical integration. The transmission coefficients are calculated
using KC-RPMD trajectories that are released from the dividing surface associated
with y‡ ¼ 0. The true value of the mass of the auxiliary variable,my ¼ 1.86� 102, is
used for the dynamical KC-RPMD trajectories and for the calculation of gy, such
that gy¼ 1.34� 10�3 for all values of g. For each value of the friction coefficient g,
a total of 8000 trajectories are released. Each trajectory is evolved for 200 fs using
a time step of dt ¼ 0.005 fs with initial velocities sampled from the Maxwell–
Boltzmann distribution. The initial congurations for the KC-RPMD trajectories
are generated from long KC-RPMD trajectories in which the auxiliary electronic
variable is constrained to the dividing surface; the constrained trajectories are 1.6
ns in time and are thermostatted by resampling the velocities from the Maxwell–
Boltzmann distribution every 100 fs.
4.3 KC-RPMD rate calculation in system A3

In system A3, the friction coefficient of the solvent bath, g, is varied to model the
transition from the weakly dissipative regime to the Marcus regime of ET, such
that g/Muc ˛ {0.013, 0.026, 0.1, 0.3, 1, 3, 10, 30}. For all values of g, both the
solvent dipole coordinate, s, and the harmonic oscillator solvent bath, x, are
treated quantum mechanically. The calculations were found to converge with
a value of �log(a) ¼ 1.5 and a value of n ¼ 128 beads for the path-integral dis-
cretization of the nuclear and electronic degrees of freedom.

For each value of g, the FE prole, F(y), used for the calculation of the KC-
RPMD TST rate is obtained by reducing the three-dimensional FE surface,
F(y,�s,DVeff), computed with respect to y, the ring-polymer centroid for the solvent
coordinate, �s, and the difference between the true effective potential and the
effective potential used to generate the dynamics during the sampling trajecto-
ries, DVeff, dened below. The FE prole F(y,�s,DVeff) is calculated using umbrella
sampling and the weighted histogram analysis method (WHAM)37,52–54 from the
following umbrella sampling protocol. The KC-RPMD sampling trajectories are
generated using a potential that restrains �s and y to s0 and y0, respectively, and has
a weaker value of the steepness of the square-well restraining potential, b (eqn
(10)), such that

Vmap

�
y;
�
sðaÞ
�
; x
� ¼ Vweak

eff

�
y;
�
sðaÞ
�
; x
�þ ky

2
ðy� y0Þ2 þ ks

2
ðs� s0Þ2; (39)

where Vweakeff (y,{s(a)},x) is dened as in eqn (13), but uses a value of b ¼ 4.0 in
comparison to the true value of b ¼ 400. The difference between the true effective
potential and the effective potential used to generated the sampling trajectory
dynamics is thus given as
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DVeff ¼ Vweak
eff (y,{s(a)},x) � VKC

eff (y,{s
(a)},x). (40)

The KC-RPMD sampling trajectories are grouped into two sets. The rst set is
comprised of 99 trajectories that sample the full conguration space, with s0 and
y0 assuming values on a square grid. The parameter s0 assumes 11 uniformly
spaced values in the region s0 ¼ [�2.5, 2.5], and the associated force constant is
ks ¼ 0.02. For each value of s0, the parameter y0 assumes 9 uniformly spaced
values in the region y0¼ [�2.0, 2.0], and the associated force constant is ky¼ 0.01.
The second set is comprised of 77 trajectories that sample mainly the barrier
region along the y coordinate, with s0 and y0 assuming values on a square grid.
The parameter s0 assumes 11 uniformly spaced values in the region
s0¼ [�2.5, 2.5], and the associated force constant is ks¼ 0.02. For each value of s0,
the parameter y0 assumes the values of y0 ¼ {�0.05, �0.04, �0.02, 0.00}, and the
associated force constant is ky ¼ 25. Each sampling trajectory is evolved for 3 ns
using a time step of 0.05 fs. Thermostatting is performed by re-sampling the
velocities from the Maxwell–Boltzmann (MB) distribution every 2.5 ps.

The transmission coefficients are calculated using KC-RPMD trajectories that
are released from the dividing surface associated with y‡¼ 0. The true value of the
mass of the auxiliary variable, my ¼ 2.68 � 102, is used for the dynamical KC-
RPMD trajectories and for the calculation of gy, such that gy ¼ 6.55 � 10�4 for all
values of g. For each value of the friction coefficient g, a total of 8000 trajectories
are released. Each trajectory is evolved for 400 fs using a time step of dt ¼ 0.001 fs
with initial velocities sampled from the Maxwell–Boltzmann distribution. The
initial congurations for the KC-RPMD trajectories are generated from long KC-
RPMD trajectories in which the auxiliary electronic variable is constrained to the
dividing surface; the constrained trajectories are 2 ns in time and are thermo-
statted by resampling the velocities from the Maxwell–Boltzmann distribution
every 500 fs.
4.4 KC-RPMD rate calculation in system B

In system B, the frequency of the donor–acceptor mode, uq, that modulates the
strength of the coupling, K(q), is varied such that uq ˛ {4 � 10�4, 7 � 10�4, 1.4 �
10�3, 2.2 � 10�3, 3 � 10�3}. For these values of uq, the calculations were found to
converge with values of �log(a) ˛ {1, 3.3, 4.3, 4.3, 4.3}, respectively. For all values
of uq, the solvent dipole coordinate, s, the harmonic oscillator solvent bath, x, and
the donor–acceptor mode, q, are treated classically, and the calculations were
found to converge with a value of n ¼ 128 beads for the path-integral dis-
cretization of the electronic degrees of freedom.

The KC-RPMD TST rates are obtained by numerical integration of F(y). The
transmission coefficients are calculated using KC-RPMD trajectories that are
released from the dividing surface associated with y‡ ¼ 0. Due to the small values
of my presented in Table 2, we utilize a value of my ¼ 10.0 for the KC-RPMD
trajectories and the calculation of gy for all values of uq, such that gy ˛ {1.30 �
10�2, 1.36 � 10�2, 1.40 � 10�2, 1.39 � 10�2, 1.39 � 10�2}. For each value of the
frequency uq, a total of 1000 trajectories are released. Each trajectory is evolved for
100 fs using a time step of dt ¼ 0.001 fs for uq ¼ 4 � 10�4 and dt ¼ 0.002 for all
other values of uq; initial velocities were sampled from the Maxwell–Boltzmann
distribution. The initial congurations for the KC-RPMD trajectories are
202 | Faraday Discuss., 2016, 195, 191–214 This journal is © The Royal Society of Chemistry 2016
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generated from long KC-RPMD trajectories in which the auxiliary electronic
variable is constrained to the dividing surface; the constrained trajectories are
200 ps in time and are thermostatted by resampling the velocities from the
Maxwell–Boltzmann distribution every 100 fs.
4.5 Calculation of reference TST expressions

Reference values for the thermal reaction rates for system A are evaluated using
the Marcus rate expression for non-adiabatic ET and the Zusman extension of
Marcus theory to the overdamped regime of ET.

The Marcus rate expression for non-adiabatic ET with classical solvent is given
by55–58

kMT ¼ 2p

ħ
jK j2

ffiffiffiffiffiffiffiffi
b

4pl

r
exp

"
� b

ðlþ 3Þ2
4l

#
; (41)

where l is the reorganization energy calculated as l¼ V1(s1)� V1(s0), and all other
terms have been dened previously.

The Zusman expression of ET, which extends Marcus theory to account for
frictional effects of the solvent, is given by59

kZUS ¼ kMT

1þ 4pK2sL
ħl

; (42)

where sL ¼ g/(us
2ms) is the Debye longitudinal relaxation time.59,60

Reference values for the thermal reaction rates for system B are evaluated
using an extension of the Marcus rate expression to account for a position-
dependent diabatic coupling, such that35,55

kDA ¼
ð
dqkMTðqÞPðqÞ; (43)

where

kMTðqÞ ¼ 2p

ħ
jKðqÞj2

ffiffiffiffiffiffiffiffi
b

4pl

r
exp

"
� b

ðlþ 3Þ2
4l

#
; (44)

is the Marcus theory expression at a given value of the donor–acceptor distance q,
and

PðqÞ ¼ e�bV0ðqÞÐ
dqe�bV0ðqÞ (45)

is the probability density at a given q. The rate expression eqn (43) is evaluated via
numerical integration for each value of uq.
5 Results

The results in this paper are presented in four parts. In the rst part, we illustrate
the necessity of the Langevin bath in the KC-RPMD equations of motion by
investigating the transition between normal and inverted ET. In the second and
third parts we explore the performance of KC-RPMD in systems in which the
solvent and donor–acceptor dynamics strongly affect the ET rate.
This journal is © The Royal Society of Chemistry 2016 Faraday Discuss., 2016, 195, 191–214 | 203
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5.1 Damping of the auxiliary electronic variable

We begin by illustrating the importance of the dissipative Langevin bath
coupled to the auxiliary electronic variable by considering numerical results
for system A1, which models the transition from the normal to inverted regime
of condensed-phase ET. Fig. 1(a) depicts the time-dependent transmission
coefficient, eqn (29), in the activationless regime, 3 ¼ 0.118, calculated with
the updated form of KC-RPMD including the Langevin bath (blue) and without
the Langevin bath (green). The undamped transmission coefficient (green)
decreases over the entire time range of the trajectories, indicative of a large
amount of recrossing of the dividing surface by the auxiliary electronic vari-
able. The auxiliary variable and the nuclear degrees of freedom are only weakly
coupled during the dynamics generated by eqn (18). Thus, the timescale for
thermalization of the auxiliary variable without the Langevin bath is long in
comparison to the timescale for the auxiliary variable to traverse the reactant
or product basin, leaving sufficient energy for the auxiliary variable to recross
the dividing surface. These recrossings in the auxiliary variable become an
Fig. 1 (a) The time-dependent transmission coefficient, k(t) (eqn (29)), for the activa-
tionless regime of ET calculated with KC-RPMD including the Langevin bath (blue) and
without the Langevin bath (green). (b) Thermal reaction rate coefficients for system A1 as
a function of the driving force, 3, obtained using KC-RPMD (red) and classical Marcus
theory (eqn (41), black).
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issue any time the solvent relaxation away from congurations from which the
diabatic surfaces are degenerate is slow; in the activationless regime, the
equilibrium position of the solvent coordinate in the reactant basin corre-
sponds to a conguration for which the diabatic surfaces are degenerate, and
thus the solvent coordinate never relaxes away from the crossing point. We
note that these recrossings were not observed in the original KC-RPMD paper
because of the short total time for the trajectories in comparison to the mass
of the auxiliary electronic variable, my.1

In comparison, Fig. 1(a) illustrates that inclusion of the Langevin bath leads to
a rapid plateauing of the transmission coefficient even in the activationless
regime due to proper thermalization of the auxiliary electronic variable; the initial
rapid decrease in the transmission coefficient can be attributed to initial
recrossing of the dividing surface due to the dissipative dynamics introduced by
the Langevin bath.

Fig. 1(b) depicts the thermal reaction rates calculated using KC-RPMD with the
Langevin bath (red) and classical Marcus theory using eqn (41) (black); Marcus
theory constitutes the appropriate reference result since system A1 is in the weak-
coupling regime (bKz 7 � 10�4) and the solvent coordinate is treated classically.
Comparison of the KC-RPMD results and Marcus theory demonstrates that the
updated form of KC-RPMD exhibits quantitative agreement with the reference
result throughout the normal, activationless and inverted regime. As shown
previously,1 introduction of the kinetic constraint in KC-RPMD corrects the
breakdown of instanton-based methods for describing deep tunneling through
asymmetric barriers,27,61 leading to the correct description of the inverted regime
for ET.
5.2 Friction-controlled electron transfer

We next present results for systems A2 and A3, which model ET as a function of
the solvent friction. We consider both the transition from the Marcus (interme-
diate friction) regime to the Zusman (high friction) regime of ET and the tran-
sition from the weakly dissipative (low friction) regime to the Marcus regime of
ET. The calculation of ET rates as a function of the solvent friction provides
a stringent test of the KC-RPMD methodology and its ability to treat systems in
which dynamical effects play a strong role.

Fig. 2(a) presents the thermal reactions rates for system A2 calculated using
KC-RPMD (red), the Zusman expression (black, eqn (42)), and classical Marcus
theory (green-dashed, eqn (41)) as a function of the friction of the solvent bath.
Rates obtained using both the Zusman expression and KC-RPMD exhibit
a plateau for values of log(g/msux) < 1.5, which corresponds to the Marcus regime
of ET; in this regime, the Zusman expression reduces to the classical Marcus
expression, eqn (41), and is independent of the strength of the friction coefficient.
In the overdamped regime, when g > 1.5, both the rates calculated using the
Zusman expression and KC-RPMD exhibit a decrease in the ET rate associated
with the diffusive dynamics of the solvent coordinate, which is not captured by
classical Marcus theory.59,62–65 Comparison of the KC-RPMD results and the Zus-
man expression shows that KC-RPMD correctly describes the interplay between
the timescale of transitions between electronic states and the timescale for
motion of the nuclei.
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Fig. 2 (a) Thermal reaction rate coefficients for system A2 as a function of the friction of
the solvent bath, g, obtained using KC-RPMD (red), the Zusman expression (eqn (42),
black) and the classical Marcus theory (eqn (41), green-dashed). (b) The dynamical
recrossing factor for system A3 as a function of the friction of the solvent bath, g, obtained
using KC-RPMD (red) and numerically exact quantum dynamics calculations from ref. 48
(black). KC-RPMD is unable to capture the enhancement of the dynamical recrossing
factor at low friction associated with constructive-coherence effects.
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We now turn our attention to the transition from the weakly dissipative to
Marcus regime of ET. In order to compare with the numerically exact quantum
dynamics calculations from ref. 48, Fig. 2(b) presents the dynamical recrossing
factor as a function of the friction of the solvent bath. The dynamical recrossing
factor is dened as kET/kcl, where kET is the ET rate calculated using either KC-
RPMD or exact quantum dynamics, and kcl is a classical TST rate,48

kcl ¼ us

2p
e�bV0ðs‡Þ; (46)

where s‡ corresponds to the value of the solvent coordinate for which the diabatic
states are degenerate. The dynamical recrossing factor provides a measure of the
amount of recrossing of the dividing surface in the true system in comparison to
the classical TST estimate. Fig. 2(b) presents the thermal reaction rates for system
A3 with quantized nuclei calculated using KC-RPMD (red) and exact quantum
dynamics methods (black) as a function of the friction of the solvent bath.48 Note
206 | Faraday Discuss., 2016, 195, 191–214 This journal is © The Royal Society of Chemistry 2016
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that, as described in the Calculation details section, the nuclear degrees of
freedom are quantized for both sets of calculations in Fig. 2(b).

Analogous to Fig. 2(a), Fig. 2(b) shows that the dynamical recrossing factor
calculated with either KC-RPMD (red) or exact quantum dynamics (black) exhibits
a plateau region for intermediate values of the friction coefficient, log(g/msus) >
�1. The value of the plateau region of the dynamical recrossing factor when
calculated with KC-RPMD is in reasonable agreement with exact quantum
dynamics considering the nuclei are quantized, although the error in the KC-
RPMD calculation with respect to the reference result is somewhat larger than in
Fig. 2(a).

As may be anticipated, Fig. 2(b) demonstrates qualitatively incorrect behavior
of KC-RPMD in the weakly dissipative regime, when log(g/msus) < �1. The exact
quantum dynamics shows an increase in the ET rate with decreasing friction,
while KC-RPMD shows a decrease. In this regime, the timescale for relaxation of
the solvent coordinate is long, such that the solvent coordinate passes through
the crossing of the diabats numerous times, allowing for multiple transitions
between the electronic states. In exact quantum dynamics simulations,48 the
nuclear wavepackets constructively interfere during these crossings, leading to an
enhancement of the ET rate.48,63 Like conventional RPMD,15 KC-RPMD does not
capture such coherence effects, and the multiple electronic transitions lead to
a decorrelation between the initial and nal electronic state, causing a decrease in
the ET rate. Nonetheless, the results in Fig. 2 indicate that KC-RPMD correctly
describes ET in the moderate to strong solvent friction regimes that are charac-
teristic of condensed-phase ET reactions.
5.3 Electron transfer with position-dependent coupling

We now consider results for system B, which models ET with a donor–acceptor
mode that modulates the magnitude of the diabatic coupling. Fig. 3 presents the
thermal reactions rates calculated using KC-RPMD (red) and the extension of
classical Marcus theory to include a donor–acceptor mode (eqn (43), black). The
Fig. 3 Thermal reaction rate coefficients for system B as a function of frequency of the
donor–acceptor mode, uq, obtained using KC-RPMD (red) and the extension of Marcus
theory to include a donor–acceptor mode (eqn (43), black).
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rates calculated using KC-RPMD are in quantitative agreement with those
calculated using the reference result over the entire range of the frequency of the
donor–acceptor mode; the frequency provides a metric of the strength of the
donor–acceptor mode. These results validate KC-RPMD for describing systems for
which the diabatic coupling depends strongly on the position of the nuclei. As
such, KC-RPMD is well suited to investigate complex systems in which the
distance between the ET donor and acceptor is a dynamical variable.
6 Conclusions

In this work, we demonstrate the KC-RPMD method for applications in which
solvent and donor–acceptor dynamics strongly impact the non-adiabatic reaction
rate. In doing so, we revisit several aspects of the KC-RPMD derivation, including
the form of the kinetic constraint and the choice of mass associated with the
continuous electronic variable. In particular, we introduce a Langevin bath that is
coupled to the continuous electronic variable to correct for the presence of the
unphysically low coupling between the electronic variable and the nuclear degrees
of freedom.

The accuracy of the KC-RPMD methodology has been veried in a variety of
model systems of condensed-phase electron transfer in which nuclear dynamics
plays an important role. We have illustrated that the KC-RPMD methodology
correctly captures the competing timescales between solvent motion and the
timescale for electronic transitions necessary to treat ET in themoderate to strong
solvent-friction regimes. Furthermore, KC-RPMD correctly describes systems in
which the diabatic coupling depends upon dynamical uctuations in the donor–
acceptor distance. Lastly, we present an unsurprising failure of KC-RPMD in the
weakly dissipative regime of ET, due to coherence effects that lead to an
enhancement of the ET rate. Taken together, the presented work demonstrates
the potential applicability of KC-RPMD for describing a broad range of
condensed-phase non-adiabatic chemistries.
A Derivation of the penalty function

In this appendix we derive the specic form of the multiplicative factor, h, that
appears in the penalty function, g, in eqn (14). The multiplicative factor is derived
such that the KC-RPMD distribution does not bias the probability of kink-pair
formation at nuclear congurations for which the diabatic states are degenerate.
Specically, we consider the relative probability for kinked congurations versus
congurations in the reactant basin in the constrained distribution, and we
equate this ratio to the relative probability for kinked congurations at nuclear
congurations within a small distance of the crossing of the diabatic surfaces
versus congurations in the reactant basin in the unconstrained distribution. The
unconstrained distribution, rn({R

(a)},y), is dened analogously to eqn (12), but
with the penalty function g({i(a)},{R(a)}) ¼ 1 for all {i(a)}.

For simplicity we rst present the derivation for a 1D redox system with
constant coupling, K, in the classical limit of the nuclear coordinates. We then
outline the derivation for a general multi-dimensional system.
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A.1 1D redox system with constant K and classical nuclei

For a 1D system with classical nuclei, the kinetically-constrained ring-polymer
distribution (eqn (12)) has the form

rKC
n ðx; yÞ ¼ U

X
fiag

g
��

iðaÞ
�
; x
�
e�bVrðy;fiðaÞgÞG��iðaÞ�; x�; (47)

where GðfiðaÞg; xÞ ¼
Yn
a¼1

MiðaÞ;iðaþ1Þ ðxÞ, and the penalty function in this case takes the
form

g
��

iðaÞ
�
; x
� ¼

8<
:

1; iðaÞ ¼ 0 for all a;
1; iðaÞ ¼ 1 for all a;
Ce�aðwðxÞÞ2 ; otherwise:

(48)

In the kinetically-constrained distribution the relative probability between
kinked congurations and congurations in the reactant basin is given as

PKCðy‡Þ
PKCðy\y‡Þ ¼

rKC
n ðy‡Þdyðy‡

�N

dyrKC
n ðyÞ

; (49)

where the incremental length dy is necessary to dene the unitless probability, y‡

¼ 0, and

rKC
n ðyÞ ¼ U

ð
dxe�bVeff ðx;yÞ: (50)

The relative probability in eqn (49) can be simplied by taking the limit of large
a and by noting that the denominator is dominated by the statistical weight of
unkinked congurations, such that1

PKCðy ¼ y‡Þ
PKCðy\y‡Þ ¼ e�bV0ðx‡Þð

dxe�bV0ðxÞ

Cdy

Ljw0ðx‡Þj

ffiffiffiffi
p

a

r Xn=2
k¼1

ðbKÞ2k
fnðkÞ

; (51)

where x‡ denotes the point of the intersection of the diabatic surfaces, the prime
denotes differentiation with respect to the nuclear coordinate, and

fnðkÞ ¼
�

2
n2k

�
n
2k

���1

.

We equate the relative probability in eqn (51) to the relative probability
between kinked congurations at nuclear congurations within a small distance
of the crossing of the diabatic surfaces and congurations in the reactant basin in
the unconstrained distribution,

Pðx�\x\xþ; y‡Þ
Pðy\y‡Þ ¼

dy

ðxþ
x�

dxrn
�
x; y‡

�
ðy‡
�N

dy

ð
dxrnðx; yÞ

; (52)

where the distance x+ � x� denes a small region around the crossing of the
diabatic surfaces. We dene this distance as the Landau–Zener length, lLZ, which
This journal is © The Royal Society of Chemistry 2016 Faraday Discuss., 2016, 195, 191–214 | 209
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gives an estimate of the range of nuclear congurations for which the coupling, K,
impacts the dynamics,34 such that x� ¼ x‡ � lLZ/2 and x+ ¼ x‡ + lLZ/2, and

lLZ ¼ 2pjK j
jF0ðx‡Þ � F1ðx‡Þj : (53)

The denition of the numerator in eqn (52) constitutes the main difference in
comparison to the original derivation.1 Noting again that the denominator in eqn
(52) is dominated by the statistical weight of unkinked congurations, and making
the reasonable approximation that the diabatic surfaces do not change signicantly
over the Landau–Zener length, such that the integral can be approximated asðxþ

x�
dxrn

�
x; y‡

� ¼ lLZ

ð
dxd

�
x� x‡

�
rn
�
x; y‡

�
; (54)

Eqn (52) simplies to

Pðx�\x\xþ; y‡Þ
Pðy\y‡Þ ¼ e�bV0ðx‡ÞÐ

dxe�bV0ðxÞ
dylLZ

L

Xn=2
k¼1

ðbKÞ2k
fnðkÞ

: (55)

To obtain the nal expression for the multiplicative factor in a 1D redox system
with constant K and classical nuclei, we equate the two relative probabilities in
eqn (51) and (55) to yield

C ¼
ffiffiffiffi
a

p

r
2p: (56)

A.2 Multi-dimensional redox system with position-dependent K(R)

For a general multi-dimensional redox system with position-dependent K(R) and
classical nuclei, the multiplicative factor h can be analogously derived. The
relative probability in the constrained distribution is now given by

PKCðy ¼ y‡Þ
PKCðy\y‡Þ ¼

"
dyC

ffiffiffiffi
p

a

r ð
dRdðwðRÞÞe�bV0ðRÞ �

Xn=2
k¼1

ðbKÞ2k
fnðkÞ

#�
L

ð
dRe�bV0ðRÞ

��1

(57)

¼
�
dyC

ffiffiffiffi
p

a

r ð
dRdðV0ðRÞ � V1ðRÞÞ�jKðRÞje�bV0ðRÞ

Xn=2
k¼1

ðbKÞ2k
fnðkÞ

#
�
�
L

ð
dRe�bV0ðRÞ

��1

(58)

z

�
dyC

ffiffiffiffi
p

a

r ð
dRdðV0ðRÞ � V1ðRÞÞ � b2jKðRÞj3e�bV0ðRÞ

i
�
�
L

ð
dRe�bV0ðRÞ

��1

;

(59)

where in the last line we assume that terms associated with more than one kink-
pair (k ¼ 1) can be neglected.
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The relative probability in the unconstrained distribution can be dened as

PðR�\R\Rþ; y‡Þ
Pðy\y‡Þ

¼ dylLZ
Ð
dRdðV0ðRÞ � V1ðRÞÞjF0ðRÞ � F1ðRÞjrnðR; y‡ÞÐ y‡

�N
dy
Ð
dRrnðR; yÞ

;

(60)

where in multiple dimensions we dene the Landau–Zener length as

lLZ ¼ 2phjKðRÞjic
hjF0ðRÞ � F1ðRÞjic

: (61)

Here, we have again assumed that the diabatic surfaces do not change over the
Landau–Zener length. Simplifying eqn (60), again assuming that terms associated
with more than one kink-pair (k ¼ 1) can be neglected, and equating the two
relative probabilities yields the nal form for the multiplicative constant in
multiple dimensions with position-dependent coupling,

C ¼
ffiffiffiffi
a

p

r
2p

hjKðRÞjic
D
jF0ðRÞ � F1ðRÞjjKðRÞj2

E
c

hjF0ðRÞ � F1ðRÞjic
D
jKðRÞj3

E
c

: (62)

Eqn (62) simplies to (56) in the limit of 1D and a position-independent
diabatic coupling. For the case of a multidimensional system with quantized
nuclei, the resulting expression for the multiplicative factor is unchanged if we
make the approximation that the ring-polymer position is approximated by its
centroid.1

B Derivation of the Langevin friction coefficient

In this appendix we derive the specic form for the Langevin friction coefficient
associated with the auxiliary function that appears in the KC-RPMD equations of
motion, eqn (21). The Langevin friction coefficient is chosen such that the
timescale for thermalization of the auxiliary variable matches the time for the
auxiliary variable to cross the reactant (or analogously the product) basin in the
absence of the Langevin bath.

The timescale for relaxation, sr, is given by the exponential decay constant
associated with the decay of the initial kinetic energy of the auxiliary variable
when coupled to the Langevin bath, such that sr ¼ 1/(2gy).66

The time for the auxiliary variable to cross the reactant basin in the absence of
the Langevin bath is given by

sy ¼ 2� L���vry��� ; (63)

where 2 � L denes the length of the reactant basin associated with the square
restraining potential in eqn (10), and vry denes the average velocity of the
auxiliary variable in the reactant basin following initialization of the auxiliary
variable at the transition region y ¼ y‡ with an average initial velocity given by the
Maxwell–Boltzmann distribution,
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1

2
my

	
vry


2
¼ 1

2b
þ �Veff

�
R; y‡

��
c
� �VeffðR; y ¼ 0Þ�

c
: (64)

The rst term in eqn (64) accounts for initialization of the velocity from the
Maxwell–Boltzmann distribution, and the next two terms account for the average
increase in the velocity associated with the auxiliary variable leaving the transition
region to the reactant (or product) basin. In eqn (64) we have assumed that the
motion of the nuclei is negligible on the timescale of the motion of the auxiliary
variable. Simplifying eqn (64) yields the time for the auxiliary variable to cross the
reactant basin,

sy ¼ ð2� LÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

bmy

1� 2 ln

�
2� L

L

	a
p


1=2
hb2

�
� 4hlnjK jic

vuuut : (65)

Equating the two timescales st and sy yields the nal form for the Langevin
friction coefficient,

gy ¼
1

2ð2� LÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2 ln

�
2� L

L

	a
p


1=2
hb2

�
� 4hlnjKðRÞjic

bmy

vuuut
: (66)
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