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The sudden ionization of a molecule by an attosecond pulse is followed by charge

redistribution on a time scale from a few femtoseconds down to hundreds of

attoseconds. This ultrafast redistribution is the result of the coherent superposition of

electronic continua associated with the ionization thresholds that are reached by the

broadband attosecond pulse. Thus, a correct theoretical description of the time

evolution of the ensuing wave packet requires the knowledge of the actual ionization

amplitudes associated with all open ionization channels, a real challenge for large and

medium-size molecules. Recently, the first calculation of this kind has come to light,

allowing for interpretation of ultrafast electron dynamics observed in attosecond

pump–probe experiments performed on the amino acid phenylalanine [Calegari et al.,

Science 2014, 346, 336]. However, as in most previous theoretical works, the

interpretation was based on various simplifying assumptions, namely, the ionized

electron was not included in the description of the cation dynamics, the nuclei were

fixed at their initial position during the hole migration process, and the effect of the IR

probe pulse was ignored. Here we go a step further and discuss the consequences of

including these effects in the photoionization of the glycine molecule. We show that (i)

the ionized electron does not affect hole dynamics beyond the first femtosecond, and

(ii) nuclear dynamics has only a significant effect after approximately 8 fs, but does not

destroy the coherent motion of the electronic wave packet during at least few

additional tens of fs. As a first step towards understanding the role of the probe pulse,

we have considered an XUV probe pulse, instead of a strong IR one, and show that such

an XUV probe does not introduce significant distortions in the pump-induced dynamics,
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Materiali, 34127 Trieste, Italy
dInstituto Madrileño de Estudios Avanzados en Nanociencia (IMDEA Nano), Campus Universitario de

Cantoblanco, 28049 Madrid, Spain
eCondensed Matter Physics Center (IFIMAC), Universidad Autónoma de Madrid, 28049 Madrid, Spain

This journal is © The Royal Society of Chemistry 2016 Faraday Discuss., 2016, 194, 41–59 | 41

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/c6fd00074f
https://pubs.rsc.org/en/journals/journal/FD
https://pubs.rsc.org/en/journals/journal/FD?issueid=FD016194


Faraday Discussions Paper
O

pe
n 

A
cc

es
s 

A
rt

ic
le

. P
ub

lis
he

d 
on

 0
1 

Ju
ne

 2
01

6.
 D

ow
nl

oa
de

d 
on

 7
/1

9/
20

25
 5

:1
5:

42
 A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online
suggesting that pump–probe strategies are suitable for imaging and manipulating charge

migration in complex molecules. Furthermore, we show that hole dynamics can be

changed by shaping the attosecond pump pulse, thus opening the door to the control

of charge dynamics in biomolecules.
1 Introduction

Imaging electron dynamics in biomolecules with few-femtosecond or sub-femto-
second time resolutions is the rst step towards achieving control of biologically
relevant processes.1–8 The rapid progress in attosecond technology9–13 has already
permitted the control of electron dynamics in atoms14,15 and hydrogen mole-
cules,16,17 and recent experimental efforts aim at doing so in more complex
molecules.4,7 So far two different approaches have been used to visualize electron
dynamics in such systems. The rst one is high-harmonic spectroscopy, where the
light emitted aer the round trip of an IR-driven molecular electron carries
information about the cation dynamics with sub-fs temporal and sub-Å spatial
resolutions.18–20 The other one is pump–probe spectroscopy,4,16,17,21 where an atto-
second XUV pump pulse ionizes the molecule and a time-delayed fs IR pulse
probes the dynamics generated in the molecular cation. The two approaches imply
that an electron is ionized, by a strong IR eld in the rst case or a weak XUV eld
in the second case, but differ in the way the dynamics is probed in the cation: by
the returning an electron itself or by another ultrashort pulse, respectively.

In either case, the sudden ionization of the molecule creates a hole that
subsequently migrates on a time scale ranging from a few femtoseconds down to
hundreds of attoseconds. The migration is due to a coherent superposition of
electronic states generated by the pump pulse. This coherent superposition can
be the result of the broad band of the ionizing pulse, which covers several ioni-
zation thresholds, or of the appearance of a dense manifold of ionic states due to
rearrangements in the electronic structure of the molecular cation induced by
electron correlation. In both cases the charge is expected to move from one
molecular site to another or to uctuate all along the molecular backbone.
Depending on the initial wave packet that is created, the interplay between the
electronic and nuclear dynamics can lead to the nal localization of the charge on
a specic molecular site.

A fully ab initio theoretical description of the correlated motion of electrons
and nuclei that follows ionization by laser pulses is still very challenging, even for
the simplest molecule H2,22 and practically out of reach for many-electron poly-
atomic molecules. Besides the intrinsic limitations associated with the large
number of electronic and nuclear degrees of freedom, which are also applicable to
calculations involving molecular bound states, there is the additional limitation
of dealing with the electronic continuum. For this reason, most theoretical
approaches to large molecules have ignored the ionization step and have only
described the cation dynamics that arises from arbitrarily chosen initial wave
packets.1–3 Notably a “sudden ionization” ansatz, corresponding to the creation of
a Koopman's hole,23,24 i.e. the removal of an electron from a ground state Hartree–
Fock orbital, generating a wave packet through electron correlation in the nal
ion, has been largely employed in earlier studies. Alternatively, the evaluation of
ionization amplitudes employing Coulomb waves located in the molecular center
42 | Faraday Discuss., 2016, 194, 41–59 This journal is © The Royal Society of Chemistry 2016
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of mass25–28 have permitted the gap to be reduced between completely ignoring
ionization and fully describing it, but with variable success.29 The rst theoretical
calculation that fully accounts for the ionization induced by an attosecond pulse
in a large molecule, namely phenylalanine, has been reported very recently.4 At
variance with earlier calculations, in this work the initial wave packet was built
from actual ionization amplitudes, which were obtained from the solution of the
scattering equations in the framework of the static exchange DFT method.30–32

The rst experimental evidence of ultrafast charge migration has been re-
ported by Calegari et al.4 for the case of the amino acid phenylalanine. In this
work, a sub-300-as XUV pulse was used to ionize the molecule and a controlled
time-delayed 4 fs IR pulse to probe the dynamics induced by the former. The
measured yields for the production of doubly-charged immonium fragments
exhibit few-fs oscillations superimposed on a typical smooth decreasing back-
ground associated with the much slower dissociation dynamics. The unusually
fast oscillations were interpreted as the signature of the coherent electron
dynamics generated by the attosecond pulse on the remaining molecular cation.
This interpretation was supported by the good agreement between the observed
frequencies and those resulting from the above-mentioned theoretical calcula-
tions,4,32 in which the actual transition amplitudes associated with the different
ionization channels were accurately evaluated. Evaluation of these amplitudes is
essential to obtain a realistic description of the electronic wave packet motion,
which is dictated by the relative value of the corresponding moduli and phases
associated with the different ionization channels.

In spite of the signicant advance provided by such calculations, the
comparison with the actual experimental measurements was somewhat indirect.
First, following common practice for the subject,1,3,8,29,33,34 the evolution of the
charge density in the cation was described by assuming that the ionized electron
leaves the system instantaneously (sudden ionization), so that it does not interact
with the remaining electrons at all. In other words, as soon as the interaction of
the attosecond pulse with the neutral molecule is over, the theory described the
evolution of an (N � 1)-electron system instead of that of the original N-electron
one. This looks like a reasonable approximation when the ejected electron is far
away from the remaining cation, i.e., long aer the interaction with the atto-
second pulse. But what about the early stages of the wave packet evolution when
the ionized electron is still close to the cation? Second, due to the complexity of
the chosen molecule, charge dynamics was studied by assuming that the nuclei
remain xed during the whole process. As in existing literature,1,3,4,29,33,34 it was
argued that nuclear motion should have a negligible effect at the early stages of
this evolution, typically during the rst tens of fs, since the shortest vibrational
periods in this kind of molecules are around 10 fs and usually correspond to
peripheral X–H bonds (X ¼ C, N, O), which are barely involved in charge delo-
calization processes. However, recent theoretical studies have shown that
coherence between two electronic states can be lost in less than 10 fs when the
nuclei move across a conical intersection.35 Furthermore, the quantum distribu-
tion of geometries inherent to any nuclear wave packet introduces additional
dephasing in a similar time scale.8 Since conical intersections are a common
feature in large molecules, can we really assume that nuclear motion does not
play any role in the early stages of the charge migration process? Third, as
mentioned above, the charge dynamics is mostly determined by the ionization
This journal is © The Royal Society of Chemistry 2016 Faraday Discuss., 2016, 194, 41–59 | 43
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amplitudes associated with all open channels, i.e. by the initial electron wave
packet created in the cation. So, in principle, one would expect that by changing
those amplitudes one should also change the electron wave packet dynamics. But
is this feasible in practice, e.g., by modifying the pump pulse characteristics? The
latter question is relevant because, if answered positively, it would open the way to
control the charge dynamics in biomolecules. The fourth and nal remark is that
the effect of the probe pulse was completely ignored. In principle, the role of the
probe pulse is to project, at a given time (the pump–probe delay), the dynamics
induced by the attosecond pump onto specic observables. Ideally, the probe
pulse should not distort the dynamics induced by the pump pulse, but in practice
it does. As explained in earlier work,36 the ideal probe pulses are those containing
UV or XUV photons, since, due to their short wavelength, distortion of the
molecular potential, and hence of the pump induced dynamics, is reduced to
a minimum. Nevertheless, even such a “gentle” probe pulse will further ionize the
system, thus leading to a molecular dication that can subsequently break leading
to different neutral, singly- and doubly-charged fragments. In fact, the mass and
energy of these ions are the actual observables in most pump–probe experiments.
The same occurs with IR probe pulses, with the additional complication that, due
to their longer wavelengths, they also affect the pump-induced dynamics.16 The
question is then: how does the dynamics generated by the XUV attosecond pulse
reect in the actual pump–probe signal?

In this paper we partially address the previous questions for the case of the
glycine molecule. First, we have included the ionized electron in the description
of the wave packet dynamics that follows the interaction with the attosecond
pulse. We show that the ionized electron only leaves its trace during approxi-
mately the rst femtosecond. Second, we have made use of Ehrenfest non-adia-
batic dynamics to include the effect of nuclear motion on the charge migration
process. We show that the latter process is not affected by the nuclear motion
during the rst 8 fs, but has a signicant effect at later times. Nevertheless,
modications of electron dynamics at these later times do not destroy the
coherent motion of the electronic wave packet during a few tens of fs. Third, we
have employed three different XUV attosecond pulses, all of them generated in
recent experiments,4,37 covering different spectral ranges and with different
envelopes, to show that the charge dynamics induced in each case is substantially
different. Finally, by means of a simple model that makes use of realistic ioni-
zation amplitudes within the xed-nuclei approximation, we show how the XUV-
induced dynamics manifests in the computed double ionization yields aer
interaction with a “gentle” probe pulse, namely, another XUV pulse, which apart
from further ionizing the molecular cation, barely perturbs the molecular
potential. This is a rst step towards understanding the role of less “gentle” probe
pulses, such as the IR one used in earlier experiments.

2 Theoretical methods

A theoretical description of laser–matter interactions using attosecond light
sources requires of a time-dependent treatment. We work with two different
approaches, both based on the density functional theory (DFT) formalism: (i) the
static-exchange DFT method plus time-dependent perturbation theory, and (ii)
the time-dependent Kohn–Sham (TDKS) method combined with Ehrenfest
44 | Faraday Discuss., 2016, 194, 41–59 This journal is © The Royal Society of Chemistry 2016
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molecular dynamics (TDDFT-MD). The former will be used to evaluate the ioni-
zation amplitudes and the second one to describe the evolution of the ionic
system when nuclear motion is included. The static-exchange DFTmethod30,31,38,39

has been successfully applied to describe ionization of many molecules, from the
simple N2 or CO molecules40 to biomolecules such as the amino acid phenylala-
nine.4 The strength of this method lies in the accurate description of the
continuum electron wave function, which allows for an accurate evaluation of
photoionization amplitudes and cross sections of molecular systems. The
combination of this method with rst-order time-dependent perturbation theory
has recently provided the rst reliable description of the electronic wave packet
created in the ionization of a biomolecule by a broadband attosecond pulse.4,32

Previous applications of this method have either ignored the nuclear motion
(xed-nuclei approximation, FNA) or have included at most a single nuclear
degree of freedom, which is appropriate for diatomic molecules40,41 or for small
polyatomic molecules in problems where a single vibrational mode is active.42,43

Here we go a step further and include nuclear motion by means of the TDDFT-MD
method, which combines Ehrenfest molecular dynamics (MD) for the nuclear
motion with a time-dependent DFT (TDDFT) description of the electronic
dynamics as implemented in the CPMD package.44 In this section, we will rst
summarize the essence of the static-exchange DFT method and its implementa-
tion in the framework of rst-order time-dependent perturbation theory, and then
briey describe the basic equations employed to describe the evolution of the N
andN� 1 electron densities associated, respectively, with the full and the cationic
system. Finally, we will explain our implementation of the TDDFT-MD method to
account for the nuclear motion during the evolution of the electronic wave packet
created in the ionization step.

2.1 The initial electronic wave packet

Attosecond pulses are mainly produced from high-harmonic generation. These
pulses are typically of low intensity and contain frequencies in the XUV spectral
domain. In this context, one can make use of rst-order time-dependent pertur-
bation theory to describe their interaction with matter. Thus, the wave packet
created upon the interaction of the molecule with such pulses can be written in
the basis of molecular eigenstates as

J
�
~r1;.;~rN ; t

�
¼ c0ðTÞe�iE0tJ0

�
~r1;.;~rN

�
þ
X
a;l

ð
ca;lð3;TÞe�iðEaþ3ÞtJa

l
�
~r1;.;~rN ; 3

�
d3 (1)

where J0(~r1,.,~rN) is the ground state of the neutral molecule and Ja
l(~r1,.,~rN, 3)

describes the N-electron system where one electron is in the continuum with
energy 3 and angular momentum l, and the ion is le behind with a hole in the
a orbital. The time evolution of the wave packet is given by the stationary phases
in the absence of the eld (t > T, where T is the pulse duration) and the corre-
sponding amplitudes at the end of the pulse:

c0ðTÞz1

ca;lð3;TÞ ¼ �i
�
Ja

3;l jm̂jJ0

� ðN
�N

~E ðtÞeiðEaþ3�E0Þtdt;
(2)
This journal is © The Royal Society of Chemistry 2016 Faraday Discuss., 2016, 194, 41–59 | 45
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where hJa
3,l|m̂|J0i is the dipole transition matrix element connecting the ground

and a continuum state, m̂ stands for the dipole operator (here we have used the
length gauge form of this operator), the time integral is the Fourier transform of
the electric eld, ~E ðtÞ, and (Ea + 3 � E0) is the energy absorbed by the system. The
eld is dened from 0 to T using experimental temporal envelopes, F(t), in the
form ~E ðtÞ ¼ FðtÞsinðutþ fÞ3, with ~3 being the polarization vector and f the
carrier-envelope phase, which is xed to zero. Due to our denition of the eld,
the integral in eqn (2) can be identically evaluated in the interval [0, T].

The nal continuum state is obtained by using the static-exchange DFT
method as described in ref. 30, 31 and 39. In brief, we make use of the DFT
formalism as implemented in the Amsterdam Density Functional (ADF)
package45,46 to compute the ground state of the neutral molecule, employing the
LB94 functional with a TZP basis. The rst ionization potential of the molecule is
computed using the outer-valence Green's function method and the DFT-LB94
eigenvalues are accordingly shied. The calculated Kohn–Sham density and
orbitals are used to represent the exchange and correlation potentials needed to
solve the multichannel scattering equations that describe a continuum electron
in the presence of an (N � 1)-electron molecular cation represented by a Slater
determinant that includes the above-mentioned orbitals with the exception of
that from which the electron has been ionized. Both the original Kohn–Sham
orbitals and the continuum electron are written as a multicenter expansion in
a basis of B-splines, which is particularly suitable to represent the continuum
functions at any desired distance from the molecular center of mass. Evaluation
of a continuum state associated with a particular electron energy is made by
using the Galerkin approach.47,48 The multicenter expansion consists of a basis
placed at the center of mass of the molecule, containing 111 B-splines enclosed
in a sphere of 30 a.u. for the radial components and spherical harmonics with
a maximum angular momentum of lmax ¼ 20, and a smaller basis located at each
atomic center containing B-splines in spheres ranging from 0.2 to 1.6 a.u. and
with lmax ¼ 2.

In this paper, we will present results for charge migration dynamics origi-
nating from two different ways: (i) by removing an electron from a given orbital of
the neutral molecule, as it has been done in most extant theoretical works,1,3,29,49

and (ii) by creating a coherent superposition of one-hole states, as in the case of
ionization by an attosecond pulse. It is in the second context where one cannot
avoid evaluating the ionization amplitudes.4,32 The common feature in both
scenarios, however, is the formation of a non-stationary cationic state, which
induces the hole dynamics along the molecular skeleton.
2.2 N-Electron and (N � 1)-electron densities

A common theoretical practice to visualize charge migration in large molecules is
to compute the electron density in the remaining ion, assuming that the
dynamics of the photoelectron and that of the cation can be decoupled. This
approximation will be valid as long as the interaction of the leaving photoelectron
and the ion is negligible, for instance, if the electron is rapidly ejected. To validate
this approximation within our DFT-based formalism, we have compared the
electron densities of theN and (N� 1)-electron systems. In the rst case, the effect
of the continuum electron is explicitly included. In the second case, a common
46 | Faraday Discuss., 2016, 194, 41–59 This journal is © The Royal Society of Chemistry 2016
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procedure is to make use of the reduced density matrix formalism to get rid of the
ejected electron.

We compute the time-dependent one-particle electron density from the per-
turbed part of the N-electron wave function, as

rN
�
~r1; t

� ¼ N

ð
d~r2.

ð
d~rN

���JN

�
~r1;.;~rN ; t

����2 (3)

where JN(~r1,.,~rN, t) is the N-electron wave packet created by the XUV pulse,
which can be written, as in eqn (1), as an expansion over N-electron continuum
eigenstates:

JN

�
~r1;.;~rN ; t

� ¼ Z
X
a;l

ð
d3ca;lð3;TÞJa

l
�
~r1;.;~rN ; 3

� ​
(4)

with Z being a normalization factor. The corresponding expression for the one-
particle density in the basis of spin-orbitals is given by

rN
�
~r1; t

� ¼X
a;l

ð
d3

" X
a
0sa

���4a0
�
~r1
����2þ���4l

�
~r1; 3

����2
!��ca lð3Þ��2

�
X
a
0sa

cl*a ð3Þca0 lð3Þ4a

�
~r1
�
4a

0
�
~r1
�
e�iðEa0 �EaÞt

þ
X
l
0

ð
d30cl*a ð3Þca0 l

�
30
�
4l

�
~r1; 3

�
4l

0
�
~r1; 3

0�
e�ið30�3Þt

#
; (5)

where 4a(~r1) is a Kohn–Sham spin-orbital and 4l(~r1, 3) is a continuum spin orbital.
The above expression has a stationary part, the rst term, and two other terms
that lead to variations of the electron density with time. We will see oscillations in
the density with a periodicity dictated by the energy differences between cationic
states (second term) and between continuum orbitals themselves (third term).
The former are possible because electrons can be ejected with the same energy
and angular momentum from different orbitals. The third term is expected to
vanish in the neighborhood of the molecule if one waits long enough until the
ejected electron is far away from the molecule. When this limit is reached, it is
legitimate to ignore this electron and dene a one-particle electron density from
an (N � 1)-electron system. For this purpose, we rely on the reduced density
matrix formalism, where the N-electron wave function is rst projected into the
continuum wave functions and then integrated over all continuum energies, thus
leading to an N � 1 ionic electron density

rionN�1

�
~r1;~r2;.;~rN�1; t

� ¼X
l
0
d3

0D
4l

�
~rN ; 3

�
ei3t
���JN

E
~rN

D
JN

���4l

�
~rN ; 3

�
e�i3t

E
~rN
; (6)

in which the brackets indicate an integral over the N-th spatial coordinate. We
then dene the ion one-particle electron density as

rion
�
~r; t
� ¼ ð rionN�1

�
~r;~r2;.;~rN�1; t

�
d~r2;.; d~rN�1 (7)

where one now has an integral over the spatial coordinates of N � 2 instead of
N � 1 electrons. Introducing (4) in the above equation results in the following
expression for the electron density of the ion:
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rion
�
~r; t
� ¼X

a

gðionÞ
aa

X
a
0sa

���4a0
�
~r
����2�X

a

X
a0sa

g
ðionÞ
aa0 e�iðEa�Ea0 Þt4a

�
~r
�
4a

0
�
~r
�
; (8)

where we have introduced the reduced density matrix, g(ion)
aa0 , in the form

g
ðionÞ
aa0 ¼

X
l

ð
d3ca3lðTÞc*a03lðTÞ: (9)

For illustrative purposes, it is common to dene the hole density as the
difference between the electron density that corresponds to the initial state of the
neutral target and that of the cation, rhole(~r, t) ¼ rneutral(~r) � rion(~r, t). For
consistency, in the case of the N-electron system we will use a similar expression,
where rion(~r, t) is now replaced by rN(~r, t) given in eqn (5). The electron density of
the neutral molecule is simply given by the sum of the squares of the occupied

Kohn–Sham orbitals, rneutral ¼
P
a0

���4a0 ð~rÞ
���2, and thus the hole density is simply

given by

rhole
�
~r; t
� ¼X

a

	
1� gðionÞ

aa


X
a
0sa

���4a0
�
~r
����2þX

a

X
a0sa

g
ðionÞ
aa0 e�iðEa�Ea0 Þt4a

�
~r
�
4a

0
�
~r
�
: (10)

2.3 Classical Ehrenfest nuclear dynamics

To account for non-adiabatic effects in the evolution of inner-shell vacancies
created by XUV light, we have performed rst-principles calculations within the
so-called Ehrenfest molecular dynamics (MD) approximation where the mean
eld potential energy surface driving the nuclear dynamics is computed at the
TDDFT level. In earlier work,35,49 Ehrenfest MD has also been combined with an ab
initio CASSCF methodology to study charge migration processes involving
a reduced number of electronic states. A detailed description of our TDDFT MD
method can be found in ref. 44, 50 and 51. Briey, an isolated glycine molecule
was placed in a tetragonal box of dimensions 30 � 20 � 20 Å. Both the Kohn–
Sham orbitals and the electronic density were expanded in a plane wave basis set
using an energy cutoff of 70 Ry. Core electrons were replaced by pseudo-potentials
(PP) of the standard Troullier–Martins form52 and PP energies and forces were
evaluated using the Kleinman–Bylander scheme.53 The exchange correlation
energy was calculated using the PBE functional.54 The orbitals of the neutral
glycine molecule were optimized using a convergence threshold of 10�8. In
TDDFT-based Ehrenfest MD, the electronic density evolves according to the time-
dependent Kohn–Sham (TDKS) equations.55 The propagation of the electronic
degrees of freedom was started from a non-equilibrium electronic structure in
which an electron is removed from a previously occupied KS orbital of neutral
glycine. This initial electron density, which does not correspond to a specic state
of Gly+, was then propagated by numerical integration of the unrestricted TDKS
equations using an iterative Crank–Nicolson algorithm combined with a two-step
Runge–Kutta scheme to maintain the dt3 order accuracy (for more details on the
implementation, see a recent review56). A time-step of 0.01 a.u. was chosen to
ensure energy conservation within 1% over the entire simulation length (25 fs).
The initial atomic conguration was taken from a geometry optimization of the
48 | Faraday Discuss., 2016, 194, 41–59 This journal is © The Royal Society of Chemistry 2016
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uncharged system at 0 K. The forces on the nuclei were computed according to the
Hellmann–Feynman theorem as the analytic derivative of the expectation value of
the energy. Due to the fact that the number of a and b electrons is unbalanced in
the cation, the hole density at each instant of the propagation is given by the
difference between the a and b spin densities.44
3 Effect of the ionized electron on the cation
dynamics

We explore the signature of the emitted photoelectron on the cationic dynamics
right aer the ionization event. As mentioned before, most extant works in this
eld consider a sudden electron emission and simply capture the dynamics of the
remaining cation. Alternatively, we calculate here the expected value of the one-
particle density operator for the N-electron system in order to trace in time the
photoelectron ejection and assess its effect in the remaining cationic density. To
that end, we have chosen a realistic case in which the most stable conformer of
the glycine molecule is ionized upon the interaction with the experimentally
available sub-300-as pulse reported in,4 with a spectral energy bandwidth covering
photon energies from 18 to 35 eV. The selected glycine conformer is the most
abundant one at room temperature (x60% 57)), so in line with the results of ref.
32 for the phenylalanine molecule, one can expect that the hole dynamics
observed in a real experiment should not differ signicantly from the one re-
ported here. For consistency, the same conformer has been used in all calcula-
tions reported in the forthcoming sections. To avoid spurious reections of the
photoelectron at the box boundaries, we have used a rather large simulation box
of 100 a.u. for the radial grid. The XUV pulse is sufficiently energetic to eject an
electron from the 15 outer orbitals of glycine, leading to the formation of
a coherent superposition of ionic states, as described in eqn (1), including all
those 15 states with their associated electronic continua. One can then extract the
one-particle electron density as given in eqn (8) for the (N� 1)-electron system, i.e.
by rst projecting into the continuum states as shown in expression (6), or
instead, extract it directly from the N-electron target as dened in eqn (3).

In Fig. 1 we show the early evolution of the hole density, rhole(~r,t)¼ rneutral(~r)�
rion(~r, t), in both scenarios, i.e., by including (top row) and excluding (bottom row)
the ionized electron, respectively. As can be seen, the ejected electron spreads
around the whole molecule when t < 0.2 fs, so that one cannot ignore its presence
in the evaluation of the hole density. Later on, the ionized electron vanishes from
the vicinity of the molecular skeleton, but the correlation effects induced on the
dynamics of the remaining cation are still visible, up to t� 0.7 fs. At longer times,
the evolution of the hole density is practically the same as that resulting from
ignoring the ionized electron, as shown in Fig. 2. This gure provides a more
quantitative information about the role of the ionized electron, by comparing the
actual electron densities integrated around different molecular sites. Fig. 2 shows
again that the effect of the ionized electron is only appreciable during the rst half
of femtosecond. The precise value of this elapsed time will strongly depend on the
kinetic energy of the photoelectron and, consequently, it will depend on the
energy spectrum of the pulse employed to ionize the molecule. In the present
case, the broad pulse bandwidth ranges from �15–35 eV, leading to the emission
This journal is © The Royal Society of Chemistry 2016 Faraday Discuss., 2016, 194, 41–59 | 49
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Fig. 1 Comparison of hole densities corresponding to N and N � 1 electron systems right
after the action of a sub-300-as XUV pulse. For the sake of clarity, the hole density has
been referenced to its time-averaged value, so that yellow and purple colors indicate,
respectively, excess and default of charge with respect to the average hole density. Upper
rows: N-electron system (see text). Lower rows: (N � 1)-electron system. Isosurfaces with
values 8 � 10�4 and �8 � 10�4 a.u. are plotted in yellow and purple, respectively. Zero
time is taken right at the end of the XUV pulse.
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of relatively slow electrons, since the ionization potential (IP) from the highest-
occupied molecular orbital (HOMO) of glycine is around 11 eV, while for the
lowest valence orbital reached by the pulse (6a0) it is close to 32 eV. The resulting
electronic wave packet is thus built from components of relatively low kinetic
energy, giving a lower bound for this elapsed time. The general conclusion is that
in the very early stages of the process, the observed dynamics will be exactly the
same as that of the residual cation in the absence of the photoelectron, thus
proving that, although one has to account for ionization in order to obtain
a realistic description of the electronic wave packet generated by the XUV pulse,
one can safely ignore the ionized electron in the subsequent evolution of the
electronic wave packet in the cation.
Fig. 2 Variation of the hole density obtained around different molecular sites as a function
of timewith respect to its time-averaged value. Full lines:N-electron system. Dashed lines:
(N � 1)-electron system. Zero time is taken right at the end of the XUV pulse.

50 | Faraday Discuss., 2016, 194, 41–59 This journal is © The Royal Society of Chemistry 2016

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/c6fd00074f


Paper Faraday Discussions
O

pe
n 

A
cc

es
s 

A
rt

ic
le

. P
ub

lis
he

d 
on

 0
1 

Ju
ne

 2
01

6.
 D

ow
nl

oa
de

d 
on

 7
/1

9/
20

25
 5

:1
5:

42
 A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online
4 Effect of nuclear motion on the cation
dynamics

To investigate the effect of the nuclear motion on the XUV induced dynamics, we
have compared the results of the TDDFT-MD method described in section 2.3, in
which the nuclear motion is described in the framework of a semiclassical
Ehrenfest approach, with those obtained from TDDFT calculations in which the
nuclear positions remain xed (xed-nuclei approximation, FNA). For a mean-
ingful comparison, both types of calculations have been performed by using the
same code and the same set of parameters (initial wave packet, basis set, inte-
gration steps, exchange-correlation functional, box, etc.), the only difference being
the turning on or off of the nuclear dynamics, respectively. To simplify the
analysis, we have considered one-hole initial states resulting from single-electron
removal from specic Kohn–Sham orbitals, instead of initial states that result
from the coherent superposition of one-hole states as those arising in ionization
by attosecond pulses. As an illustration, we have considered electron removal
from the 4a0 0 and 14a0 orbitals. Fig. 3 and 4 show the corresponding hole densities
as functions of time. As can be seen, the effect of nuclear motion is negligible
within the rst 6–8 fs, whereas it is noticeable at longer times, up to the point that
it leads to an entirely different dynamics. The time interval within which nuclear
motion can be ignored is signicantly shorter than the typical periods of the
glycine vibrational modes. This is likely due to the relatively rapid non-adiabatic
transitions between different electronic states. This result is compatible with the
time scales found by Vacher et al.8,35 for benzene and its derivatives. Since our
TDDFT calculations account for non-adiabatic effects involving a large manifold
of molecular states, the conclusion is that nuclear motion starts to affect electron
dynamics right aer the rst non-adiabatic transition.

As shown in previous work,4 coherent hole motion can lead to rapid oscilla-
tions in the measured ion yields as a function of the pump–probe delay. These
oscillations reect the typical frequencies of such coherent motion. To analyze the
effect of nuclear motion on the measured frequencies, we have calculated the
Fourier transform of the hole density around different molecular sites, namely the
Ca atom, the two oxygen atoms, and the N atom. Since, in current experiments,
ultrafast oscillations have only been observed for time delays shorter than 20 or
Fig. 3 Time evolution of the spin density, defined as ra � rb, after removing an electron
with a-spin from the 4a0 0 orbital. The isosurfaces enclose charge densities larger than
0.005 a.u. of b (blue) and a (yellow) electrons.

This journal is © The Royal Society of Chemistry 2016 Faraday Discuss., 2016, 194, 41–59 | 51
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Fig. 4 Same as Fig. 3 for the 14a0 orbital.
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30 fs, we have limited our study to the time interval 0–25 fs. The results are shown
in Fig. 5 and 6. As a result of the limited time interval used in our analysis, the
peaks associated with the different frequencies exhibit a width. As in the case of
the phenylalanine molecule,4 a striking feature of the calculated frequency
spectra is the appearance of very few peaks, typically two or three in the interval
from 0.1 to 1.5 PHz. These frequencies correspond to energy differences between
the cationic states that compose the electronic wave packet generated in the
ionization process. However, among all possible energy differences, only a few
ones are actually observed, not necessarily involving the state in which the
vacancy was initially created. Inclusion or not of the nuclear motion does not alter
this general picture. However, the actual values of the frequencies can be
signicantly affected by the presence of the nuclear motion. As can be seen, some
frequencies are slightly shied, and others can even appear or disappear. This is
the consequence of non-adiabatic transitions between the initially populated
Fig. 5 Fourier transforms of the spin density around the Ca atom, the two oxygen atoms,
and the N atom of glycine for ionization from the 14a0 orbital.
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Fig. 6 Same as Fig. 5 for the 4a0 0 orbital.
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cationic states and cationic states that were initially empty. The fact that the
values of the frequencies do not differ too much from those obtained in the xed-
nuclei approximation would suggest that non-adiabatic transitions are likely to
occur between neighboring states.
5 Control of hole dynamics through attosecond
pulse shaping

Hole dynamics reects the time evolution of the initially created electronic wave
packet, which is a coherent superposition of cationic states. Thus different initial
electronic wave packets must evolve differently. Here we show that one can indeed
modify such dynamics by changing the pulse characteristics. To prove it, we have
chosen three different pulses whose frequency spectra are identical to three
attosecond pulses produced in recent experiments.4,37 These frequency spectra are
shown in Fig. 7. Two of the pulses cover a similar frequency region, around 20 eV,
but have very different envelopes. The third one has a very simple spectral shape
but covers a range of higher frequencies, around 90 eV. Fig. 7 also shows the
photoionization cross sections of the glycine molecule associated with electron
removal from different molecular orbitals. As can be seen, for all pulses, there is
a substantial number of ionization channels that are open. Obviously this
number is larger for the pulse containing the higher photon energies. All ioni-
zation probabilities are comparable in magnitude. However their relative values
change signicantly with photon energy. Similarly, the relative phases between
the different ionization amplitudes change with photon energy. Therefore, one
can expect that, by using pulses with different spectral shapes or covering
different frequency ranges, different coherent superpositions of cationic states
will be generated. Fig. 7 shows the frequency spectra associated with the hole
This journal is © The Royal Society of Chemistry 2016 Faraday Discuss., 2016, 194, 41–59 | 53
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Fig. 7 Upper panel: photoionization cross sections of glycine from the molecular orbitals
indicated in the colored labels. The shadowed lines correspond to the experimental
energy distributions of three different attosecond pulses centered at 20 eV (red), 18–35 eV
(orange) and 90 eV (blue), respectively. Lower panels: Fourier power spectra of the time-
dependent spin density integrated around various molecular centers, computed for the
three pulses (left column: 20 eV; middle column: 18–35 eV; right column: 90 eV). Each
row corresponds to a given atom as labeled in the first column.
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dynamics around the Ca atom, the two oxygen atoms, and the N atom of glycine.
As can be seen, the frequency spectra, or in other words the hole dynamics, can
indeed be very different, but not always. Surprisingly the largest differences are
observed for the two pulses that cover a similar range of photon energies. These
two pulses, however, have a very different spectral shape. Since the ionization
probabilities exhibit the largest relative variations at low photon energies, it is
thus clear that the actual shape of the pulse matters. This is because spectral
peaks strategically placed at specic photon energies may favor ionization in
specic channels, in detriment of ionization in the other channels. Selectivity is
much less pronounced at higher energies, where ionization probabilities and
their corresponding relative values vary slowly with photon energy. In this case,
the calculated frequency spectra are different from those obtained by using the
other two pulses, although they exhibit some similarities to those obtained from
the pulse with the largest spectral width.

These results show that, in general, a large degree of control can only be
achieved in regions of the ionization spectrum where the relative ionization
probabilities change signicantly with photon energies. In large molecules, this
54 | Faraday Discuss., 2016, 194, 41–59 This journal is © The Royal Society of Chemistry 2016
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usually occurs close to the ionization threshold, within the rst 10 to 40 eV, where
specic tuning of shape resonances or broad autoionizing states can play an
important role. In this region, the optimum way to exert such control is by
introducing peaks in different regions of the pulse spectrum.
6 Role of the probe pulse on the cation
dynamics

In pump–probe experiments, common observables employed to capture ultrafast
electron dynamics in molecules are total or partial ionization yields as functions
of the time delay between the pulses.4,16 A complete calculation that includes both
electron and nuclear dynamics, in conjunction with ionization of a second elec-
tron and the eventual dissociation induced by a probe pulse is currently out of
reach. For this reason, as a rst step to explore the role of the probe pulse, we have
ignored the nuclear motion and we have assumed that the second ionization step
can be described by using the same Kohn–Sham orbitals as for ionization of the
pump pulse. This is equivalent to assume that electron correlation in our Kohn–
Sham description of the neutral, singly- and doubly-charged species is the same.
Therefore, our analysis can only have a qualitative value. Nevertheless, it will
already allow us to understand if the hole dynamics initiated by the pump pulse is
captured aer the additional ionization produced by the probe pulse. The general
expression for the two-photon double ionization amplitude can be written as:

ca;bð3a; 3b; sÞ ¼ i

ðT
0

dt
0~E probe

�
t
0�
eiðEbþ3b�Ea�3aÞt0

�
ðt0
0

dt~E pumpðtÞeiðEaþ3a�E0Þt
D
Ja;b

3a ;la ;3b ;lb jm̂jJa
3a;la
E�

Ja
3a ;la jm̂jJ0

�
(11)

where the two indices a and b are used to denote the nal dicationic states,
indicating the Kohn–Sham orbitals from which the two electrons have been
ejected, rst by the pump pulse, leading to the a vacancy, and then by the probe
pulse, leading to the b vacancy. For the reasons explained in the introduction, we
consider an XUV probe pulse identical to the pump probe, ~E probeðtÞ ¼ ~E pumpðtÞ,
with a time delay of s between them such that they never overlap. Hence the
double integral in time is separable and the time-dependence can be factored out.
Eqn (11) has been evaluated for the sub-300-as pulse of ref. 4. The resulting total
double ionization yield as a function of the pump–probe delay is shown in Fig. 8
together with its Fourier transform. We observe that the double ionization yield
exhibits rapid oscillations superimposed to a slower one of period �10 fs. These
are the main frequencies seen in Fig. 7 (central panels) for this same pulse.
Notice, however, that beatings corresponding to different atoms appear all at once
in the double ionization yield, although their relative intensities are no longer
modulated by the orbitals' overlap as for the hole densities shown in Fig. 7
[see also eqn (10)]. These ndings are in agreement with the conclusion of ref. 36
for the case of the XUV-pump/XUV-probe ionization of H2, although, in the latter
case, only the single ionization channel is open due to the large energy separation
between the electronic states of the molecule. The present results show that, as in
ref. 36, the use of a “gentle” XUV pulse allows us to uncover the pump-induced
This journal is © The Royal Society of Chemistry 2016 Faraday Discuss., 2016, 194, 41–59 | 55
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Fig. 8 (Upper panel) Double ionization yields as a function of the pump–probe time delay,
computed from eqn (11) using the static exchange DFT method. (Lower panel) Power
spectrum of the above signal.
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dynamics without introducing additional distortions. That such a conclusion is
still valid when IR probe pulses are used or when the nuclear degrees of freedom
are taken into account remains to be seen.
7 Conclusion

We have theoretically investigated, by means of the static-exchange DFT and
TDDFT-MD methods, the effect of different factors that have hitherto been
ignored in the description of charge migration induced by attosecond XUV pulses
in biologically relevant molecules, namely, (i) the role of the ionized electron in
the electron wave packet dynamics that follows the interaction with a XUV atto-
second pulse, (ii) the effect of nuclear motion on the charge migration process,
(iii) the possibility to control such dynamics by shaping the attosecond pulse that
ionizes the molecule, and (iv) the role of the probe pulse on the pump-induced
electron dynamics. By using the glycine molecule as a benchmark, we have shown
that (i) the ionized electron only affects these dynamics during approximately the
rst femtosecond, (ii) nuclear dynamics has a signicant effect aer approxi-
mately 8 fs, but does not destroy the coherent motion of the electronic wave
packet during a few tens of fs, (iii) charge dynamics can indeed be changed by
modifying the pump pulse characteristics, thus opening the door to the control of
charge dynamics in biomolecules, and (iv) a weak XUV probe pulse does not
introduce signicant distortions in the pump-induced dynamics, suggesting that
56 | Faraday Discuss., 2016, 194, 41–59 This journal is © The Royal Society of Chemistry 2016
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pump–probe strategies are suitable for imaging and manipulating charge
migration in complex molecules.
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J. L. Sanz-Vicario, S. Zherebtsov, I. Znakovskaya, A. L'Huillier, M. Y. Ivanov,
M. Nisoli, F. Mart́ın and M. J. J. Vrakking, Nature, 2010, 465, 763–766.
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