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Solvent effects on ion–receptor interactions in
the presence of an external electric field†

Martin Novák,a Cina Foroutan-Nejad*a and Radek Marekab

In this work we investigated the influence of an external electric field on the arrangement of the solvent

shells around ions interacting with a carbon-based receptor. Our survey reveals that the mechanism of

interaction between a monoatomic ion and a p-type ion receptor varies by the variation in the solvent

polarity, the nature of the ion, and the strength of the external field. The characteristics of the ion–

surface interaction in nonpolar solvents are similar to those observed in a vacuum. However, in water,

we identified two mechanisms. Soft and polarizable ions preferentially interact with the p-receptor. In

contrast, two bonded states were found for hard ions. A fully solvated ion, weakly interacting with the

receptor at weak field, and a strong p-complex at the strong-field regime were identified. An abrupt

variation in the potential energy surface (PES) associated with the rearrangement of the solvation shell

on the surface of the receptor induced by an external field was observed both in implicit and explicit

solvent environments. The electric field at which the solvation shell breaks is proportional to the

hardness of the ion as has been suggested recently based on experimental observations.

1. Introduction

An external electric field (EEF) can modulate the nature and
strength of intermolecular interactions,1–4 affect the products
of known chemical processes,5–9 energies of the electronic
states10,11 and consequently response properties of molecules.12–15

The EEF has been employed for molecular sensing16,17 and recently
for catalysis.18–20 Carbon nanostructures, in particular graphene,21

because of their polarizable extended p-systems are a fascinating
class of materials whose properties can be influenced considerably
by means of an EEF.22 Graphene has been used for manufacturing
state-of-the-art electronic devices such as high capacity batteries,23–26

super-capacitors,27–34 and field-effect transistors.35–38 These
technological advances necessitate to gain a fundamental under-
standing of the mechanism of electric-field-induced chemical
processes to improve future experiments.39

The dynamic processes on the ion/solvent–graphene interface in
the presence or absence of the electric fields have been studied by
many researchers to gain a better understanding of the physio-
chemical processes in batteries and super-capacitors.40–47 Several
groups have studied the interactions of ions,48,49 metal atoms,50–63

metallic clusters,64 or molecules65–67 with carbon nanostructures

by quantum mechanical approaches mainly in the absence and
seldom in the presence of the external electric fields. However,
until very recently ion–surface interactions have not been studied
at a state-of-the-art quantum mechanical level in the presence of
an EEF.68–70

Recent studies have suggested that a uniform EEF can
strengthen ion/molecule–graphene interactions by increasing
the electron sharing between two species.1,69,70 The magnitude
of the electron sharing is influenced by the extent of the state-
mixing between the singlet excited-states of the system and its
electronic ground-state.71 We term this phenomenon electric
bond strengthening, in analogy with the electric bond soft-
ening.72,73 A very strong electric field ultimately initiates the
electron-transfer process between the carbon nanostructures74

and the ions, which results in dissociation of the ion–receptor
complex. Our recent studies in the gas-phase suggest that
electron transfer may occur via formation of a covalent inter-
mediate between the donor and the acceptor.71

Because a great number of chemical phenomena take place
in solvents/electrolytes, we focus on understanding the ion–
receptor interactions in the presence of an external electric field
in a solution. Solvation introduces an additional degree of
complexity to the already complex problem of molecular inter-
actions in the presence of an EEF. The mechanism of the
interaction between the solvated ions and surfaces has been
an intriguing question for researchers.75–80 Here we aim to
verify minimum requirements for a precise theoretical descrip-
tion of the ion–receptor interaction by comparing our theoretical
results with experimental data. The potential of implicit and
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cluster-continuum solvent models for dealing with this issue is
examined in detail. The effect of solvent on the nature of
interaction between singly charged monoatomic ions (Li+, Na+,
K+, F�, Cl�, and Br�) and coronene as a model p-system,
representing the smallest unit of a carbon nanostructure, is
explored. This study serves as a pilot work towards a more precise
understanding of the phenomena that occur in the presence of
high-electric fields such as in ultra-capacitors and in scanning
tunneling spectroscopy (STM) experiments.81–84 In the following, in
Section 2 after presenting the computational protocol we introduce
the concepts that are necessary to follow our discussion. The results
and the concluding remarks are presented in Sections 3 and 4.

2. Methods

Complexes between a set of singly charged monoatomic ions
(Li+, Na+, K+, F�, Cl�, and Br�) and coronene were optimized in
the presence and absence of a uniform external electric field at
the M06-2X85/6-311++G(2df,2p) computational level employing
an implicit polarized continuum model to account for solvation.
In order to make sure that our results are not computational
artifacts originating from using a certain type of solvent model,
both PCM86 and newly introduced SMD models87 as implemented
in Gaussian 09 rev. D0188 were considered. Two different solvent
cavity models from the contemporary and an older version of
Gaussian (Gaussian 03) were used to double check the validity of
our results, Tables S8–S11 (ESI†). Furthermore, two nonpolar
solvents, hexane and carbon tetrachloride, were used to recognize
the effect of solvent polarity on the observed trends. To briefly
comment on the differences between various protocols, the
interaction energies obtained from the old cavity model are always
higher than those of the new cavity model. The interaction
energies from the PCM are smaller than those obtained from
the SMD because of the differences between different PCM-based
methods in the treatment of bulk electrostatics and the additional
dispersion term considered in the SMD model.87 The binding
properties of our model systems in the nonpolar solvents are
essentially similar to the results previously obtained for vacuum;
no distinguished feature for hexane or carbon tetrachloride was
observed. Thus, we merely discuss our results obtained using the
SMD model with the default cavity implemented in G09-D01 in a
water solvent because of its accuracy compared with other PCM-
based methods unless otherwise stated.

In all complexes, the ions were placed above the center of
symmetry of the coronene and optimization was performed without
imposing any symmetry. Changing the position of ions with respect
to coronene, e.g. placing the ion on the top of C atoms or the middle
of CC bonds, has a minor effect on the binding energies computed
in water as the solvent. Frequency computation was not performed
since we have observed69,71 that the ions in certain cases tend to
interact with hydrogen atoms at the periphery of the finite size
model p-systems though such interactions are absent in the real
graphene sheets. For all species the electric field was applied along
the main axis of symmetry of the complex in two different directions
as presented in Fig. 1.

The strength of the electric field was increased from zero
either to maximum 0.01 au in each direction or to the field
strength at which the complex dissociates, in 0.001 au intervals.
In the low-field regime the structures were optimized in increments
of 0.0001 au to make sure that all features of the shallow PES of the
complexes are inspected.

To gain an insight into the importance of non-electrostatic
factors in the solvent–solute interactions and the rearrangement
of solvent cavity, the first solvation layer was modeled by adding
six water molecules to our systems in the SMD continuum
solvent model. Structures were optimized at three EEF strengths
(0.0000, 0.0050, and 0.0100 au) at the M06-2X/6-311++G(2df,2p)
computational level. A comprehensive bonding analysis of the
nature of ion–receptor interactions within the context of quan-
tum theory of atoms in molecules, QTAIM,89 was performed via
the AIMAll90 package. For details of bonding analysis, see ESI.†
The binding energies were calculated using eqn (1).

BE> = EField
complex–FS � (EField

ion–PS + EField
p–system–PS) + QF�(R1 � R0) (1)

The subscript > in eqn (1) highlights the directional nature of
the binding energy in the presence of an EEF, which originates
from the electric work.69–71 The final term in the equation
accounts for the origin-dependence of the energy of a charged
system in the presence of an external electric field, where Q, F,
and (R1 � R0) represent charge of the system, magnitude of
the applied field, and the displacement vector describing the
position of ions with respect to the origin in the complex,
respectively. Neglecting this term affects the magnitude of the
binding energies severely.70

To account for the energy change associated with partial
desolvation of the ions and the p-system in the implicit solvent

Fig. 1 Representation of the studied systems; the ions are located on the
top of the central hexagon of coronene and are color-coded according to
the field at which the position was determined. Electric field vectors are
presented in atomic units. Positive and negative values for the electric field
merely denote the direction of the applied field; a positive value represents
a direction that pushes cations towards the surface of the receptor and
vice versa.
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model, the ions and the atoms of the p-system are replaced with
dummy atoms to prevent solvation on the one side of the ion/
p-system without affecting the electronic energy similar to the
counterpoise correction method by Boys and Bernardi.91

The magnitude of the partial desolvation energy (PDE), see
Section 3.1, is evaluated as the energy difference between the
partially solvated ion–p-system and the fully solvated components.

3. Results and discussion
3.1. Implicit solvent models: alterations of the bond length,
binding and partial desolvation energies

The most prominent effect of water on the ion–p systems is
attenuating the ion–p interaction by solvation of the ion.
Consequently the ion–p binding energy (BE) decreases and the
distance between the ions and the surface of the p-receptor – the
bond length (BL) – increases compared to those in a vacuum.
Plotting the BL or BE versus the EEF strength reveals an inter-
esting phenomenon that is the coexistence of two minima with
respect to the ion–surface distance in the low-field regime for
fluoride and lithium complexes, Fig. 2. This feature has not been
identified in the previous studies in a vacuum68–71 or for the
nonpolar solvents in the present study, see the ESI.†

Visualization of the solvent cavity for lithium or fluoride
(Fig. 3) shows that in the low-electric-field limit the ions and the
p-system are almost inside two different cavities loosely con-
nected together but the cavity shape changes considerably in
the high-field regime. This change is consistent with the
desolvation process on the surface of the p-system. The absence
of a double-minimum PES in nonpolar solvents or softer ions in
water indicates that, in these cases, the ion–solvent interaction
is less favored compared to the ion–p interaction. The observed
trends are generally in agreement with experimental observa-
tions where the solvation shells of large and soft ions have been
demonstrated to distort easier.75–79 However, our standard
implicit solvent-model study is unable to correctly model the
desolvation process for sodium cation which is known to be
better solvated compared to fluoride.92

Comparing the plots of BE or BL vs. EEF for the anions and
cations unveils intrinsic differences, Fig. 2b. The binding
energies of the anion–p complexes in the studied range of the
field strength change less than those of the cation–p com-
plexes. The difference between the magnitudes of the BEs of
different anions, ca. 1 kcal mol�1, is comparable to the intrinsic
DFT error limit; thus, it is hard to comment on the anion
selectivity of the receptor at this theoretical level. Furthermore,
the SMD and PCM models predict different trends of the BE
variation for the anions. The SMD solvent model predicts that
the relative BEs of the anion–p complexes decrease from the
fluoride to the bromide in the low-field and unfavorable field
direction (positive field region in Fig. 2). Among halides the
bromide dissociates easier in the low-field limit whereas in the
high-field region the bromide seems to have a higher BE with
the p-system than chloride and fluoride. This trend is in
contrast with the prediction of the PCM model, where fluoride

remains more strongly bonded to the p-system than the other
halides at all field strengths, Tables S2–S7 (ESI†). The difference

Fig. 2 The plots of (a) bond length (the distance between ions and the
center of symmetry in coronene) and (b) the binding energy of ion–p
complexes versus the EEF strength. The positive and negative values of the
EEF represent the different orientation of the field with respect to the ion–p
system, see Fig. 1.

Fig. 3 The solvation cavities for Li+�coronene complex at (a) EEF = 0.0010
au (bond length 3.32 Å) and (b) EEF = 0.0020 au (bond length 1.98 Å); in
both cases the only one cavity is distinguishable, however, the cavity on
the lithium side (top) has diminished significantly at higher field. The
variation in the shape of the cavity can be interpreted in terms of solvation
with different number of solvent molecules at various fields.
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between PCM and SMD can be rationalized regarding the fact
that SMD model accounts for dispersion that is more consider-
able for bromide compared to its lighter counterparts. It is worth
noting that except fluoride complexes, the binding energies of
anion–receptor systems do not change significantly by changing
their environment from vacuum to solvent. This trend can be
explained by the rather non-electrostatic nature of anion–p
interactions for anions.71,93

There is a good agreement between the BEs of the cation–p
complexes computed using SMD and PCM solvent models. In
general, the BE of the ion–p complexes increases in order from
Li+ to K+, Fig. 2, but the receptor hardly discriminates between
the sodium and potassium cations on the basis of our implicit
solvent models. Lithium, the hardest cation, forms a second
stable structure that corresponds to a more solvated ion inter-
acting weakly with the receptor (in parallel to F�, Fig. 3).75 By
increasing the field strength the interaction of Li+ and the
p-system becomes more favorable and the solvent shell rear-
ranges. Finally, the most notable difference between the anionic
and cationic systems is that unlike anions, the binding energies of
cation–receptor systems change considerably when the environ-
ment changes from vacuum to a polar solvent. The greater energy
change is expected from the fact that cations are better solvated

in water92 and the nature of cation–p interactions benefits more
from electrostatic interactions, unlike anion–p interactions.71,93

The variations in the BE/BL values versus the field strength
can be understood in more detail considering the variation in
the partial desolvation energy, PDE, versus the EEF strength,
Fig. 4. The PDE increases for all species as the EEF increases.
The increase in the PDE is more pronounced for the harder
ions than for the softer ones in agreement with experimental
studies and the notion that the hard ions are better solvated
than their soft counterparts.75–77,79 The trends in the PDE vs.
EEF plot confirm the conclusions drawn on the basis of the
variation in the BE/BL values regarding the role of the solvation.
The change in the PDE for both hard ions (F� and Li+) can be
attributed to a perturbation of the solvent cavity as the number of
coordinated water molecules around ions decreases, Fig. 2. As the
EEF in the favorable direction increases, it attenuates the ion–solvent
interaction and pushes ions towards the p-system. Therefore, the
interplay between the solvation and ion–p interaction energies
determines the magnitude of the BE. For details of the bonding
mechanism between the ions and the receptor; see the ESI.†

3.2 Rearrangement of the solvent shell studied using the
cluster-continuum solvent model

Although the model systems used in this section contain a
limited number of water molecules and the outer layers of the
explicit solvent shells are neglected, they still provide an insight
into the final stage of the solvent-shell rearrangement on the
surface of an ion receptor.94

The data summarized in Table 1 suggest that for three ions
(Li+, Na+, and F�) the solvent shell undergoes a remarkable
rearrangement in the studied range of electric field. Further-
more, addition of explicit water molecules increases the dis-
tance between the ions and the receptor at studied fields
compared to the implicit solvent model. Under the field-
free conditions the cluster-continuum model predicts that
potassium has the shortest cation–p distance because it is
not effectively solvated. This is consistent with a very recent
study reported by Pham et al. on the interaction of NaCl/KCl
with carbon nano-tubes.95

The difference between implicit and cluster-continuum
models can be rationalized by the fact that ion–water interactions
cannot be modeled merely by charge–dipole interactions. Even
additional dispersion of the SMD model is insufficient for
precise evaluation of water–solute interaction energy. An accurate

Fig. 4 The plot of PDE versus the EEF strength for various systems. The
positive and negative values of the EEF represent the switched orientation
of the field with respect to the ion–p system, see Fig. 1.

Table 1 The distances between ions and receptors as well as the number of coordinating solvent molecules at various field strengths

Field (au) Li+ Na+ K+ F� Cl� Br�

0.0000 Ion–receptor distance (Å) 4.403 4.310 3.075 4.421 3.413 3.532
Coordination no. 6 6 4 6 5 6

0.0050 Ion–receptor distance (Å) 4.084 2.573 2.851 2.813 3.316 3.454
Coordination no. 6 4 4 5 5 5

0.0100 Ion–receptor distance (Å) 2.571 2.495 2.726 2.559 3.156 —a

Coordination no. 4 4 4 4 5 —a

a Local minimum structure was not identified.
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model must include the effect of exchange–correlation between
the ion–water as well as water–receptor molecules. This effect
triggers polarization and fractional electron-sharing between ions,
water, and receptors that are absent in the implicit models used in
this study.

A strong EEF disturbs the arrangement of water molecules
that are in the vicinity of the receptor; the water molecules tend
to orient their dipoles along the applied field while interacting
simultaneously with the ions. By changing the direction of
the applied field, the orientation of water molecules changes
from predominant O–H� � �p more towards lone-pair(O)� � �p inter-
actions,96,97 Fig. 5b vs. d.

4. Conclusions and prospects

In the present work the influence of an external electric field on
the ion–receptor interaction in water – modeled by implicit and
cluster-continuum models – was studied. In this study we
neglected the effect of dynamics of solution and the inter-
actions between internal electric fields of ions present in the
solution,98,99 which best describes an ideal ionic solution, and
limited ourselves to understanding the factors governing the
ion–solvent–receptor interactions.

Implicit solvent models can describe the desolvation process
the best for the hardest anion and cation investigated here
(fluoride and lithium). These models show that the strong
electric field forces the solvent shell of the ions to break and
results in a direct contact between the ion and the receptor.

However, if the electric field is not strong enough, an efficiently
solvated ion interacts remotely with the receptor. Although, the
SMD model partly accounts for the dispersion term in the
solvent–solute interactions, it still fails to model solvated-ion–
receptor complexes for sodium cations in spite of the known
fact that sodium is better solvated than the fluoride in the
vicinity of carbon-based electrodes.92 To investigate this issue
explicit water molecules were added to the implicit model to
account for the first solvent shell around the ions. By addition
of explicit water molecules a fully-solvated sodium ion inter-
acting with the receptor was identified.

In general, a full quantum mechanical treatment of the
solute and at least the first solvation shell is necessary for
obtaining a precise description of the ion–receptor interactions
in the presence of an external electric field. This originates from
the strong correlation effect on the solvent–solute–receptor
interactions. It is worth emphasizing that we selected a coronene
molecule as our model receptor system but it is known that the
larger the receptor gets, the stronger the effect of exchange and
correlation on ion–receptor interactions will be.69

Our previous work on the gas-phase and the present paper
(see ESI†) on the neutral receptor suggest that the mechanism
of the charge transfer between ions and receptors conforms to
the Harpoon mechanism,100 however, addition of charge on the
receptor may change this picture. This question along with
the questions regarding the influence of the dynamics of the
system will be answered in our subsequent works.
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