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How many enzyme molecules are needed for
discrimination oriented applications?

Jerzy Gorecki,*a Joanna N. Gorecka,b Bogdan Nowakowski,ac Hiroshi Uenod and
Kenichi Yoshikawad

Chemical reactions establish a molecular mechanism for information processing in living organisms.

Here we consider a simple enzymatic reaction model that can be used to discriminate parameters

characterizing periodic reagent inflow. Numerical simulations based on the kinetic equations show that

there exist a range of inflow frequencies and amplitudes in which the time evolution of the system is

very sensitive to small changes in the values of these parameters. However, the kinetic equations are

derived for the thermodynamic limit, whereas in a real biological medium, like a cell, the number of

enzyme molecules is an integer and finite. We use stochastic simulations to estimate discriminator

reliability as a function of the number of enzyme molecules involved. For systems with 10 000 molecules

the functionality predicted by kinetic equations is confirmed. If the number of molecules is decreased to

100, discrimination becomes unreliable.

1 Introduction

Living organisms use chemical reactions to acquire and process
information about the environment they live in. High-level
organisms have developed a spatial structure (the nerve system)
that performs information processing tasks. The functionality of
a nerve system is based on reaction–diffusion type phenomena
proceeding in an excitable medium.1 A structure similar to the
nerve system is missing in simple organisms. Therefore, it can
be expected that the necessary information processing ability is
incorporated into the metabolic pathway. This observation
motivates investigation on computational strategies based on
enzymatic processes characterized by a complex, nonlinear
chemical kinetics and exhibiting a rich variety of stationary
spatio-temporal patterns.2–4

Enzymatic systems can accept and transform information in
the form of chemical substrates with particular properties that
meet the binding specificity criteria of a selected enzyme. The
input information can be coded in concentrations of specific
molecules that undergo catalyzing reactions leading to pro-
ducts with different properties than that of input reagents. The
output information is coded in concentrations of products.
Of course, products can participate in subsequent reaction steps.

Transformations of products into other molecules can be
regarded as the following information processing operations.
Studies on networks of connected enzyme-catalyzed reactions
with additional chemical and enzymatic processes that incor-
porate filtering steps into the reaction cascades5 demonstrated
that scaled logic variables for the inputs, outputs and inter-
mediate products can be useful for describing the functionality
of an enzyme cascade.

The majority of experimental studies on (bio-)chemical infor-
mation processing have focused on the binary logic.6 A convex
line representing the relationship between the substrate concen-
tration and the rate of product generation, observed for example
for the Michaelis–Menten kinetics,7 is typical for enzymatic
reactions. For such a relationship there is an identifiable linear
regime, typically near the zero concentration, as well as the
saturation regime for higher concentrations. In such a case the
relationship between reagent concentrations and binary logic
values is straightforward: the high concentrations represent the
logic TRUE state, the low concentrations are interpreted as the
logic FALSE. However, enzymatic reactions with a convex rela-
tionship between the substrate concentration and the product
production rate are not the most suitable for enzymatic informa-
tion processing applications. A sigmoid, filter like relationship
between the substrate concentration and the product generation
rate seems to be more suited, because it gives a better balance
between low and high values of concentrations.

The sigmoidal relationship often appears for appropriately
chained enzymatic reactions.8,9 Therefore, it can be designed
on demand by coupling an enzymatic process characterized by
a convex kinetics with other reactions10 (see also Section 2).
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Various physical or chemical stimuli can be applied to adjust
the relationship between the substrate concentration and the
product generation rate. It was demonstrated that in the enzymatic
reaction involving glucose oxidase system response depends on
the initial concentration of hexokinase and ATP.10 Even more
interesting is that the transition between convex and sigmoidal
kinetics can be achieved by system illumination.11

The sigmoidal relationship between the substrate concen-
tration and the rate of product production is expected for
allosteric enzymatic reactions.12–14 Allosteric regulation is one
of the many ways in which enzyme activity can be controlled.
A typical enzyme contains binding sites where substrate mole-
cules can be attached and the catalytic site where the activation
energy is reduced and the reaction, specific for a given enzyme,
proceeds. The allosteric enzymes contain another region, sepa-
rated from the substrate binding site and the catalytic site, to
which small, regulatory molecules (called allosteric regulatory
molecules) can attach to and thereby control the catalytic activity.
The allosteric regulatory molecules modify the conformation and
vibrational modes of the enzyme. Such changes are transduced to
the active site and affect the reaction rate. Allosteric interactions
can either inhibit or activate enzymes. The regulating reactions
can couple with the main enzymatic process. In Section 2 we give
an example of allosteric reaction for which the sigmoidal rate is
observed if the rates of reactions are appropriately selected.
A biocatalytic system with a double-sigmoid characteristic
(sigmoidal relationship with respect to two types of molecules)
is especially interesting because it can directly operate on two
input signals.15–17 Enzymatic reactions capable of recognizing
two specific molecules or ions in the solution (for example
Mg2+ and Ca2+ 15,18) were identified and their application in the
construction of logic gates (the AND binary gate,19 the OR binary
gate20) was reported. Enzymatic systems can also perform more
complex computational tasks like three-input logic gates or
molecular full adders.21,22

The theoretical analysis of information processing using
enzymatic reactions, presented in the papers cited above, was
based on the deterministic kinetic equations valid in the thermo-
dynamic limit. However, the volume of a real living cell is finite
and the number of enzyme molecules is limited. For a small
number of enzyme molecules involved, the internal fluctuations
can have a significant influence on the chemical kinetics. In this
paper we study the influence of the system size on a prototype
of an enzymatic binary discriminator in order to estimate
the minimum number of molecules needed to perform such
a task reliably.

An enzymatic system that can distinguish which of two
classes a given case belongs to is important because a signifi-
cant part of the computational activity of living organisms is
related to decision making. Information has to be processed in
order to find the optimum condition for their existence in a
time dependent environment. The time dependent environment
includes many periodic stimuli, like the temperature or illumina-
tion in a day–night cycle or the frequency related to a circadian
rhythm. Therefore, the discrimination of the amplitude or fre-
quency of an external periodic stimulus can be important in the

search for the optimum living conditions. Many decision making
problems require a binary (YES or NO) answer. Having in mind
that information processing ability of living organisms is based
on biochemical reactions we introduce an enzymatic reaction
model that can be applied for decision making problems in
which the input information is coded in periodically changing
inflow of reagents.

The papers on enzymatic computing cited above were based
on information coded in time-independent, stationary concen-
trations of selected reagents. In this paper we discuss a new
approach to enzymatic computing with information coded in
periodic oscillations of reagent concentrations. The input vari-
ables are parameters describing the inflow of a selected reagent
X into a medium in which an enzymatic reaction proceeds
(the amplitude A and the frequency f). The output information
is coded in the type of oscillations of another reagent Y. The
information and the matter flows through the discriminator are
schematically illustrated in Fig. 1.

We have shown23,24 that a chemical system characterized by
a sigmoidal kinetics is especially suitable for discrimination of
frequency and amplitude characterizing the inflow of reagents. For
such a system there is a range of parameters in which the system is
bistable and its stable states belong to two separate classes S1 and
S2. Periodically perturbed bistable system oscillates. The location
of system oscillations in the X� Y space depends on the amplitude
and frequency of the inflow. In particular we can distinguish
oscillations covering the states in class S1 and oscillations between
states in class S2. Numerical simulations have shown that for a
sigmoidal reaction kinetics a marginal change of inflow para-
meters (amplitude or frequency) can force a sharp transition
between oscillations of Y belonging to different classes.23,24 The
transition occurs in a narrow range of perturbation parameters.
The difference between various oscillation types can be easily
observed because they occur in various regions of Y concentration.
Therefore, an enzymatic reaction exhibiting hysteresis seems to be
a good candidate for a discriminator of inflow properties.

This paper is organized as follows: in Section 2 we introduce
a simple model of enzymatic reaction and we demonstrate that
it can operate as a binary discriminator of the inflow para-
meters. In Section 3 we introduce a stochastic model for the
considered reaction and describe the simulation algorithm that
mixes a discrete description of enzyme complexes with a conti-
nuous description of other reagents. The results of numerical
simulations are presented in the next section.

Fig. 1 A schematic illustration of the discriminator of inflow parameters
based on an enzymatic reaction. Depending on the character of oscillation
of Y reagent concentration one can distinguish two separate classes of
reagent X inflow.
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2 Determination of inflow properties
with enzymatic reactions

We consider a reaction model in which the enzyme molecule
E with two attached molecules of reagent X forms the complex
EX2 which catalyzes the transformation of the reactant B into
the final product Y:

Bþ EX2 �!kp Y þ EX2

We assume that the formation of EX2 complex is described
by two chained reversible reactions:

E þ XÐ
k1

k�1
EX

EX þ XÐ
k2

k�2
EX2

The model based on equations given above would lead to
unbounded growth in concentration of Y. In order to have a
stationary state with finite concentrations we take into account
the transformation of product Y into reactant X:

C þ Y �!kc X þ productsC

and the spontaneous decomposition of the reagent X:

Dþ X �!kd productsD

In the considered model we also include the inflow of X molecules
with the time dependent rate I(t):

��!IðtÞ X

For the following analysis we assume that concentrations of
B, C and D molecules are large if compared to the other reagents
and their changes in time are negligible. The evolution of the
system is described by time dependent concentrations of E, EX,
EX2, X and Y denoted as e(t), f (t), g(t), x(t) and y(t), respectively.
The total number of enzyme molecules in its free and complexed
forms remains constant in time. Let us denote it as e0. This
constrain can be used to calculate e(t) if f (t) and g(t) are known.
The time evolution of the medium with reactions listed above is
described by the set of equations:

e(t) = e0 � f (t) � g(t) (1)

dxðtÞ
dt

¼ � k1eðtÞxðtÞ þ k�1 f ðtÞ � k2 f ðtÞxðtÞ

þ k�2gðtÞ � kddxðtÞ þ kccyðtÞ þ IðtÞ
(2)

df ðtÞ
dt
¼ k1eðtÞxðtÞ � k�1 f ðtÞ � k2 f ðtÞxðtÞ þ k�2gðtÞ (3)

dgðtÞ
dt
¼ k2 f ðtÞxðtÞ � k�2gðtÞ (4)

dyðtÞ
dt
¼ kpbgðtÞ � kccyðtÞ (5)

For the following analysis we can introduce a new time scale
that is linked to the real one by the equation: t0 = kd � t.

Such transformation of time is equivalent to the assumption
that kd = 1 and that all other rate constants are scaled by kd.
Moreover, without the loss of generality we can assume that:
b = c = d = 1 because the values of concentrations b, c and
d can be incorporated into the rate constants kp, kc and kd,
respectively.

If we assume that the reactions involving an enzyme and its
complexes are faster than those leading to productsC and
productsD then the concentrations of complexes EX and EX2

can be regarded as quasistationary ones that immediately adjust
to the local values of x(t) and y(t). The corresponding values
of e(t), f (t) and g(t) are:

e ¼ e0k�1k�2
k�1k�2 þ k1k�2xðtÞ þ k1k2xðtÞ2

(6)

f ¼ e0k1k�2xðtÞ
k�1k�2 þ k1k�2xðtÞ þ k1k2xðtÞ2

(7)

g ¼ e0k1k2xðtÞ2
k�1k�2 þ k1k�2xðtÞ þ k1k2xðtÞ2

(8)

In such a case the time evolution of the system is described
by two kinetic equations for x(t) and y(t):

dxðtÞ
dt

¼ QðxðtÞ; yðtÞ; tÞ

¼ � kddxðtÞ þ kccyðtÞ þ IðtÞ
(9)

dyðtÞ
dt

¼ RðxðtÞ; yðtÞÞ

¼ k1k2kpbe0x
2ðtÞ

k�1k�2 þ k1k�2xðtÞ þ k1k2xðtÞ2
� kccyðtÞ

(10)

The reduced model leads to a kinetic term in a Hill-like form25

with the Hill coefficient equal to 2. Such a value has been observed
for allosteric reactions characterized by a positive cooperativity.13,26

The reaction rates and constant concentrations can be adjusted
such that the kinetic term in eqn (10) has a sigmoidal form. As we
know23,24 a chemical system characterized by a sigmoidal kinetics
can be used for discrimination of periods and amplitudes char-
acterizing the inflow of reagents.

For the system described by eqn (9) and (10) we obtain a
sigmoid-shaped nullcline R(x, y) = 0 if the rate constants are
k1 = 2, k�1 = 2, k2 = 4, k�2 = 2, and kp = 1820, the rate constants
for the slow reactions lead to products kc = 0.1 and kd = 1 and
the total concentration of enzyme is e0 = 0.001. The locations
of the R(x, y) = 0 nullcline and the Q(x, y, t) = 0 nullcline are
illustrated in Fig. 2. The nullcline Q(x, y, t) = 0 is shown for
three different values of reagent inflow: I(t) � 0 (no inflow of X),
I(t) � 0.0335807 = A2 and I(t) � 0.0862972 = A1. The last two
values of inflow correspond to cases when the nullcline Q(x, y, t)
is tangential to the nullcline R(x, y). At the beginning we consider
an inflow that remains constant after it is switched on at t = 0,
i.e.: I(t) = I0�Y(t), where Y(t) is the Heaviside step function. Let
the initial (t = 0) state of the system is x(t = 0) = y(t = 0) = 0, which
is the steady state if there is no inflow of X. If the inflow I0 o A2
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then the system has a single, stable stationary state (xs, ys) for
which xs o 0.202441 and ys o 1.16144. For I0 4 A1 the system has
a single, stable stationary state (xs, ys) for which xs 4 0.657363 and
ys 4 6.23782. If A2 o I0 o A1 then the system of eqn (9) and (10)
is bistable and shows hysteresis. Having in mind results of our
recent papers23,24 it is expected that the considered reaction
model can function as a discriminator of frequency and ampli-
tude of a time dependent inflow.

Upon selecting the model parameters we intentionally made
enzyme concentration much smaller than concentrations of
other reagents to agree with the stochastic model described in
Section 3. In the stochastic model we assume discrete numbers
of the enzyme and its complexes, whereas average concentra-
tions describe the time evolution of other reagents.

In the considered set of rate constants the rates kc and kd are
not significantly lower than the other rates thus we do not expect
that the reduced model (eqn (9) and (10)) is a good approxi-
mation for the full one (eqn (1)–(5)). Nevertheless, we found the
reduced model useful for the estimation of reaction parameters
for which a sharp transition in the types of oscillations of y(t) as
a function of amplitude and frequency of periodic inflow of
X molecules is observed.

In the following we consider a periodic inflow of X described
by the formula:

I(t) = A�(sin(2pnt + f0) + 1)�Y(t)

It is parametrized by the amplitude A, the frequency n and the
initial (for t = 0) phase f0. The inflow I(t) is always non-negative.
The Heaviside step function Y(t) describes the case where there
is no inflow for t o 0 and it is switched on at t = 0. If f0 = 3�p/2
then I(t) is a continuous function. In this case I(t r 0) � 0, next
it increases and finally oscillates. For any other phase the
inflow term is not continuous at t = 0; for example if f0 = p/2
then I(t = 0) = 2�A. For t 4 0 the time average of I(t) equals to A
and it is independent of the frequency and the initial phase. If
the inflow amplitude A = 0 then (x = 0, y = 0) is a only steady
state of eqn (1)–(5) and it is stable. This stable state is the initial
state for all numerical simulations of system evolution.

Fig. 3 illustrates the discrimination potential of the consid-
ered enzymatic model. The time evolution of y(t) in the interval

t A [6000, 8000] is shown for a few values of A and n. The time
interval in which the evolution is studied has been selected
such that the system arrives to a stationary type of oscillations
after the time tmin = 6000. Time tmax = 8000 is long enough to
confirm that oscillations are stationary. Depending on the values
of n and A we observe two significantly different oscillation types:
either 8tA[tmin,tmax] y(t) o 5 or 8tA[tmin,tmax] y(t) 4 6. On the basis of
this property we can introduce the following classification of
oscillations. Let us define:

ymin = mintA[tmin,tmax] y(t) (11)

and

ymax = maxtA[tmin,tmax] y(t) (12)

Depending on ymin and ymax we distinguish three types of
oscillations. The oscillations of type-I extend over a large range
of Y concentrations. They are expected for 2A 4 I2 and for a small
frequency of inflow. In such a case the system dynamics is fast
enough to adjust the concentrations of X and Y to the local
value of inflow that changes between 0 and 2A. Therefore
ymin E 0 and ymax Z y2. The type-U oscillations are limited to
the upper stable branch of the R(x, y) = 0 nullcline, so that ymin 4 6.

Fig. 2 Positions of nullclines for the dynamical system defined by eqn (9) and
(10) in the phase space (x, y). The nullcline R(x, y) = 0 is plotted with the blue
line. The nullcline Q(x, y, t) = 0 is shown for a few cases: I(t)� 0 (the yellow line),
I(t) � 0.0335807 = A2 (the green line) and I(t) � 0.0862972 = A1 (the red line).
For the selected parameters of the model, the concentrations at tangential
points are (x1, y1) = (0.202441, 1.16144) and (x2, y2) = (0.657363, 6.23782).

Fig. 3 The time evolution of y(t) in the interval t A [6000, 8000] calculated
from the full reaction model (eqn (1)–(5)) for a few values of amplitude A and
frequency n. In all cases f0 = 3�p/2. The considered pairs of (n, A) A {(0.00370,
0.0648), (0.00370, 0.0650), (0.00370, 0.0652), (0.00375, 0.0650), (0.00375,
0.0652), (0.00380, 0.0652)} are marked in the phase space. The solid line
separates the region where oscillations at low (L) and high (U) values of
y are observed.
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The type-L oscillations are on the lower stable branch of the
R(x, y) = 0 nullcline and we have ymax r 6.

The line separating type-L from type-U oscillations in the phase
space n, A is shown in Fig. 3 and 4. It is calculated from a numerical
solution of eqn (1)–(5). For classification oriented tasks it is impor-
tant that the boundary region between domains corresponding to
different oscillation types is very narrow. In Fig. 3 the location of
points (n, A) for which the transition between type-L and type-U
oscillations occurs inside the interval [tmin, tmax] is smaller than the
line width. Therefore, the considered enzymatic system can pre-
cisely detect small changes in amplitude or frequency if they occur
near the line separating oscillations with different character. The
relative changes in these parameters of the order of 10�3 lead to
distinctly different oscillation types (U or L). A significant difference
in values of y can be used to couple the result of discrimination with
the subsequent steps of chemical information processing.

The proposed discrimination method is based on the location of
a given oscillation type with respect to the line separating different
types of oscillations. Let us denote points on this line as (nc, Ac). As
seen in Fig. 4 nc treated as a function of Ac is an increasing function
nc = Z(Ac). For example, if we like to determine if the frequency of
inflow n is higher than n0 then we should select the inflow amplitude
equal to A = Z�1(n0) and observe the character of oscillations. If we
observe type-U oscillations then n o n0. Observation of type-L
oscillations indicates that n 4 n0. The derivative of A = Z�1(n)
decreases with n thus the sensitivity of the method changes with
the frequency n0. In order to detect a high frequency inflow, the
inflow amplitude should be selected with much higher precision
than for 0.0032 r nc r 0.004. One can also use the transition
between type-L and type-U oscillations to determine the inflow
amplitude. Unlike for frequency, the range of discriminated ampli-
tudes does not extend outside the interval [A1/2, A1]. If the amplitude
A 4 A1 then, at a high frequency n the inflow of control molecules is
close to the average inflow A. For such inflow the steady state of the
system is located at the upper stable branch of the R(x, y) = 0
nullcline and no transition between oscillation character is expected.

3 Stochastic model of time evolution for
a small number of enzyme molecules

In the stochastic analysis of the time evolution of the considered
enzymatic system we assume that the internal fluctuations are
related to a small number of enzyme molecules. The numbers of

molecules of all other reactants (B, C, D, X and Y) are large and
these reagents are described by their average concentrations. This
assumption is consistent with selected parameters of the reaction
model. The sum of enzyme concentrations in the free and com-
plexed forms is e0 = 0.001 concentration unit, whereas concentra-
tions of X and Y at oscillation minima are over 50 times larger.

The state of the system is described by three stochastic
variables representing the numbers of molecules of E, EX,
and EX2 as functions of time (denoted as NE(t), NEX(t) and
NEX2

(t), respectively) and by concentrations x(t) and y(t). Let us
assume that the total number of enzyme molecules in free and
all complexed forms is N0 and that the volume of the system is
O(=N0/e0 = 1000N0). At time t = 0 the state of the system is chara-
cterized by NEXðt ¼ 0Þ ¼ N0

EX ;NEX2
ðt ¼ 0Þ ¼ N0

EX2
;NEðt ¼ 0Þ ¼

N0
E ¼ N0 �N0

EX �N0
EX2

; xðt ¼ 0Þ and y(t = 0). The time evolu-

tion of such a system is described by a master equation for the

conditional probability distribution P NEX ;NEX2
jN0

E ;N
0
EX ;N

0
EX2

;
�

xðt ¼ 0Þ; yðt ¼ 0ÞÞðtÞ coupled with the stochastic differential
equations for x(t) and y(t):

dy

dt
¼ kpbn0

NEX2
ðtÞ

N0
� kccyðtÞ (13)

dx

dt
¼ � k1xðtÞn0

NEðtÞ
N0

þ k�1n0
NEX ðtÞ
N0

� k2xðtÞn0
NEXðtÞ
N0

þ k�2n0
NEX2

ðtÞ
N0

� kddxðtÞ þ kccyðtÞ þ IðtÞ

(14)

NE(t) = N0 � NEX(t) � NEX2
(t) (15)

d

dt
P NEX ;NEX2

jN0
E ;N

0
EX ;N

0
EX2

; xðt ¼ 0Þ; yðt ¼ 0Þ
� �

ðtÞ

¼ � k1xðtÞNE þ k�1NEX þ k2xðtÞNEX þ k�2NEX2

� �

� P NEX ;NEX2
jN0

E ;N
0
EX ;N

0
EX2

; xðt ¼ 0Þ; yðt ¼ 0Þ
� �

ðtÞ

þ k1xðtÞ NE þ 1ð Þ

� P NEX � 1;NEX2
jN0

E ;N
0
EX ;N

0
EX2

; xðt ¼ 0Þ; yðt ¼ 0Þ
� �

ðtÞ

þ k�1 NEX þ 1ð Þ

� P NEX þ 1;NEX2
jN0

E ;N
0
EX ;N

0
EX2

; xðt ¼ 0Þ; yðt ¼ 0Þ
� �

ðtÞ

þ k2xðtÞ NEX þ 1ð Þ

� P NEX þ 1;NEX2
� 1jN0

E ;N
0
EX ;N

0
EX2

; xðt ¼ 0Þ; yðt ¼ 0Þ
� �

ðtÞ

þ k�2 NEX2
þ 1

� �

� P NEX � 1;NEX2
þ 1jN0

E ;N
0
EX ;N

0
EX2

; xðt ¼ 0Þ; yðt ¼ 0Þ
� �

ðtÞ

(16)

where n0 = N0/O.

Fig. 4 The phase diagram showing the oscillation type as a function of
inflow parameters (n, A). The solid line corresponds to the full reaction model.
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The kinetic Monte Carlo method27 can be applied for
numerical simulations of system time evolutions. According
to eqn (16) the probability that a system remains in its initial

state: N0
E ;N

0
EX ;N

0
EX2

� �
at time t is described by the equation:

d

dt
P N0

EX ;N
0
EX2
jN0

E ;N
0
EX ;N

0
EX2

; xðt ¼ 0Þ; yðt ¼ 0Þ
� �

ðtÞ

¼ �oðtÞ � P N0
EX ;N

0
EX2
jN0

E ;N
0
EX ;N

0
EX2

; xðt ¼ 0Þ; yðt ¼ 0Þ
� �

ðtÞ

(17)

where o(t) = k1x(t)N0
E + k�1N0

EX + k2x(t)N0
EX + k�2NEX2

.
The solution of this equation is:

P N0
EX ;N

0
EX2
jN0

E ;N
0
EX ;N

0
EX2

; xðt ¼ 0Þ; yðt ¼ 0Þ
� �

ðtÞ

¼ exp �
ðt
0

oðsÞds
� � (18)

Thus, the cumulative distribution function that a next reaction
changing the number of enzymes occurs at a time shorter
than t is:

D N0
E ;N

0
EX ;N

0
EX2

; xðt ¼ 0Þ; yðt ¼ 0Þ
� �

ðtÞ ¼ 1� exp �
ðt
0

oðsÞds
� �

(19)

On the basis of eqn (19) we can apply the following method
of numerical stochastic simulations of the system, based on the
kinetic Monte Carlo algorithm:27

(1) At time t the system state is N0
E ;N

0
EX ;N

0
EX2

; xðtÞ; yðtÞ,
(2) Find the time dt at which the first reaction involving the

enzyme occurs by selecting a random number r from the uni-
form distribution in the interval [0, 1] and solving the equation:

r ¼ 1� exp �
ðtþdt
t

oðsÞds
� �

The values of x(s) and y(s) come from solution of equations:

dyðsÞ
ds
¼ kpbn0

NEX2
ðtÞ

N0
� kccyðsÞ (20)

and

dxðsÞ
ds
¼ �kddxðsÞ þ kccyðsÞ þ IðsÞ (21)

These equations describe the time evolution of x(s) and y(s) in
the time interval [t, t + dt] when no reaction that changes the
number of enzyme molecules occurs.

(3) Identify the process involving the enzyme that occurred at
dt by selecting the specific process with probabilities equal to:

N0
Ek1

ðtþdt
t

xðsÞds
	ðtþdt

t

oðsÞds;

N0
EXk�1

ðtþdt
t

ds ¼ N0
EXk�1dt

� �	ðtþdt
t

oðsÞds;

N0
EXk2

ðtþdt
t

xðsÞds
� �	ðtþdt

t

oðsÞds

and

N0
EX2

k�2

ðtþdt
t

ds ¼ N0
EX2

k�2dt
� �	ðtþdt

t

oðsÞds

respectively.
(4) Modify the numbers NE, NEX and NEX2

according to the
process selected in step (3) and change the value of x by �e0/N0

to take into account production or consumption of a single X
molecule in the selected reaction.

(5) Update time (t = t + dt) and repeat (1) until the selected
time of system simulation (tmax) is reached.

4 Results

The algorithm described in the previous section generates a
stochastic evolution that takes into account the discrete char-
acter of reactions involving the enzyme. Having the value of y(t)
we can define the probability pU that the evolution belongs to
type-U oscillations as:

pU = m(y(s) 4 6|s A [tmin, tmax])/(tmax � tmin) (22)

where m(y(s) 4 6|s A [tmin, tmax]) is the Lebesque measure29 of
the set of points s in the interval [tmin, tmax] at which y(s) 4 6.
Similarly the probability pL that a trajectory belongs to type-L
oscillations can be calculated as:

pL = m(y(s) r 6|s A [tmin, tmax])/(tmax � tmin) (23)

Of course pL + pU = 1. In the deterministic case such a definition
is in a full agreement with the previously introduced criteria. It
returns pL = 1 for type-L oscillations and pU = 1 for type-U
oscillations.

Fig. 5a, 6a and 7a show pU(n, A) in the form of 3D plots for
N0 = 10 000, 1000 and 100, respectively. For each pair (n, A) the
result is averaged over 50 independent evolutions that are
initiated from: NEX(t = 0) = NEX2

(t = 0) = 0, NE(t = 0) = N0,
x(t = 0) = 0 and y(t = 0) = 0. The range of n and A is the same as
that used in Fig. 3. The same result, showing the value of
pU(n, A) coded in color, is given in Fig. 5b, 6b and 7b. The black
solid line in these figures separates regions of type-L and type-U
oscillations obtained from phenomenological kinetic equations
describing the full reaction model (eqn (1)–(5)) and it is the
same as in Fig. 3 and 4.

In order to make a qualitative estimation of discriminator
reliability let us simplify the device and assume that the binary
input information is introduced in the form of two different inflows.
One of them is characterized by the frequency n01 and the amplitude
A01 (state 0) and the other is described by (n02, A02) (state 1). The
discriminator is supposed to recognize the input and produce
type-U oscillations in the first case and type-L oscillations in state 1.
At the beginning let us consider n01 = n02 = 0.0037, A01 = 0.0652 and
A02 = 0.0648. According to the results shown in Fig. 2 the reaction
with a large number of enzyme molecules performs the required
operation, so it discriminates the input inflow according to its
amplitude. The discriminator accuracy is better than 0.0004
amplitude unit. Similarly for A01 = A02 = 0.065, n01 = 0.0037 and
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n02 = 0.0038 the reaction functions as a discriminator of the
inflow frequency. Such simplified discrimination activity can be
interpreted as a signal transmission through a communication
channel. The idea is illustrated in Fig. 8. The basic quantity charac-
terizing a communication channel is the channel capacity.28 It
represents the maximum amount of information that can be
transmitted through the channel within a single operation. If the
number of enzyme molecules is very large then the reaction works
as a noiseless binary communication channel and for both ampli-
tude and frequency discrimination its capacity is Camp = Cfreq = 1 bit.
In the case of a small number of molecules the reaction represents a
noisy communication channel with probabilities of correct discrimi-
nation p1 and p2. For the considered numbers of molecules the value
of p1 = pU(n, A) is given in Fig. 5–7. The value of p2 = 1� pU(n, A). The
capacity of asymmetric binary channel is:

C = bh(p1) + (1 � b)h(p2) � h(bp1 + (1 � b)(1 � p2)) (24)

where

hðzÞ ¼ � z log2ðzÞ � ð1� zÞ log2ð1� zÞ

b ¼ p2 þ a� p2 � 1ð Þ
ð1þ aÞ p1 þ p2 � 1ð Þ

and

a ¼ 2
h p2ð Þ�h p1ð Þ
1�p1�p2

If p1 = 1 � p2 then the channel capacity C = 0. It reflects an
obvious fact that a channel that gives exactly the same answer
to both input values does not transmit any information.

For N0 = 10 000 (Fig. 5) the system response to an oscillating
inflow, predicted by the deterministic kinetic equations agrees
well with the stochastic simulations. The phenomenological line
separating regions corresponding to different oscillation types is
located in the region where the gradient of pU(n, A) is large. It
gives a reasonable estimation for separation of the region where
pU(n, A) is small (blue color) from the region where pU(n, A) B 1
(yellow color). A more precise separation of these regions can be
obtained if the separating line is shifted by 0.0001 unit towards
smaller amplitudes. Therefore, it can be expected that the system
with N0 = 10 000 enzyme molecules should work as a reliable
discriminator of the periodic inflow, just as described in Section 2.
The reliability of amplitude and frequency discriminators described
above, measured as the capacity of asymmetric channels, is equal
to: Camp = 0.355 bit and Cfreq = 0.882 bit. The capacity of the

Fig. 6 The function pU(n, A) for N0 = 1000. (a) 3D plot of probability; (b) the
same data as a surface plot; the solid line separates regions of type-L and
type-U oscillations and it is the same as in Fig. 3 and 4.

Fig. 5 The function pU(n, A) for N0 = 10 000. (a) 3D plot of probability;
(b) the same data as a surface plot; the solid line separates regions of type-L
and type-U oscillations and it is the same as on Fig. 3 and 4.
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amplitude discriminator can be increased if the input ampli-
tudes are decreased by 0.0001 unit. For n01 = n02 = 0.0037,
A01 = 0.0651 and A02 = 0.0647 we obtain Camp2 = 0.849 bit.
Therefore, for N0 = 10 000 the presence of internal fluctuations
does not significantly change the functionality of a discri-
minator based on an enzymatic reaction. For the considered
reaction parameters it can operate as a reliable discriminator of
amplitudes that differ by 0.0004 unit or frequencies that differ
by 0.0001 unit.

For N0 = 1000 (Fig. 6) the region of type-L oscillations is even
more shifted towards smaller values of A if compared to pre-
dictions of phenomenological kinetic equations. Qualitatively a
similar trend was observed for a thermochemical discriminator
of temperature described in ref. 24. Now the line separating
regions corresponding to different types of oscillations are
located in the region, where the stochastic model predicts a
high probability of type-U oscillations. Therefore, if N0 = 1000
the analysis presented in Section 2 fails to describe correctly
the discriminating potential of the considered reaction. The
capacity of channels representing amplitude and frequency
discriminators considered above is Camp = 0.038 bit and
Cfreq = 0.094 bit. For N0 = 1000 the transition between type-L

and type-U oscillations is still well pronounced but it is shifted
towards low amplitudes by 0.001 unit if compared with pheno-
menological kinetic equations. In order to find the optimum
conditions for a discriminator of amplitudes that differ by
0.0004 unit let us consider: n01 = n02 = 0.0037, A01 = 0.0645
and A02 = 0.0641 The capacity of the corresponding information
channel is Camp3 = 0.157 bit, and thus it is over 4 times larger
than Camp. In order to discriminate frequency one can use
A01 = A02 = 0.0645, n01 = 0.0037 and n02 = 0.0038 and Cfreq2 =
0.238 bit. For such inputs the discriminator needs at least
1/Cfreq2 B 1/Camp3 B 5 observations for a correct estimation.
In conclusion, the system with N0 = 1000 can operate as a
discriminator, but the phenomenological approach is useless
for estimation of the range of frequencies or amplitudes where
it can operate. The accurate analysis should take internal fluctua-
tions into account.

For N0 = 100 (cf. Fig. 7) the region where a gradient of pU(n, A)
is observed is shifted towards a smaller amplitude by B0.004
unit with respect to kinetic equations. The parameters of input
signals considered for N0 = 10 000 or N0 = 1000 are located in
the region where for N0 = 100 pU(n, A) is almost constant and
close to 1. The capacity of corresponding communication
channels is close to zero. If N0 = 100 then the reaction can be
still useful as an amplitude discriminator if the amplitudes of
input signals are significantly reduced and the resolution of the
discriminator is much smaller. For example if n01 = n02 = 0.0037,
A01 = 0.064 and A02 = 0.060 then the corresponding channel
capacity is Camp4 = 0.433 bit. The function pU(n, A) does not depend
on the frequency in the considered range of (n, A), so for N0 = 100
the reaction does not work as a frequency discriminator.

Fig. 7 The function pU(n, A) for N0 = 100. (a) 3D plot of probability, (b) the
same data as a surface plot, the solid line separates regions of type-L and
type-U oscillations and it is the same as on Fig. 3 and 4.

Fig. 8 Schematic representation of the discriminator as a binary commu-
nication channel. (a) For a large number of molecules the system acts as a
noiseless binary symmetric channel; (b) for a small number of molecules the
system can be regarded as a noisy binary asymmetric channel.
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5 Conclusions

In this paper we presented arguments that an enzymatic reaction
can function as a medium for analyzing information coded in the
frequency and amplitude of the reagent inflow. There are many
parameters (rate constants and concentrations of reagents in
excess) in the considered reaction model. Therefore, there is a
broad range of parameter values, at which the reaction can be
used as a discriminator. We restricted our attention to the cases
in which reactions involving the enzyme and its complexes can be
regarded as faster than the other processes. We reduced the full
reaction model to two kinetic equations and selected parameter
values such that in the reduced model one of its nullclines has a
sigmoidal form. Using arguments given in ref. 23 we estimated
the range of input frequencies or amplitudes in which a sharp
transition between different forms of oscillations in product con-
centration, necessary for discrimination, is observed. The precise
calculations of discriminator characteristics were based on the
complete reaction model, which provides a more realistic des-
cription of the dynamic response than the reduced model. On the
basis of phenomenological kinetic equations we have shown that
the considered reaction separates the space of input states into
two output classes. The output classes can be easily distinguished,
because the corresponding concentrations of reaction products are
significantly different. The considered enzymatic reaction signifi-
cantly enhances differences between inputs, especially for the
input states located close to the line separating different answers
of the system. According to the kinetic equations the reaction can
transform small relative differences in the input amplitude of the
order of 10�3 into relative differences in output concentrations of
the order of 1.

Having in mind that information processing in simple living
organisms is incorporated into their metabolic cycle we analyzed
the case where the number of enzyme molecules is small and the
internal fluctuations related to reactions involving enzyme mole-
cules and its complexes should be taken into account. Such
analysis was performed using a master equation that describes
the probability of finding a specific state of a system as a function
of time. We considered a narrow range of frequencies and ampli-
tudes and studied discriminators operating with N0 = 10 000, 1000
and 100 enzyme molecules. The conclusions coming from pheno-
menological kinetic equations were qualitatively confirmed by the
stochastic analysis based on kinetic Monte-Carlo simulations. For
N0 = 10 000 the results of stochastic simulations match quite well
the phenomenology. The discrepancy between kinetic equations
and stochastic simulations becomes important when N0 gets
smaller. For N0 = 1000 the reaction still operates as a discriminator,
but the range of frequencies and amplitudes for which it is useful is
different than predicted by the phenomenology. For yet smaller
N0 (=100) the considered range of frequencies was too small and
the medium was not able to discriminate between inputs corres-
ponding to different frequencies. The reaction with N0 = 100 can
still function as the amplitude discriminator, but its resolution is
an order of magnitude smaller than that for N0 = 1000.

It is interesting to notice that the estimation of the number of
particles needed for information processing with an enzymatic

reaction gives similar results as for the recently analyzed thermo-
chemical discriminator.24 It was found that such a discriminator
of the ambient temperature needs more than 105 molecules for a
reliable operation. Here the number is around 1000 molecules of
the enzyme only. Including the other reagents the total number
of active particles involved in information processing is of the
order of millions, which fairly agree with the previous estimation.
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