Density functional simulation of resonant inelastic X-ray scattering experiments in liquids: acetonitrile†
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In this paper we report an experimental and computational study of liquid acetonitrile \((\text{H}_3\text{C}−\text{C}≡\text{N})\) by resonant inelastic X-ray scattering (RIXS) at the N K-edge. The experimental spectra exhibit clear signatures of the electronic structure of the valence states at the N site and incident-beam-polarization dependence is observed as well. Moreover, we find fine structure in the quasielastic line that is assigned to finite scattering duration and nuclear relaxation. We present a simple and light-to-evaluate model for the RIXS maps and analyze the experimental data using this model combined with \textit{ab initio} molecular dynamics simulations. In addition to polarization-dependence and scattering-duration effects, we pinpoint the effects of different types of chemical bonding to the RIXS spectrum and conclude that the \(\text{H}_2\text{C}−\text{C}≡\text{NH}\) isomer, suggested in the literature, does not exist in detectable quantities. We study solution effects on the scattering spectra with simulations in liquid and in vacuum. The presented model for RIXS proved to be light enough to allow phase-space-sampling and still accurate enough for identification of transition lines in physical chemistry research by RIXS.

Photon-in—photon-out X-ray spectroscopies are highly useful tools for studying the electronic structure and chemistry of gaseous and condensed matter systems. One of the tools that carry most relevant information on the bonding and dynamics of molecular matter, is resonant inelastic X-ray scattering (RIXS) spectroscopy. A RIXS event stems from the coupling of the processes of X-ray absorption and emission.1–3 When performed at a K edge of an element, the RIXS technique provides a local probe of both the unoccupied and the occupied electronic orbitals in a single experiment, and in an element and site-selective manner. Due to the relative orientations of the absorption and emission transition dipoles, the scattering process also manifests polarization dependence in the angular distribution of the emitted photons4–7 which may be used to identify the symmetries of the participating states. Furthermore, the RIXS scattering duration can be modified by detuning the incident beam energy from the resonance,8–10 which may be used in studies of the nuclear motion and related potential energy surfaces in the femtosecond range. All these features of the method make it a good probe for physical chemistry.

RIXS process in polyatomic molecules can be simulated in numerous approaches including multiconfiguration self-consistent field method11–13 and density functional theory (DFT).14 Although accurate, multiconfiguration calculations are heavy if solvent effects or ensemble sampling are needed. On the other hand, absorption or emission simulations based on DFT,15 or many-body perturbation theory16,17 can be performed for simulation cells of up to few hundreds atoms. Such models make it possible to base the simulation on snapshots from structural simulations like molecular dynamics.18,19 DFT-based methods allow treating the solute and the solvent on equal footing in a periodically repeated simulation box, without the need to define the “solvent” and the “solute”.

In this study we present a DFT-based model for resonant inelastic scattering that leaves the system in an excited electronic state. We apply this model based on transition potential approximation, and perform spectrum calculations for snapshots from
**1 Methods**

The RIXS experiment was performed at the BESSY II synchrotron facility of the Helmholtz Centre Berlin for Materials and Energy, at the UES2-SGM elliptically polarizing undulator beamline, using two polarizations of the incident beam: vertical (V) and horizontal (H). The resolution of the beamline monochromator was set to better than 0.12 eV at the N 1s edge for the X-ray absorption (XAS) measurements. The XAS were measured in total fluorescence yield (TFY) detection mode for the two polarizations, using a photodiode. The monochromator energy calibration was checked against the N 1s XAS of h-BN. The RIXS and XAS measurements were carried out on the liquid-jet setup of the FlexRIXS end-station, equipped with a Gammadata Scienta XES300 Nordgren-type soft X-ray grazing incidence grating spectrometer, which was positioned in the horizontal plane at normal angle to the incident light beam. The entrance slit of the spectrometer was vertical, parallel to the liquid jet. The overall energy resolution of the RIXS measurements was better than 0.4 eV.

To study the effects of the solvent environment, we performed three different types of simulations: (i) liquid simulation based on snapshots from AIMD (ii) gas-phase calculation for the same snapshots by removing the solvent molecules (molecules that are not excited), and (iii) single point vacuum calculation with geometry optimization. For simulation of the RIXS spectra, we applied a model based on one by Gel’mukhanov and Ågren, where scattering cross section \( I(\omega^{(\text{out})}, \omega^{(\text{in})}, \theta) \) of a randomly oriented sample in a static nuclear configuration \( \mathbf{R} \) is derived from the Kramers–Heisenberg formula. At most general, the model describes a process via numerous coherently excited core–holes \( \epsilon \) (in ref. 24) leading to a final state characterized by a hole in initially occupied valence orbital \( n \) and an electron on initially unoccupied orbital \( \nu \): \( |\mathbf{R}c^0n\rangle \rightarrow |\mathbf{R}c^n\nu\rangle \rightarrow |\mathbf{R}c^2n\nu\rangle \). Each term in the resulting sum-over-states-and-core–holes formula is a product of an energy-dependent part and a dynamical part \( \xi_m(\theta) \), the latter of which contains information from the matrix elements of required transitions, rendered by the chosen scattering geometry \( \theta \) and random orientation of the sample. We use one localized core hole (\( c = c' = 1 \)) and incident energy \( \omega^{(\text{in})} \) – energy transfer \( \omega^{(\text{tr})} \) mesh grid, which yields scattering cross section

\[
I(\omega^{(\text{in})}, \omega^{(\text{in})}, \theta) = \sum_{n,v} \frac{\omega^{(\text{in})} - \omega^{(\text{tr})}}{\omega^{(\text{in})} - \omega^{(\text{tr})} + \omega - \omega}\times \Phi(\omega - \omega - \omega^{(\text{tr})}) \xi_m(\theta) \\
\left(\omega^{(\text{in})} - \omega^{(\text{tr})} - \omega\right)^2 + \left(\Gamma_c/2\right)^2 \right]
\]

with \( \xi = 1/137 \). The relation to emission energy \( \omega^{(\text{out})} \) is simply \( \omega^{(\text{tr})} = \omega^{(\text{in})} - \omega^{(\text{out})} \). Here \( \omega_{\text{tr}} \) is the energy of the core-to-valence transition in absorption, and \( \omega_{\text{in}} \) the energy of the valence-to-core transition in emission. The function \( \Phi \) is a Gaussian and corresponds to the energy spread of the incident light (a FWHM of 0.5 eV was used in the simulations) and \( \Gamma_c = 0.14 \) eV is the life-time broadening (FWHM) for the core-hole state. Moreover, from the model in ref. 24 we ignore the dependence of the decay amplitude and energy from the orbital \( \nu \) of the excited-electron: \( \mathbf{d}_{\nu}^{(\text{in})} = \mathbf{d}_{\nu}, \mathbf{d}_{\nu}^{(\text{out})} = \mathbf{d}_{\nu} \). With these approximations we end up in eqn (1) and in a simplified form for \( \xi_m(\theta) \) for a randomly oriented sample:

\[
\xi_m(H) = \frac{1}{15} \left[ 2d_{\nu}^2 d_{\nu}^2 - (d_{\nu} \cdot d_{\nu})^2 \right] \\
\xi_m(V) = \frac{1}{15} \left[ 3d_{\nu}^2 d_{\nu}^2 + \frac{1}{2}(d_{\nu} \cdot d_{\nu})^2 \right]
\]
average in the canonical ensemble \( \left\langle \hat{h}_{(0)}^{(0)}, \hat{h}_{(0)^n}, \theta \right\rangle_{\text{NVT}} \) by sampling the phase space by \textit{ab initio} molecular dynamics (AIMD) simulations. In addition a Gaussian of FWHM = 0.5 eV for the spectrometer resolution was used to generate the RIXS maps.

During the core hole lifetime (\( \approx 5 \) fs for N 1s), the system has the ability to readjust due to forces arising from the core level excitation.\(^{25,26}\) We studied these effects for liquid simulations in a model including the Z + 1 dynamics during 5 fs before the emission (microcanonical ensemble), by restarting the AIMD with the positions and velocities at the time of absorption. The Z + 1 dynamics simulations performed in this work only account for a decreased screening of the nitrogen nucleus and not the effects of the excited electron, which is ignored for equal treatment of all excited states.

The liquid simulations were performed for a box of 32 acetonitrile molecules for both AIMD and spectrum evaluation. The simulation box side length was chosen 14.125 Å, which yields the density of 773.65 g l\(^{-1}\), close to that of ref. 27. The box is depicted in Fig. 1 and in all simulations periodic boundary conditions were used. The system was thermalized first by running classical MD for 1 ns, then 5 ps velocity-rescaling AIMD, followed by 30 ps AIMD run using Nose thermostat at 300 K. In each studied case, 40 snapshots from the last 10 ps of the run was sampled. The AIMD runs and geometry optimization utilized TZVP-MOLOPT basis set\(^{28}\) for all atoms. Basis sets aug-cc-pV5Z (aug-cc-pVTZ)\(^{29}\) were used for the excited site and basis sets TZV2P-MOLOPT (TZV-MOLOPT)\(^{28}\) were used for other sites in TP-HH (\( \alpha \)-SCF) calculations, respectively. Goedecker–Teter–Hutter pseudopotentials (GTH-PP)\(^{30}\) were used with MOLOPT basis. All quantum-calculations were performed using the CP2K code\(^{31,32}\) and the Perdew–Burke–Ernzerhof (PBE) exchange-correlation functional.\(^{32}\) Classical MD was carried out using Gromacs package\(^{33–36}\) and the GAFF force field\(^{37}\) generated by the antechamber\(^{38}\) program and acype\(^{39}\) utility software.

### 2 Results and discussion

The recorded N 1s X-ray absorption spectrum is presented at top right in Fig. 2, complemented with vertical line markers at the excitation energies for the recorded RIXS spectra. The XAS spectrum has a strong resonance at 400.1 eV due to N 1s \( \rightarrow \pi_{\text{CN}}^+ \) excitation. The RIXS spectra are shown for the H and V scattering geometries. The RIXS spectra most notably consist of two main maxima separated by an energy interval of \( ca. 1.2 \) eV and located at \( \approx 390–392 \) eV for excitation energies up to 400.9 eV. Molecular orbital calculations of Dierker and coworkers show that the higher emission energy feature consist of two 2e transitions, and the lower one of a 7a \( \to \) transition; a tail in emission energies below 390 eV originates from two 1e transition and a 6a \( \to \) transition.\(^{7}\) The acetonitrile molecule has been suggested to exist in isomers, both depicted in Fig. 1 with H\(_3\)C–C\(_\equiv\)N. In both cases, the other 31 molecules in the simulation box are H\(_3\)C–C\(_\equiv\)N.
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**Fig. 1** The simulation box for (a) normal acetonitrile H\(_3\)C–C\(_\equiv\)N (b) the isomer form H\(_2\)C–C\(_\equiv\)NH. In both cases, the other 31 molecules in the simulation box are H\(_3\)C–C\(_\equiv\)N.
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**Fig. 2** The RIXS spectra in the two scattering geometries. The absorption spectrum is shown at the top with bars marking the excitation energy positions of the individual RIXS spectra. The dashed line presents the spectrum with a reflection from the jet and shows the energy position of the true elastic line.
features as emergence of new emission lines (and orbitals) for H$_2$C–C═NH, whereas the lines are missing in the spectra of H$_3$C–C≡N. The simulation for H$_2$C–C═NH yields intensities of comparable magnitude for all the line features, which leads to conclusion of very minor, if any, contribution of H$_2$C–C≡N H. Upon core-level excitation, the molecular system is not static, but develops in time. To study the life-time effects in the excited state, we applied a Z + 1 model simulating the nuclear dynamics in the presence of an N 1s core hole during 5 fs. The model ignores the excited electron and its effects on dynamics, but can be justified by the rapid increase of the nuclear repulsion being the dominant interaction during the short life-times of the core excited states. According to our simulation shown in Fig. 3 however, the effects of the dynamics are not expected to be very large. For H$_3$C–C≡N, the nuclear dynamics is seen to give rise to an increase in the high-energy-transfer shoulder and for H$_2$C–C═NH to a change in the slope of highest-loss feature in the simulated spectra.

The simulated H and V spectra at the π* resonance are depicted in Fig. 4, for the two liquid systems and for the two decay models. The spectra were normalized to the intensity maximum for H-polarization, no-Z + 1-dynamics spectrum for the isomer considered. The calculation is able to reproduce the experimentally observed polarization dependence.

We studied the effects due to solvation in two additional simulations. First we removed all other molecules apart from the excited one from the simulation and performed an in-vacuum calculations. This simulation points out the effect of the solvent molecules, now treated quantum mechanically, in the RIXS spectra. Second, we performed an in-vacuum single point calculation in an optimized geometry. When compared to
the previous simulation effects due to molecular structure changes and related statistics in the solution are underlined. The spectra are presented as maps in Fig. 3 and as cuts in Fig. 5.

Compared to the single point calculation, broadening of the lines is naturally seen in the solution simulation and the no-solvent simulation. Moreover, the intensity ratios of the lines are affected by the different geometries sampled in the no-solvent case leading the lower-transfer 2e (\( \sim 5.5 \) eV) line to lose peak height compared to the 7a, originating peak (\( \sim 6.5 \) eV) in Fig. 5. We assign this to symmetry breaking of the molecule, that lifts the degeneracy in the 2e feature and spreads the intensity wider in the spectrum. The effect of QM-solvent is seen in comparison of the liquid and no-solution and spreads the intensity wider in the spectrum. The effect of consists of 1e (\( B_6a_1 \) line, peak spectra of individual lines do not necessarily orbital interaction with the QM-solvent: apart from the separation of the 2e feature and spreads the intensity wider in the spectrum. The effect of QM-solvent is seen in comparison of the liquid and no-solution simulations that have exactly the same central-molecule structure.

The “tail” feature of in-vacuum spectra and no-solvent spectra consists of 1e (\( \sim 8 \) eV) and a 6a, (\( \sim 9.5 \) eV) transitions that move higher in energy transfer in QM-solvent. The two 1e states naturally split in energy and smear to the mostly 7a peak, whereas the single 6a peak is slightly boosted in intensity. Moreover the splitting of the two main features is slightly increased by the QM solvent, when compared to the no-solution case. Similar comparison also results in a lower peak height for the (mostly) 7a, compared to the 2e peak at 5.5 eV. We note that, the in-solution spectrum consists of a large number of transitions and the simple gas-phase orbital picture breaks down due to orbital interaction with the QM-solvent: apart from the separated 6a line, peak spectra of individual lines do not necessarily resemble those of the no-solvent case. For the single-point in-vacuum calculation and the no-solvent simulation, linking the transitions is simpler.

The quasi-elastic peak (Fig. 2) shows an energy loss sideband when the excitation energy is scanned over the absorption resonance. We assign the feature to vibrational excitations due to dynamics of the N 1s core-excited state in acetonitrile. The effective scattering time is longest at the resonance and decreases with detuning of the incident photon energy off (below) the resonance.\(^8,10\) Although the detuning phenomenon is quantum physical, it can be approximated as a classical effect.\(^26\) We applied the Z + 1 dynamics model (the excited electron is ignored) and evaluated the first core-excited state \( \Delta \)-DFT energies for the 40 snapshots, presented as histograms in Fig. 6, where we have included the quasi-elastic line shape at the \( \pi^* \) resonance (400.1 eV) as well. The figure shows that for \( H_2C=CHQ \) the model explains the trend of the main peak but underestimates the shift at 400.1 eV. Even though such effect may be at the very limit of the applied model, we point out that our calculated shift actually is the lowest limit of the transfer. The model indeed assumes internal conversion of the electronic state to the lowest core-excited state in the new geometry. Naturally, different lifetimes are expected to yield different shifts also in the applied model, and as seen in Fig. 2 detuning from the resonance changes the shift of the quasielastic line. The simulation results with 5 fs lifetime agree better with the shift at detuned energy 399.6 eV, whereas the main resonance at 400.1 eV probably has longer scattering time and therefore longer relaxation and larger quasielastic shift. For the \( H_2C=CH_N \) the \( Z + 1 \) simulation predicts slight anti-Stokes behaviour, which is highly unlikely although this result can not be tested. The effect is probably due to the fact that the dynamics takes place on the \( Z + 1 \) potential energy surface and not on the core-excited one, which allows dynamics leading to a configuration of higher core-excited-state energy. The validity of \( Z + 1 \) approximation in modeling core-excited dynamics is an interesting question and calls for further studies.

3 Conclusions

The presented excitation-energy dependent resonant inelastic X-ray scattering spectra of liquid acetonitrile manifest dependence on the scattering geometry, \( i.e. \) dependence on the polarization of the incoming beam. We applied a transition-potential-DFT based...
approach to evaluate RIXS spectra for molecular liquids scattering-geometry-dependently, and applied the model together with \textit{ab initio} molecular dynamics to simulate the N 1s RIXS of liquid acetonitrile using periodic boundary conditions. The main features of the scattering spectrum are reproduced and the solvation effects as well as effects due to statistics were pinpointed. In particular, the results show no support for presence of the $\text{H}_2\text{C}==\text{N}==\text{NH}$ isomer, for which characteristic emission lines are predicted, but not observed in the experiment. The used approach for RIXS proved to be light enough to allow phase-space-sampling studies of molecular liquids and accurate enough to allow identification of RIXS transition lines for use of physical chemistry studies.
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