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Frozen-density embedding theory with average
solvent charge densities from explicit
atomistic simulations

Andrey Laktionov,* Emilie Chemineau-Chalaye and Tomasz A. Wesolowski*

Besides molecular electron densities obtained within the Born–Oppenheimer approximation (rB(r))

to represent the environment, the ensemble averaged density (hrBi(r)) is also admissible in frozen-

density embedding theory (FDET) [Wesolowski, Phys. Rev. A, 2008, 77, 11444]. This makes it possible to

introduce an approximation in the evaluation of the solvent effect on quantum mechanical observables

consisting of replacing the ensemble averaged observable by the observable evaluated at ensemble

averaged rB(r). This approximation is shown to affect negligibly the solvatochromic shift in the absorption

of hydrated acetone. The proposed model provides a continuum type of representation of the solvent,

which reflects nevertheless its local structure, and it is to be applied as a post-simulation analysis tool in

atomistic level simulations.

1 Introduction

Frozen-density embedding theory (FDET) was originally formu-
lated by Wesolowski and Warshel1 to derive self-consistent
expressions for the energy and embedding potential as a
universal functional of charge densities: the electrons in the
environment (rB(r)), the electron density of the embedded
species (rA(r)), and the nuclei in the environment generating
the potential (vB(r)). The FDET approach provides thus an
alternative formal framework to the ones used in commonly
used QM/MM methods (see classical reviews given in ref. 2–8 or
the reviews in volume 115 of Chemical Reviews published in
2015 dedicated entirely to such methods). In QM/MM methods,
the embedded wavefunction is obtained using system-specific
parameters, whereas the energy and the embedding potential
are usually not self-consistent because special terms are a
posteriori added. In the original formulation of FDET, a non-
interacting reference system was used as a quantum descriptor
of the embedded species. Generalizations of FDET to interacting
systems have been formulated: for either a multi-determinant
reference state9 or a one-particle spin-less reduced density matrix
used as a quantum mechanical descriptor of the embedded
species.10 In the present work, a non-interacting reference
system case is considered. The focus is, however, on the treat-
ment of rB(r) in FDET if the structure of the environment
fluctuates. The key feature of the FDET embedding potential is

the fact that it is a functional determined uniquely by rB(r), vB(r),
and rA(r):

vemb rA; rB; vB½ �ðrÞ ¼ vBðrÞ þ
ð
rBðr0Þ
r0 � rj jdr

0 þ dEnad
xct rA; rB½ �
drAðrÞ

; (1)

for the definition of the functional Enad
xct [rA,rB] see the original

publications on FDET,1,9 whereas the approximations used in
the present work are given in the corresponding sections of the
present work. For the sake of discussion in the present work
we will refer to the first two terms in the right-hand-side of
eqn (1) as electrostatic components of the embedding potential
(velectr

B (r)).
Usually, the two input quantities rB(r) and vB(r) needed to

evaluate the embedding potential vemb[rA,rB,vB](r) are obtained
from some approximate method to solve the many-electron
problem within the Born–Oppenheimer approximation. Such
use of the FDET framework could be called ‘‘conventional’’ as it
has been used by many researchers (see our recent review11

or relevant parts of reviews by others,12–15 for instance).
Other authors developed computational methods sharing some
elements with FDET.16–18 One of possible applications of the
FDET type of multi-scale method is modeling solvatochromism.
In this case, the computational advantages of ‘‘conventional’’
applications originate from the fact that, as in any QM/MM type
of modeling, the number of electrons treated explicitly is
reduced compared to the full quantum mechanical treatment
of the whole system. It is especially important because the
embedded wavefunction must be evaluated for many con-
figurations of the environment representing the statistical
ensemble. Recently, we proposed an alternative strategy to deal
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with the solvent effect which concerns the choice made for the
input quantities in FDET which are used as the descriptors
of the environment: rB(r) and vB(r).19 Instead of averaging
excitation energies obtained in an ensemble of configurations,
the excitation energy is evaluated only once but using the FDET
embedding potential corresponding to ensemble averaged
charge densities: hrBi(r) and hvBi(r). Such a strategy hinges,
however, on the method to evaluate the average charge densities.
In the original work19 and in the subsequent publications,20,21

the site-probabilities, i.e., local concentrations of each type of
atom of the solvent, dressed up with electrons were used. The
site-probabilities were obtained by solving the classical-statistical
model of the liquid: 3D-RISM.22 In the present work, a refined
model is proposed in which the average charge densities are also
generated from site probabilities but the latter are obtained from
explicit molecular dynamics simulations at the atomistic level.
We aim at the robust computational protocol to evaluate the
solvent effect on a specific observable which could be used as
a post-simulation analysis of the sample of instantaneous con-
figurations representing the solvent and the solvated species at
statistical equilibrium. Such an approach corresponds to the
following approximation:

hDÔ[rB]iensemble E DÔ[hrBiensemble], (2)

where Ô represents the operator in question. The significance
of the approximation given in eqn (2) is analyzed in the present
work using the solvatchromism of acetone in water as a study
case. The numerical set-up of the present work is such that
it addresses only the approximation given in eqn (2) and not
other approximations affecting the calculated excitation energies.

2 FDET based non-uniform continuum
model of the solvent
2.1 Frozen-density embedding theory

Frozen-density embedding theory concerns the following con-
strained search problem in which the number of electrons NAB,
the external potential vAB(r), and some non-negative function
rB(r) are given quantities:

EFDET rB½ � ¼ min
8r rðrÞ � rBðrÞð
rðrÞdr ¼ NAB

EHK
vAB
½r� ¼ EHK

vAB
rFDET
AB

� �
� Eo:

(3)

If the trial densities in the above search r(r) are represented as:

rðrÞ ¼ rBðrÞ þ CA

XNA

i¼1
d r� rið Þ

�����
�����CA

* +
; (4)

where CA has the form of a NA-electron function, the condition
8 r r(r) Z rB(r) is automatically satisfied.

Expressing the total energy as a functional EEWF
AB [CA,rB],

which depends explicitly on CA and rB(r), makes it possible

to use the Euler–Lagrange equation in order to find stationary
many-electron wave functions:

dEEWF
AB CI

A; rB
� �

dCI
A

� lICI
A ¼ 0; (5)

where lI is the Lagrange multiplier associated with the normal-
ization. The index I indicates that the present work concerns not
only in the lowest-energy solution but also other stationary states.

The total energy functional denoted as EEWF
AB [CA,rB] reads:

EEWF
AB CA; rB½ � ¼ CA ĤA

�� ��CA

� �
þ Enad

xct rA; rB½ �

þ
ð
rAðrÞvBðrÞdrþ

ðð
rAðrÞrBðr0Þ

r� r0j j dr0dr

þ EHK
vB

rB½ � þ
ð
rBðrÞvAðrÞdr;

(6)

where the functional Enad
xct [rA,rB] comprises three components:

Enad
xct [rA,rB] = Tnad

s [rA,rB] + Enad
xc [rA,rB] + DFSC[rA].

(7)

The non-additive bi-functionals Tnad
s [rA,rB] and Enad

xc [rA,rB], and
the functional DF SC[rA] are defined by means of the constrained
search procedure (see ref. 9).

The necessary condition for CI
A to satisfy eqn (5) takes the

form resembling the conventional Schrödinger equation for
many-electrons:

(ĤA + v̂emb)CI
A = eICI

A, (8)

where v̂emb denotes the ‘‘embedding operator’’ given in the
form of the potential which in turn is uniquely determined by
the charge densities rA(r) and rB(r) and the fixed potential vB(r).
The functional for this potential is obtained as the functional
derivative of the corresponding terms in the total energy
functional (eqn (6)) and it is given in eqn (1).

The FDET embedding potential comprises the classical electro-
static components (velectr

B (r)) and the terms which are defined as the
functional derivatives of the density functionals: Tnad

s [rA,rB],
Enad

xc [rA,rB], and DFSC[rA]. The latter are, therefore, also the func-
tionals of rA and rB, whereas velectr

B (r) (the sum of the first two terms
in the RHS of eqn (1)) does not depend on rA(r) at all.

Concerning the functional DFSC(WFT)[r], its definition depends
on what is used as ĤA and on the search domain. It is neglected
in practical applications of FDET based simulations. Moreover,
in the case of using a non-interacting reference system for
embedded species, as in the present work, it does not contribute
to the embedding potential at all.

In multi-scale simulation methods based on FDET, the exact
density functionals in eqn (7), Tnad

s [rA,rB], Enad
xc [rA,rB], and

DFSC(WFT)[rA], are replaced by their approximate counterparts:
T̃nad

s [rA,rB], Ẽnad
xc [rA,rB], and DF̃SC(WFT)[rA].

2.1.1 Local excitations in embedded species from LR-TDDFT.
FDET can be used to obtain excitation energies either as other-
then-ground state stationary solutions of the Euler–Lagrange
equation for the embedded wavefunction (see eqn (8)) or through
the Linear-Response Time-Dependent DFT (LR-TDDFT) approach23
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if the embedded species is described by means of a non-interacting
reference system.24 In the present work, the second strategy is used.
The fact that the embedding potential depends on rA(r) results in
an additional contribution ( f emb[rA,rB](r,r0)) to the response kernel
for the isolated species ( f A[rA](r,r0)). This kernel can be conveni-
ently represented as:

f A(emb)[rA,rB](r,r0) = f A[rA](r,r0) + f emb[rA,rB](r,r0),
(9)

where the contribution to the kernel due to the embedding
potential reads:24

f emb rA; rB½ � r; r0ð Þ ¼ d2Enad
xct rA; rB½ �

drAðrÞdrA r0ð Þ: (10)

Note that the electrostatic components of the FDET embedding
potential do not contribute to f emb[rA,rB](r,r0) because they do
not depend on rA(r).

The above combination of FDET embedding potential with
the LR-TDDFT approach to the excitation energy represents
a physical approximation consisting of neglecting frequency-
dependent response of the environment to the oscillating
electric field. For that reason we refer to it as Neglect of Dynamic
Response of the Environment (NDRE). Extension going beyond
NDRE was formulated by Casida and Wesolowski.25 Neugebauer
developed a formalism based on this extension treating efficiently
the case of chromophores absorbing at similar wavelengths which
are localized in different subsystems.17

2.1.2 Average hqBi(r) from statistical ensembles for structurally
flexible environments. So far rB(r) was assumed to have a quantum-
mechanical origin and was associated with some molecular system
at a given geometry. The FDET formal framework admits also wider
choices for rB(r) such as the ensemble averaged rB(r). One can
rewrite the FDET equations replacing rB(r) by the statistical
ensemble averaged electron density, which is denoted with hrBi(r)
throughout this work and with hvBi(r) being the ensemble averaged
potential generated by the nuclei in the environment. The advan-
tage of such an approach is that while a straightforward calculation
of the statistically averaged property hO[rB]i (left-hand-side of
eqn (2)) requires M calculations of Oi[rB] for every configuration
i = 1. . .M in the ensemble, the use of the averaged density enables
finding hO[rB]i in one step (the right-hand-side of eqn (2)).

In the work of Kaminski et al.19 hrBi(r) was obtained by means
of solving the 3D-RISM equations to obtain the 3D solute-solvent
site distribution function gg(r) for each solvent site g. In the next
step, each site probability gg(r) was dressed up with spherically
averaged atomic densities rg(r � r0). Specifically, the contribution
of each atom is obtained subsequently as the convolution of the
site probability with a simple (spherically symmetric) model of
electron density of the atom rg(r � r0), where qg is the number of
electrons associated with each solvent site g.

rBh iðrÞ ¼
X
g

qg

ð
drrg r� r0ð Þggðr0Þ (11)

In the method proposed in ref. 19, hrBi(r) obtained from the
above procedure is used to evaluate the FDET embedding

potential and subsequently the embedded wavefunction and
its response needed for LR-TDDFT evaluation of the excitation
energy. The solvatochromic shifts were obtained from eqn (2)
which takes the following form:

hDe[rB]i E De[hrBi]. (12)

Despite several successful applications, the method proposed
by Kaminski et al. is not free from drawbacks. In particular, the
3D-RISM method is known to suffer from the numerical
instability problem, arising from the non-unique partitioning
of the charge density among atoms. Additionally, the difference
between the shift obtained in the LHS and the RHS of eqn (12)
cannot be attributed only to moving the averaging from shifts
to densities but also to the closure used in 3D-RISM which
represents an additional approximation.

The purpose of our study was to develop a new method to
generate hrBi(r) based not on solving 3D-RISM equations but
using explicit numerical simulations at the atomistic level such
as classical Molecular Dynamics (MD) simulations.

The procedure to generate hrBiMD(r) corresponding to the
ensemble of instantaneous geometries considered in the pre-
vious section consists of the following steps: (a) generation of
the solvent–solute distribution function i.e. the map in 3D of
concentrations of each type of the atom of the solvent and (b)
dressing up with electrons the concentrations obtained in the
previous step. Compared to ref. 19 the procedure used in the
previous work differs in the first step. The solvatchromic shift is
evaluated also using the approximation given in eqn (12).

The nuclear part of the FDET embedding potential depends
on neither rB(r) nor rA(r) and averaging is straightforward. The
steps needed for the evaluation of the above averaged quantities
are described in detail in the subsequent sections.

2.1.3 Generation of a 3D solute–solvent distribution function
from the MD trajectory. In the first step, a 3D solute–solvent
distribution function gk(r), which gives the number of particles of
the given atom type k of solvent in the given volume element d3r,
is computed using the ensemble of coordinates of solvent mole-
cules {RB

j } produced by the MD simulation. For the MD trajectory
with M configurations the first geometry of the solute RA

1 is
considered to be a reference whose geometrical center is located

at the point O1 ¼
PP
i

ri=P where P is the number of atoms of

solute, ri is a coordinate vector of the solute atom i. Following the
algorithm of Kabsch et al.,26,27 for every geometry RA

j , j = 2. . .M we
compute a translation vector Tj = Oj � O1 and a rotation matrix Uj

and apply the obtained transformation to the geometry RA
j

R̃A
j = Uj (R

A
j � Tj), j = 2. . .M (13)

to get a new set of transformed geometries {R̃A
j } which mini-

mizes the Root-Mean-Square-Deviation (RMSD) of atomic posi-
tions computed for the geometries RA

1 and RA
j as follows:

RMSDð1; jÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

P
RA

1 � RA
j

��� ���2
r

(14)
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RMSDminð1; jÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

P
~R
A

1 � ~R
A

j

��� ���2
r

(15)

As a result the set of matrices Uj and translation vectors Tj

contains all information about the translational, vibrational
and rotational degrees of freedom of the solute molecule
surrounded with solvent.

In the subsequent step, the set of coordinates of the nuclei
of solvent {RB

j } is averaged over the ensemble of M configurations.
To do that, the rotation Uj and translation Tj transformations are
applied to the ensemble of solvent geometries {RB

j } to yield a new
set of geometries {R̃B

j }

R̃B
j = Uj (R

B
j � Tj), j = 2. . .M (16)

With the two sets of coordinates {R̃A
j } and {R̃B

j } sharing the same
origin located at the point O1, one can finally determine the 3D
solvent distribution function gk(r). For that purpose the whole
volume V occupied by the system is divided into small boxes
V ¼

P
a
va and the number na,k of occurrences of the given atom

type k into each elementary volume va is computed. A uniform
set of cubic elementary volumes va of (0.3)3 size each was used
to construct the 3D solvent distribution function gk(r). Conse-
quently, the 3D solvent distribution function gk(a) for the given
atom type k in the box a reads:

gkðaÞ ¼
na;k

MvaX
k;a

gkðaÞva ¼ N
(17)

where k is an atom type of solvent, a is the index that runs over
every elementary volume va and N is the total number of nuclei.

2.1.4 Dressing up with electrons the 3D solvent distribu-
tion functions to obtain hqBi(r). To begin with, we first assume
that each solvent site g located at r0 is surrounded by an effective
spherically averaged electronic density cloud rg(r � r0) moving
together with that nucleus, the general formula for the statistical
ensemble averaged electron density hrBi(r) takes on the
following form:

rBh iðrÞ ¼
X
g

dr0rgðr� r0Þggðr0Þ (18)

Another approximation is that the whole electronic density is
concentrated in the same point r0 as that of the nucleus with
the total integrated charge being equal to the number of
electrons qg associated with each site g.

rg(r � r0) = qgd(r � r0) (19)

that results in the following expression for statistical ensemble
averaged density

rBh iðrÞ ¼
X
g

qgggðrÞ (20)

where qg is the number of electrons associated with each site g.
The assumption 19 is valid when the rg(r � r0) is a short-range
function confined in the elementary volume va that enables us
to replace the integral over the space coordinates by the sum

over the elementary volumes a so that 20 can be rewritten as
follows

rBh iðrÞ ¼
X
k;a

qkgkðaÞ (21)

where qk is the number of electrons associated with each type of
atoms of solvent k and gk(a) is the 3D solvent distribution
function giving the average number of atoms of the type k in
the elementary volume va.

2.1.5 Generation of the electrostatic part of the embedding
potential. Once the ensemble averaged density hrBi(r) is deter-
mined, the ensemble averaged electrostatic potential of the
environment is computed as

velectrB ðrÞ
� �

¼ velectrB rBh i½ �ðrÞ ¼
X
k;a

qk þ Zkð ÞgkðaÞva
r� r0aj j (22)

where ra0 denotes a center of the volume va, qk is the number of
electrons associated with each type of atom of solvent k, Zk is a
nuclear charge of the atom type k and gk(a) is a 3D solvent
distribution function. It is worthwhile to recall that a similar
approximation was introduced in ref. 28 where the averaged
electrostatic potential was used. Compared to the method used
in the present work, we average not the potential but the
charge-densities. Averaging potential is equivalent to averaging
the charge density only in the case of embedding potentials
which are order-one homogeneous in rB(r) such as the electro-
static potential averaged in ref. 28. The FDET embedding
potential (either exact or approximated) is, however, not
order-one homogeneous in rB(r) because it contains the non-
electrostatic component (the last term in eqn (1)).

2.2 Computational details

In order to validate the approximation given in eqn (2), either
the left-hand-side or the right-hand-side of eqn (2) was evaluated
using the method introduced in ref. 24 which uses the FDET
embedding potential in the general framework of the LR-TDDFT
approach to the excited states.23 The solvatochromic shift for the
lowest n - p* transition in an acetone molecule was calculated
as the difference of the respective excitation energies in gas and
in the solvent De = eH2O � egas. Subjected to the extensive
theoretical29,30 and experimental study,31–34 acetone is a very
convenient model system to test novel computational approaches
for prediction of solvatochromic shifts. To evaluate either sides of
eqn (12), the M = 121 instantaneous geometries taken from the
QM/MM MD simulation by Adias et al.35 were used. The simula-
tion reported in ref. 35 was performed at 298.15 K for the fixed
geometry acetone molecule embedded in 511 explicit water
molecules. The acetone molecule was treated at the QM level,
while the rest of the system was treated classically. The used
instantaneous geometries correspond to a 10 ps long equilibrated
trajectory. The excitation energies were evaluated using the ADF
code36 featuring the implementation of LR-TDDFT FDET equa-
tions by Wesolowski24 subsequently improved by Jacob et al.37

The Slater Type AUG-TZP basis sets were used. The Statistical
Averaged Orbital Potential (SAOP) approximation for the
exchange–correlation potential in ĤA

o was used in calculations
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for both isolated and embedded chromophores, the local-density
approximation was used for both Tnad

s [rA,rB] and Enad
xc [rA,rB].

Note that the same approximations (basis sets and functionals)
were used in solving LR-TDDFT FDET equations for evaluating
both sides of eqn (12). As a result, any differences between the
obtained numerical values could be attributed only to the
approximation eqn (12) investigated in this work and not to
other factors.

For atomistic simulations (the left-hand-side of eqn (2)) the
used computational protocol is essentially the same as the one
used in the paper of Neugebauer et al.29 applied also for
evaluation of absorption band shapes in ref. 38 and 20. Here
we report only its key elements and the details specific for the
present calculations. The corresponding absorption spectra
were computed for M = 121 conformations sampled during
the QM/MM MD simulations using the LR-TDDFT FDET
method. To make LR-TDDFT FDET calculations affordable we
reduce the number of water solvent atoms by introducing a 8
cut off radius whose origin is situated at the center of mass of
the acetone. The selected molecular cluster comprises 68 water
molecules contributing to rB(r). At each instantaneous geometry,
rB(r) is evaluated as a superposition of atomic densities (for the
performance of FDET with such construction of rB(r) see ref. 39):

rBðrÞ ¼
XN
i¼1

niB � Zi
B

� 	
riBðrÞ; (23)

where i refers to the atom in embedding subsystem B, N is the total
number of atoms of the solvent and ri

B(r) is the normalized
spherically symmetric electron density of the solvent, Zi

B is the
total charge equal to the atomic number of the atom i and ni

B is the
net charge of the atom i.

As in ref. 19, the solvent net oxygen and hydrogen charges
were taken to be nO

B = � 0.80e and nH
B = +0.40e respectively.

Those charges correspond to the formal ionic charges. The
STO-DZP basis sets were used for the calculation of rB(r). Given
the M cluster models, the 8 lowest excitation energies and their
corresponding oscillator strengths were computed and averaged
over the whole statistical ensemble of M configurations. The
number of excitations chosen could be expected to affect the final
excitation energies for two reasons. First of all, the n - p*
transition is optically forbidden and its small oscillator strength
in the solvent is the result of breaking the symmetry in the
instantaneous geometry. It is possible therefore that the higher
more intense excitations could affect the position of the maxi-
mum of the lowest absorption band. In the considered case it is
not the case because of the large gap between the two relevant
excitation energies. The mean energy of the lowest excitation
equals 4.78 eV (the oscillator strength of this transition does not
exceed f E 7 � 10�5). The lowest excitation energy varies between
4.6 eV and 5.0 eV in the considered ensemble. The energy of
the second lowest excitation, which has a significantly higher
oscillator strength f E 0.01, varies between 6.14 eV and 7.12 eV.
The other reason why the number of explicitly considered excita-
tions could affect the calculated solvatochromic shifts is the fact
that the quality of higher excitation energies deteriorates due to

the wrong asymptotic behavior of the used approximation for
the exchange–correlation functional and due to the use of the
Davidson diagonalization procedure to solve Casida’s equations.
The ultimate verification of the importance of the above factors
was made by repeating the calculations using different number of
excitations (6, 8, or 10). The average excitation energies evaluated
for the considered trajectories using any of the chosen number of
excitations are practically the same (see Table 1).

All the solvatochromic shifts in the n - p* transition
reported in the present work use the reference value of 4.606 eV
for this excitation. It was evaluated using the same approxima-
tions in LR-TDDFT equations as the ones for the embedded
species and the same geometry as the one used in the original
MD simulations. After that the electronic spectra of acetone in
solution were convoluted with Gaussian functions to mimic the
broadening of the electronic transitions due to the vibronic
degrees of freedom and the thermal fluctuations of the solvent.
For a given transition g of the frequency og the molar extinction
coefficient Ig, which shows the ability of a chemical substance to
absorb light at a given wavelength o, reads (eqn (24)).

IgðoÞ ¼
1

M

XM
i¼1

fig

D

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 lnð2Þ
pb2

r
e
�4 lnð2Þ

b2
o�oigð Þ2 (24)

In eqn (24), M is the number of the solute molecular configura-
tions, oig and fig are the excitation energy and the corresponding
oscillator strength of the transition g computed for the molecular
configuration i, D = 3.4819 � 10�5 mol cm eV�1 is a constant and
b is the full width at half maximum (FWHM) chosen to be 0.08 eV.
The molar extinction coefficient IðoÞ computed for the first 8
excited state transitions is given by eqn (25)

IðoÞ ¼
X8
g¼1

IgðoÞ (25)

For each volume element, rB(r) was evaluated as a sum of
delta-functions eqn (19) and was computed using eqn (21) that
reads as hrBiMD(r) = (�0.6e)gH(r) + (�8.8e)gO(r), where gH(r) and
gHO

(r) are the 3D distribution functions for the oxygen and
hydrogen atoms, qH = �0.6e and qO =�8.8e being the respective
effective net charges.

3 Results
3.1 The absorption band shape from atomistic simulations

Fig. 6 shows the absorption band shape obtained using atomistic
simulations. The solvatochromic shifts for the lowest n - p*
transition in acetone in comparison with available theoretical
and experimental data are collected in Table 2. While the
atomistic simulations lead to De = 0.18 eV, the experimental shift

Table 1 The ensemble averaged energy of the lowest excitation for the
solvated acetone evaluated using different numbers of excitations in solving
Casida’s equations by means of Davidson’s diagonalization procedure

Number of states 6 8 10

Energy, eV 4.7823043 4.7823043 4.7823044
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of the maxima of the absorption band is reported to lie between
0.19–0.22 eV.31–34

The recent reported theoretical value of De = 0.20 eV30

obtained by means of the combined linear response coupled
cluster/molecular mechanics agrees also very well with the
result of our atomistic simulations which justifies to use the
obtained value and the used approximations (for functionals,
basis sets, and the construction of rB(r)) as a reference for
analysis of the approximation given in eqn (2).

3.2 Solvatochromic shift from the nonuniform-continuum
model: De[hqBiMD]

Fig. 1 shows the map of hrBi(r) featuring a low density region
around the solute indicating that the solvent density hrBi(r)
does not penetrate the interior of the acetone molecule. The
radius of the cavity surrounding the acetone nuclei is about
1.5–2. A first solvation shell is present and has a pronounced
diffuse character.

Fig. 2 shows the map of the net charge. Being the sum
of positively charged nuclei and negatively charged electron
density distributions the net density takes on both positive and
negative values. Similar to the map of hrBi(r) shown in Fig. 1
and Fig. 2 also features a cavity representing the solute. Two
positively charged clouds located in vicinity to the acetone
oxygen atom are associated with the protons of molecules
of water and indicate the existence of two hydrogen bonds.
The statistical ensemble averaged electrostatic potential of the
environment velectr

B [hrBi] is shown in Fig. 3. The blue region
near the negatively charged ion of the oxygen atom of acetone
signifies the field generated by positive charges. On the other
hand, negative values of the electrostatic potential prevail in
the bottom of the picture that signifies the polarization of the

solvent. The acetone’s oxygen is situated in a region where the
magnitude of the electrostatic potential is close to zero.

Fig. 4 shows the embedding potential vemb(r) generated
using the nonuniform-continuum model. To compare the
contribution of the non-additive terms Enad

xct [rA,rB] in eqn (7)
and that of the electrostatic term vB[hrNetiMD] to the embedding
potential, the map of the embedding potential was plotted on
the same scale as the one used for electrostatic potential
(Fig. 5). A zero-line passes between the atoms of carbon and
oxygen and slightly changes its location upon the addition of
the non-additive terms Enad

xct [rA,rB]. A comparison of Fig. 5 with
Fig. 3 shows that a highly attractive embedding potential,
which overlaps the electronic density of the solute, appears in
the proximity of the oxygen atom of acetone. The magnitude of
embedding potential within the cavity comprising the acetone
molecule in Fig. 3 remains unchanged as compared to the Fig. 5
due to the absence of the embedding density near the solute.

Table 2 Solvatochromic shifts from the water to gas phase of the lowest
n - p* transition (in eV)

LR-TDDFT/atomistic CCSD/MD30 Exp.31–34

0.18 0.20 0.19–0.22

Fig. 1 Statistical ensemble averaged embedding density hrBi(r) given in a.u.

Fig. 2 Statistical ensemble averaged net density hrNeti(r) given in a.u.

Fig. 3 Statistical ensemble averaged embedding electrostatic potential of
the environment velectr

B [hrNetiMD](r) given in a.u. The transparent contour
represents the Kohn–Sham electronic density of the acetone with isovalue
rA = 0.001 a.u.
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The solvatochromic shifts obtained with various methodo-
logies are collected in Table 3.

The solvatochromic shift obtained using the non-uniform
continuum model and the average charge densities obtained
from explicit atomistic simulations (0.20 eV) are in excellent
agreement with both of the theoretical (0.20 eV) and the
experimental (0.19–0.22 eV) values. It is also close to that
obtained using atomistic simulations described in the previous
section (0.18 eV) which justifies the applicability of the

approximation given in eqn (2). A reduction of the computa-
tional expense (one calculation of the excitation energy
instead of more than one hundred) is accompanied by the
relative change of the calculated shift by only about 10%.
Compared to the shifts obtained using an alternative FDET
based non-uniform model using 3D-RISM site probabilities to
obtain average charge densities, the model presented in this
work also leads to a very similar value. The difference between
0.21 eV (3D-RISM) and 0.18 eV (this work) can be attributed
to different force field parameters which are used in both
methods and to the closure relation needed to solve 3D-RISM
equations.

The n - p* excitation involves the HOMO and LUMO
orbitals in the transition as shown in Fig. 7 and 8.

Fig. 4 The FDET embedding potential (in a.u.) evaluated at average
charge densities of the environment for acetone in water.

Fig. 5 The FDET embedding potential (in a.u.) evaluated at average
charge densities of the environment for acetone in water together with
the isovalue of rA = 0.001 of rA(r).

Table 3 Solvatochromic shifts (in eV) from the water to gas phase for the
lowest n - p* transition

Methodology Solvatochromic shift

FDET/non-uniform continuuma 0.20
FDET/atomistica 0.18
FDET/non-uniform continuumb 0.21
QM/MM30 0.20
Exp.31–34 0.19–0.22

a Present work. b Ref. 19.

Fig. 6 Simulated absorption spectra of acetone in water, from 4.4 eV to
5.4 eV.

Fig. 7 The highest occupied molecular orbital for the solvated acetone at
one of the conformations of the solvent used for averaging.

Fig. 8 The lowest unoccupied orbital for the solvated acetone at one of
the conformations of the solvent used for averaging.
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3.3 Approaching the statistical limit for hqBi(r)

The quality of the calculated solvatchromic shift in the
approach proposed in the present work and discussed in the
previous sections depends critically on the representability of
the sample of the used configurations. The averaged density
considered in the previous section was obtained using a
relatively small sample of instantaneous configurations. A
straightforward way to approach the statistical limit would
consist of using a longer equilibrated MD trajectory. This is
not always possible as we propose the current approach as a
post-simulation tool to be used independently of the simulations
providing the instantaneous configurations. In the present
section, we address the issue of representability of the used
sample by exploiting two features of the investigated system
and FDET: the C2v symmetry of the chromophore, which results
in the same symmetry of hrBi(r) in the statistical limit, and the
fact that hrBi(r) (input quantity in FDET equations) is a real
function in 3D which can be a subject of manipulations.
We notice that the averaged densities and potentials shown in
Fig. 1–4 are not symmetric and look very ‘‘grainy’’. That indicates
that the used sample does not represent the statistical limit. In
the following, we estimate the effect of this distortion of the
symmetry on the calculated shifts. To this end, the asymmetric
density hrBi(r) can be symmetrized in a straightforward manner:

hrsymm
B i(r0) = hrsymm

B i(r00) = hrsymm
B i(r0 0 0) = hrsymm

B i(r)
(26)

where

hrsymm
B i(r) = 0.25(hrBi(r) + hrBi(r0) + hrBi(r00) + hrBi(r0 0 0))

(27)

and where r, r0, r00, and r0 00, are related by symmetry operations.
Compared to their symmetric counterparts the symmetrized
charge densities and potentials shown in Fig. 9 and 10, which
feature the right symmetry, are smoother because of the
smearing out the deviations from the symmetry.

The symmetrization affects negligibly the calculated excitation
energy (e[rsymm

B (r)] = 4.8053 eV vs. e[hrB(r)i] = 4.8048 eV). As
expected, the oscillator strength of the considered excitation

approaches zero (it is actually f [hrsymm
B (r)i] = 0.2836 � 10�12 due

to the used numerical procedures) due to the fact that the lowest
n - p* state in acetone (1A2 state in the C2v symmetry) is optically
forbidden. Interestingly, the oscillatory strength in the asymmetric
case although small is non-zero f [hrB(r)i] = 0.3023 � 10�6.

4 Discussion and conclusions

Replacing the averaging the quantum mechanical observable
evaluated in an ensemble of frozen densities (rB(r)i) by evaluating
the observable at the ensemble average of the charge density of the
environment (hrBi(r)) is the principal approximation analyzed
in this work. This approximation has a compact mathematical
form expressed in eqn (2). Physically, it represents replacing the
explicit atomistic level of description for the statistical ensemble
representing the solvent by two continuous fields: hrBi(r) and the
average potential generated by the nuclei hvBi(r).

In practice, approximation given in eqn (2) leads to huge
potential computational savings. With explicit description of
the solvent, the evaluation of the observable in question (vertical
excitation energy in the present study) must be performed for
each configuration representing the statistical ensemble. The use
of the continuum fields involves, however, just one evaluation of
the quantum mechanical observable. The exact savings depend
on the case: costs of generating the statistical ensemble used
to generate hrBi(r), the costs of the evaluation of the FDET
embedding potential as a functional of charge densities, for
instance. In the present study, the CPU timings needed for
right-hand-side and left-hand-side of the eqn (2) differ by almost
two orders of magnitude.

The idea of using an average embedding potential is not
new, to our knowledge, it was introduced by Coutinho et al.,28

where only the electrostatic component of the embedding
potential was considered. The present work concerns the
complete local embedding potential, which includes also the
non-electrostatic term, which as shown in ref. 1 and 9 has
the form of a universal functional of charge-densities. Similar
to the method introduced in one of our earlier works19 and
opposite to the approach of Coutinho et al., it is not the

Fig. 9 Symmetrized statistical ensemble averaged embedding density
hrsymm

B i(r) given in a.u.

Fig. 10 Symmetrized statistical ensemble averaged embedding electro-
static potential of the environment velectr

B [hrsymm
Net (r)iMD](r) given in a.u.
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potential but the charge density of the environment which is
averaged. The distinction is not necessary in the case of
electrostatic-only embedding because the embedding potential
depends linearly on the charge density of the environment. The
non-electrostatic term (the functional derivative of Enad

xct [rA,rB])
can be associated with the quantum confinement effects. In
this work, as in other applications of FDET, Enad

xct [rA,rB] is
approximated by an analytic expression Ẽnad

xct [rA,rB]. The fact
that Enad

xct [rA,rB] is order-one homogeneous40 in neither rA nor
rB lies at the origin of the fact that eqn (2) is an approximation
and not an exact relation. The same concerns Ẽnad

xct [rA,rB]. The
present results show that the inhomogeneity in rB of the used
approximated density functional for Enad

xct [rA,rB] results in a
negligible error in the solvatochromic shift (in the 0.02 eV
range). Concerning the inhomogeneity in rA, it leads to coupling
between the electronic structure of the embedded species and the
structure of the solvent if the observable is evaluated form the
left-hand-side of eqn (2). For each geometry of the solvent,
the corresponding rA(r) is different, because the embedding
potential depends on rA(r). In the right-hand-side of eqn (2) such
couplings are completely neglected.

The actual results presented in this work concern a simple
and rigid chromophore solvated in liquid water. In such a case,
different configurations representing the statistical ensemble
differ but the differences concern mainly the solvent and not
the solute. The FDET based averaging approach proposed in
the present work can be expected to be adequate used for
studies of rigid chromophores in structurally disordered and
fluctuating environments. It can be used without further modi-
fications also for studies of a flexible solute provided its
structure oscillates around a common global geometry. In the
case of a solute occurring in several conformations (cis/trans
forms, different tautomeric forms, etc.), the approach proposed
in the present work can also be adopted in a straightforward
manner. To this end eqn (2) shall be applied for each conformer
separately. Such applications are beyond the scope of this article
and are subject of our current research.

Using an explicit rA,rB-dependent analytic formula to
approximate the functional Enad

xct [rA,rB] leads also to the corres-
ponding analytic approximated expressions in the embedding
potential. Replacing rB by hrBi can always be made in the
analytic formula. In the case of the exact functional, the
situation is more involved. Whereas Enad

xct [rA,hrBi] is well
defined for any pair of N-representable densities,9 the existence
of the corresponding potential hinges on a more stringent
condition – v-representability of either rA(r) or rA(r) + hrBi(r).
Similar to any other density functional theory formulations,
this condition cannot be assured in practice. We notice, however,
that hrBi(r) is a significantly smoother function that any instan-
taneous rB(r) taken from the statistical ensemble. It becomes
even uniform for non-structured liquids.

The embedding potential (vFDET
emb [rA,hrBi,hvBi](r)) evaluated as

a functional of the non-uniform continuum descriptors of the
solvent: rA(r), hrBi(r), and hvBi(r) derived from the statistical
ensemble of conformations of the solvent molecules obtained
in atomistic simulations was used in the present work to

evaluate the solvatochromic shifts in absorption within the
general framework of LR-TDDFT. The embedded wavefunction
(both interacting or non-interacting) can be, however, used to
evaluate any quantum mechanical observable associated
with an operator Ô according to the formula given in eqn (2).
Although the adequacy of the approximation given in eqn (2)
shall be subject to numerical validation similar to that presented
in the present work, the presented numerical results indicate that
the prospects of using this approximation for other observables
are promising.
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