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Analytical gradients for excitation energies from
frozen-density embeddingf

Arseny Kovyrshin® and Johannes Neugebauer*®

The formulation of analytical excitation-energy gradients from time-dependent density functional theory
within the frozen-density embedding framework is presented. In addition to a comprehensive
mathematical derivation, we discuss details of the numerical implementation in the Slater-function
based Amsterdam Density Functional (ADF) program. Particular emphasis is put on the consistency in
the use of approximations for the evaluation of second- and third-order non-additive kinetic-energy
and exchange-correlation functional derivatives appearing in the final expression for the excitation-
energy gradient. We test the implementation for different chemical systems in which molecular excited-
state potential-energy curves are affected by another subsystem. It is demonstrated that the analytical
implementation for the evaluation of excitation-energy gradients yields results in close agreement with
data from numerical differentiation. In addition, we show that our analytical results are numerically more
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1 Introduction

A full interpretation of excited-state processes requires to have
reliable theoretical models for the explanation of experimental
data in terms of excited-state geometric and electronic structure
at hand." The characterization of excited-state potential energy
surfaces is important for understanding a variety of phenomena,
such as photochemical reactions, vibrationally resolved UV-Vis
spectra, resonance Raman spectra, excited-state dynamics etc.
Efficient calculations of potential energy surfaces require an
analytical approach for the evaluation of excited-state gradients.
The main advantage of such an analytical calculation of gradients
in contrast to a numerical approach is that the computational
cost does not depend on the number of nuclear degrees of
freedom. For a long time, the standard method to calculate
nuclear derivatives of excited-state energies for large molecular
systems has been the configuration interaction singles method.
In 1994, Ortiz derived and implemented gradients of excited
states within the random phase approximation.® The first imple-
mentation of analytical excited-state gradients within Time-
Dependent Density Functional Theory (TDDFT) was presented
by Van Caillie and Amos.* While in that work the expression for
the gradients was obtained by straightforward differentiation,
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stable and thus preferable over the numerical ones.

Furche and Ahlrichs employed®> a more convenient Lagrangian-
based approach, similar to the one used in ref. 6 for configuration
interaction methods. The same technique was used by Hutter in
his work,” where the calculation of analytical excited-state gradi-
ents from the Tamm-Dancoff approximation to TDDFT was
implemented within a plane-wave-basis set framework. In 2005,
Doltsinis extended® plane-wave TDDFT excited-state gradient
calculations beyond the Tamm-Dancoff approximation, where in
addition, an active space approach’ and an implicit differentiation
scheme were employed. Seth et al'® implemented analytical
gradients for spin-flip TDDFT excitation in the Amsterdam
Density Functional program package (ADF),"""'> which uses Slater-
type functions in contrast to most other quantum chemistry
packages. These implementations provided a powerful toolbox
for the theoretical characterization of excited-state potential-
energy surfaces of large molecules. Embedding techniques like
the Polarizable Continuum Model’* (PCM), Quantum
Mechanics/Molecular Mechanics'* (QM/MM) or Frozen-Density
Embedding (FDE)" can increase the range of application for
TDDFT gradients. Analytical gradients for the evaluation of
excitation-energy gradients have been implemented, e.g. for
PCM-TDDFT"® and QM/MM-TDDFT"’ and other fragmentation
or embedding strategies."®'® However, no such analytical gradients
are available so far for FDE, which partitions the total electron
density of a large system into that of an active region and the frozen
density of an environment. The TDDFT extension of FDE has been
presented in ref. 20 and 21, and several challenging applications
have been presented since then (see ref. 22-25 or the review
in ref. 26 for some examples). Following the strict version
of “frozen-density embedding”, we will assume here and in

Phys. Chem. Chem. Phys., 2016, 18, 20955-20975 | 20955


http://crossmark.crossref.org/dialog/?doi=10.1039/c6cp00392c&domain=pdf&date_stamp=2016-03-19
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/c6cp00392c
https://pubs.rsc.org/en/journals/journal/CP
https://pubs.rsc.org/en/journals/journal/CP?issueid=CP018031

Open Access Article. Published on 21 March 2016. Downloaded on 2/1/2026 11:25:20 PM.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

Paper

the following that the response of the system to an external
perturbation is entirely localized in the active system. This
corresponds to the case of “uncoupled FDE” (FDEu) for excited
states in the nomenclature of ref. 27, which is also known as the
“neglect of differential response of the environment” (NDRE).>®
This can be relaxed in a full subsystem TDDFT treatment (see
ref. 27 and the work by Casida and Wesolowski*°). For recent
reviews, see ref. 29 and 30. Note that analytical ground-state energy
gradients for FDE have been reported before,*! and will thus not be
considered here. The development of analytical excited-state gradient
theory in TDDFT within FDE will give fast access to potential energy
surfaces of the excited states of complex systems.

2 Theory

The excited-state gradient in TDDFT is calculated as the sum of
the ground-state gradient and the gradient of the excitation
energy, but since the former is established for FDE*' we focus
here only on the latter part. In order to introduce the notation,
the underlying theory of FDE and its TDDFT extension are
briefly presented in Sections 2.1 and 2.2, respectively. The
formulation of FDEu-TDDFT excitation-energy gradients is
concisely established in Section 2.3, which is followed by a
derivation of the Z-vector equation for FDEu-TDDFT gradients
in Section 2.4. An in-depth derivation including all intermediate
steps is presented in Appendix A. Note that our theoretical
development is based on the formalism introduced in the work
by Seth et al.'® as well as in that by Furche and Ahlrichs.

2.1 Frozen-density embedding

The FDE theory™ is a fundamental framework for embedding
schemes within DFT. The total density of the system in the FDE
approach is partitioned into an active part and a frozen part

Prot) = p(1) + pe(x)- (1)

The active electron density, p(r), can be expressed through the
orbitals located in the active fragment of the molecular system,

N
=Y # ), )

where N is the number of electrons in the active part. The
molecular orbitals of this fragment are usually varied during
the calculation, and hence its density as well. Contrarily, the
density of the frozen part, p¢(r), is chosen to be constraint
during the calculation. In the context of the related subsystem
DFT method,**™* it consists of orbitals located in the environ-
ment, ¢;,

Z bi;" (1) (r) (3)

and both subsystem densities can be optimized. Please note
that we do not use an extra label for indices of orbitals,
densities, and potentials of the active fragment, while the terms
for the frozen fragment are marked with “f” as a subscript
(or, in the case of potentials, as a superscript).
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In order to obtain the ground-state density of the active system,
p(r), in the presence of the frozen density, the Kohn-Sham (KS)
equations with Constrained Electron Density (KSCED)" must
be solved,

1
(557 ¥+ i) ) = (@)
where 1v°p](r) has the same form as the effective potential for
the standard Kohn-Sham equation of the isolated active system,

) 3Exclp]
Veft J p( dar’ + , 5
e T e
—_——— ——
Vext ve vXc
and v*™P[ p,p{(r) is responsible for the interaction of the active

part with the frozen environment density,
=
|l' — RA[

\

cmb [

P pel(

e )
—_———

~

ext
+ i o, pr] (1),
(6)

The last two terms represent the so-called non-additive XC
potential and non-additive kinetic potential, which read

o, prn) =l OB )
. p) = el SR )

The term in parenthesis on the left hand-side of eqn (4) is
denoted as F and can be identified as the time-independent
FDE-KS Hamiltonian.

2.2 Frozen-density embedding within TDDFT

The FDE formalism has been extended to excited states by Casida
and Wesolowski,”® and a general subsystem TDDFT framework
was established in ref. 27. The FDE approach can be considered as
a special case of the subsystem-based TDDFT scheme in which
local excitations are obtained under the influence of a given
environment, e.g. a solvent. The matrix elements of the time-
independent FDE-KS Hamiltonian are given as
Fra = [0y (0 Hvz D)) + ¥, i) (1) | g (1), (9)

where ¢, are orbitals of the active part of the system. The
convention that indices i,j, etc. correspond to occupied orbitals,
a, b, etc. to virtual orbitals and p,q, etc. refer to general orbitals
is adopted for the following derivations. Expanding the time-
dependent one-electron functions, ¢(r,t), in a linear combination of
time-independent one-electron functions, ¢;(r) with time-dependent
orbital coefficients, Kip(%),

Gp(r.0) =D Kip(1)ty(r), (10)
]
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the Time-Dependent KS (TDKS) equations will take the follow-
ing form®>-%¢

19K — ¥k,

BR (11)

where the i-th column of the matrix K contains the expansion
coefficients of ¢;(r,t). F is a matrix representation of the TDKS
Hamiltonian operator in the basis of {¢;(r)}. Assuming that a
time-dependent external field is applied®® one can derive the
main equation of linear-response TDDFT within the FDE
approach from eqn (11),
{1 0
=

A B][X X
0 -1

; (12)

B AJlY Y

where the elements of A and B read (real orbitals are assumed),

Aiajb = Fandij — Fiyoap + (ialjb) + (ia] fxcljb) + (ia] fifi“|jb)
+ (ia] f39jb), (13)
Biajb = (ia|bj) + (ia] fxc|bj) + (ial i |bj) + (ia] fXE"|bj).
(14)
The response of the XC potential corresponds to the second

functional derivative of the exchange-correlation energy, which
is called XC kernel and given as

§EX[p]
5p(r)30(r")

Only non-additive terms from the embedding potential,
v p,pg|(r), remain and they are represented as a second
functional derivative of the corresponding non-additive energies,
which are also called non-additive kernels,

wmwm:UAM%m Go(F) by (F)drdr’. (15)

2 2
(al i) = J P ()4 (1) (6:011(53(5[;1?(1') - 62(5)32[@/9
X ¢y (r')p;(r')drdr’,
(16)
i sl * FT5[pror 82T,
(ia] 2294 jb) = J¢i (1), (r) (5pmt(r)g;,[m](r,) - 5P(r)6;[;p(]rr))
X " (r')p;(r')drdr’.
17)

Using the fact that in the basis of canonical orbitals
Fap = Fabéab = saéabv (18)
Fij = Fij(sij = 8i51j, (19)
elements of matrices A and B change to
Aiajo = Odan(ea — 1) + (ialjb) + (ia fic|jb) + (ial i |jb)
+ (ia] f3&jb), (20)

Biajp = (ia|bj) + (ial fxc|bj) + (ia] fik“|bj) + (ial £ x| bj)-
(21)

In the ADF package XC, non-additive XC, and non-additive
kinetic kernels in the equations above are by default evaluated
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within the adiabatic local density approximation (ALDA) for
non-hybrid XC potentials. This gives a good compromise
between accuracy and efficiency. Moreover, ALDA kernels show
smoother behavior for the low density regions than adiabatic
generalized gradient approximation (AGGA) kernels. The last
statement can be explained by the absence of 1/|Vp(r)|* depen-
dencies in kernels, where f is a positive exponent.

We note that it is sometimes useful to rearrange eqn (12) by
means of the unitary transformation U,

1 /1 1
U_ﬁ<1 1)’ 2
into the two coupled equations
(A+B)X+Y)=0X-Y), (23)
A-BX-Y)=oX+Y) (24)

2.3 TDDFT excitation-energy gradients within FDE

Having the concepts of excitation-energy gradients for regular
TDDFT at hand,> it is possible to establish the theory of FDEu-
TDDFT excited-state gradients in a similar way (see Appendix A
for a detailed derivation).

The Lagrangian for FDEu-TDDFT reads [see eqn (86) in
Appendix A.2]

LX,Y,0,C,Z,W]| = GX,Y,0] + > ZuFi

ia

- Z Whq (Spa — Opa)-

pg,p=q

(25)

The quantity G[X,Y,w] has the following form,

A B][X X

GX,Y,0] = [X'Y']

oy

ﬂ
(26)

where A and B are the matrices specified in Section 2.2, X and Y
are the solution vectors from eqn (12), C is the matrix of orbital
coefficients. Z and W in eqn (25) contain two additional sets of
Lagrangian multipliers. The sum ) Zj,Fi, takes care of the

ia
conditions Fj, = 0 (which implies that KSCED equations are
solved, but not necessarily in canonical orbitals) and

> Wpq(Spq — 9pq) ensures orthonormality of the orbitals
Pd.p<q

(Spq is the overlap integral for orbitals p and q). Note that our
definition of the vector Z implies that only occupied-virtual
components among all Z are non-zero. The FDE-TDDFT
eigenvalue problem can be expressed as

B AJlY -Y

OLX,Y,w,C,Z,W] 0GX,Y,0] 0 (27)
IIXtYH] -oXYR]
and the orthonormality constraint is given as
LIX, Y Z X, Y
6 [ i 7CU7C, 1w}:8G[ i 760]:0 (28)

Jw Jdw
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It is possible to rewrite the Lagrangian as (see Appendix A.3; for
simplicity of notation the Lagrangian, L[X,Y,w,C,Z,W], will be
written from now on as L)

L :Zququ - Z (Spq - 519(1) Whq
pq p4,p<q
+ Z (X +Y);, (X + Y);,[(Galjb)
ia, jb

(29)
XC dd dd
+. ia,jb +fndC1d_|b +fk[i(];1d _]b:|

‘U[Z(X+ Y)ia(XY)ia1:|'

In the equation above, a relaxed difference density matrix P was
introduced (see Appendix A.6 for more details),

P=T+Z, (30)
where T is an unrelaxed difference density matrix with elements
equal to

Tav :%Z {(X + V) (X + Y + (X = ¥)iu (X = Yy},

61)

Ty = -5 3 { X+ M+ )+ (= - 1}
62)
Tia = Tai = 0. (33)

We now introduce some external perturbation &. In our particular
case, ¢ represents some nuclear coordinate Ry, (i.e., component
k of the position vector of atom A). The derivatives of the
Lagrangian with respect to all possible nuclear coordinates &
in the system constitute the gradient of the excitation energy
with respect to the position of the nuclei. As stressed by Furche
and Ahlrichs, the formalism is also valid if ¢ represents some
general perturbation, e.g. a component of a static electric field,
which gives access to the excited-state dipole moment.’
In order to differentiate the Lagrangian with respect to a
perturbation ¢, it is useful first to convert it to atomic orbital
representation (see also Appendices A4 and A.5). In comparison
with the regular TDDFT case, eqn (29) contains the additional terms

(X4 V) (X + ) [+ A

ia, jb
and Z"emb[P pel(r) Ppg

G[X,Y,0])
> FpqPpq)- The focus here will thus be mostly on these terms.
pd

For convenience, we will sometimes drop the notation
emb[p,pf], vEff[ o], etc. and write vemP e instead. Converting
>~ FpqPpq to atomic orbital basis, we get

pq
> FogPoq =Y Fu Y CupCugPpq =Y FuPpy.
Pq uv pq I

(which results from

(which results from

(34)
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For convenience, we define the kinetic energy operator 7'y = _EV .
Keeping the orbital coefficients constant and taking the derivative
with respect to the perturbation ¢ [¢ as a superscript indicates

differentiation over &, while (¢) means that MO coefficients are kept
constant during differentiation], we get from the equation above,

(©)
Y

" (35)

+ Z ( emb>
The first term reads’®

JZ (Xl.l TSXV)gpuv = Ts [pP({)}

nv

Here, we introduced the density

- Z Pquulw
v

(37)

&) .
The second term . (vif) reads (here, we introduce a

pv
simplified notation in which the integration of a function

[f(r)dror [f(r,r')drdr will be expressed as [f),

Z (Vfg)(i)Pw _ . Z/J

Y ‘rfRA‘

8% Exclp] @
1 | et

::Jp”@vat+-1£mpp-+J§Ep@’+—Jp”@vC

prone [y,
(38)

where vc and ve are the Coulomb potentials due to p and pF,
respectively, and

(39)

Duv = Z Cpini

is an element of the ground-state density matrix. Similarly, we get

(©)
for the third term E ( emb) Py,
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——dr
Zp ‘r_RAr|

/
+ Jpp(g) (r) p/f(r ) drdr

¥ =]
k-
o (Gancier smme)
x p©(r)drdr

#[Jere (apa&[spp] )~ 6;(;[&]))

x p&(r)drdr’
_ JPP@ Lo JPP@) "
pPOyadd J PE) ypadd Jppf;‘é%ddp(f)

nadd
km 7

+
‘%

(40)

where vé is the Coulomb potential due to p;. Converting the
third term in eqn (29) to the atomic basis representation and
taking its derivative with respect to ¢ leads to

> X+ V) (X + Y[ Galib) + 725
ia,jb

= Z Z (X + Y)ia (X + Y)jb Cui CvaCKj Ckb
pvid ia,jb

nadd,( nadd, (
+fXC 1a]h +fkmlajb ]

% [(HV‘KX) nadd,( nadd,( :|

+fpvv<k +fXCu\ K7»+fk1nuv1<>»

:Z(X_'—Y)uv(X_'_Y)Kk

VKA

X [(uvhc?»)

or, in terms of densities,

-nadd,( nadd,( :|

+fpv KA +fXC v, K)» +fkm v, KA (41)

_ 2J (X+1)(@)X+7) +ZJ (X+7)() £XC p(X+Y)

X+Y)(¢) nddd

X+Y
na pX+Y)

n ZJp(XJrY)(i)f)lgz(l:ddp(XJrY) 4 2Jp(
(42)

+ Jp<X+Y)p(X+Y)p(5)gXC + JP(X+Y)p(X+Y)p( )g;l(ddd
n Jp(”Y)p(X”)p( ) gnadd,

where g*€, gn3dd and gPadd are given as functional deriva-

tives of the kernels (third functional derivatives of the
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corresponding energy functionals with respect to the
density).

The derivative of the last term in eqn (29) with respect to &
gives zero. Summing up all the terms mentioned above together

with < > SEV va) the expression for the Lagrangian deriva-
nv
tive L° is
LE=T, {pP(é)}

nadd nadd

* Jpp(é) (ve’“ +ve+ v + Vext + VC +VXc T Vkin )

+J( v ap® +vPpt ) J P(fXC 4 ppadd | pnadd) o0

+2Jp(x+y)(cj)[ (X+7Y) (fxc +fmdd +fkr::dd) X+Y)}

=D S
(43)

nadd

+ ghid Hddd

+ Jp(“”p“‘”)p( Ig*¢ +&in ]

2.4 Z-vector equation for FDE-TDDFT

For the evaluation of L%, the corresponding vectors W and Z
have to be known (P =Z + T, and T is already determined from
the solution of FDE-TDDFT problem). These vectors can be
obtained from the so-called Z-vector equation,®*’ which is
derived using the condition,

OL

9Cy

(44)

If eqn (44) is multiplied by C,q and summed over index p, we
get the following relation,

OF DS
Z; —Cyq = W —Cyuq, 45
qu " % ‘ n 8C11P M rs,;s ) n 8CHP H ( )
where Q stands for
oGIX,Y,w
Opq = chm- (46)

0Cyp

H

Introducing the abbreviation for some arbitrary M,

Hy M) = 37 [20iles) + 218 + 2388+ 27 1t | My, (47)

s

it is possible to derive the following equations (see ref. 5 and
Appendix B),

Qy + Hy'[Z] = Wy(1 + oy), (48)
Qia + £aZia + Hia'[Z] = Wia, (49)
Qai T &iZia = Wiy, (50)

Qab = Wap(1 + Jap), (51)
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where the explicit expressions for Qpq look like (four cases are
distinguished),

Qij = Zw{(X‘F Y)la(X - Y)ja + (X - Y)la(X+ Y)Ja]
- Zsa{(X+ V)X + V) + (X = V) (X = V), }
+ Hi"[T] +2 Z (X + V)i [€5 + X! + glﬁ?fd}kc,ld,ij

ke,Id

X (X + Y)yg,
(52)

Oiw= Y (X + Y)yHu X+ Y]+ H [T]
b

add add
+ ZZ X+ Y)jb [gXC +gxc' + &kin ]jb,kc‘ja(X + Ve
ibxe
(53)

Qai = Z (X + Y)jaI—Iji-F[X + YL (54)

J

Qab = Zw[(XJr V)X = Y)ip + (X = Y), (X + Y)y]

+Z£1{(X+ V)X 4 Y )iy + (X = Y) (X = Y }-
(55)

Subtracting eqn (50) from eqn (49) we get the Z-vector equation

(6a — &)Zia + Hia' [Z] = — (Qia — Qai)- (56)
This equation can be rewritten as
Z (A4 + B)iy jpZip = Ria; (57)
ib
where R;; = —(Qja — Qai) reads
Ra= — (Z {(X + Y)Ha "X+ Y]}
b
SRRV SR}
! (58)

-+ Her[T] + 2 Z [gXC + g;l(%id + gﬂiar;id}jb,kc,ia
jb.ke

X (X + V(X + V), )-

The matrix W is determined from the following equations

(04 + Hy" (7))
S )
_ Qab
de = (1 +5ab)7 (60)
Wia = Qai t éiZia- (61)

20960 | Phys. Chem. Chem. Phys., 2016, 18, 20955-20975

View Article Online

PCCP

The Z-vector equation and all relevant variables can be rewritten
in terms of densities.'® The corresponding quantities H;; [M], Qy;,
and Q;, then read,

Hi*[M] = 2j¢i¢j(vé“ [ fXC 4 puadd 4 puadd) M) (g9

0= Y o(X+ V) (X = )+ (X = V) (X + 1),

a

- ZSa{(X+ V)X +Y)j + (X = Y) (X = Y) }

 H [T+ 2[5 + g+ gt o1+,

(63)

Oia = Z (X + Y)inab+[X + Y] + Hi,T[T)
b (64)

+ 2J¢l [gXC + gaa(c‘Fd + gﬂ?;id] ¢ap(X+ Y)p(X+ Y)7

while Qq; and Qg will remain the same. Note that p™ and p(X+Y)
are defined in analogy to eqn (37). Finally, one can rewrite R;, in
terms of densities

R = — (E {(X + Y)p Hoo " [X + Y]}
b

RSN SRR A (65)
j

+ 2J¢i (6% + K& + giadd] p p X+ ptH Y)) :

3 Details of the implementation

An algorithm for the evaluation of excitation-energy gradients
within FDEu-TDDFT was implemented in ADF.'" Our imple-
mentation is based on the modules for the calculation of
excitation-energy gradients in TDDFT, which were developed
by Seth et al.*® In addition, we created modules for the evalua-
tion of the second functional derivative of the non-additive
kinetic energy using the AGGA (denoted as FULL in the for-
mulas below to distinguish from the commonly used ALDA
approximation), and the second and third functional deriva-
tives of the non-additive kinetic energy using the Thomas Fermi
approximation (denoted as TF in the formulas below). These
modules make use of the XCFUN library.’® As was already
mentioned in Section 2.2, the evaluation of the second func-
tional derivative in response calculations is usually done within
the ALDA in ADF, independently of the approximation used for
the XC potential. This introduces some consistency issues in the
evaluation of TDDFT gradients. Every kernel and potential term
in the expression for the gradient which originates from the Fock
matrix (XC potential and second XC functional derivative) have
to be evaluated in the original approximation (LDA, GGA,...),
while terms which result from the response part are always

This journal is © the Owner Societies 2016
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evaluated in the ALDA (which in the case of the non-additive
kinetic energy is the TF approximation). Within the ADF setup,
the ALDA-consistent expression for the excited-state gradients
thus reads,

LE=T, [pP(i)}

nadd nadd
C b e H RS+ )

+ ,OP(O (Vt:xt +vc+ V
+ <V§xtpp + VEP(5)>

add add ¢
+ (fFULL +/XCFuLL +fﬂ1fln,FULL> pt

+2JP(X+Y)(5)[ (X+7) (fALDAﬂLf)](%dgLDA +f£?}d€F> X+Y)}

+ JPOH D) ple) [gALDA + gxc ALDA +g£?}?dTFi|

=) S W

v

(66)

The difference in the approximations for the XC part has to be
taken into account in the Z-vector equation, eqn (57), as well.
Special attention should be paid to the elements H; '[M]. Note that

Hi " M] = 2J¢i¢j <Vgl + [fALDA +f ;%i,c/l%LDA +f112ﬁ?,%F]PM>7
(67)

when M is (X +Y), and

Hyi' [M] = 2J¢i¢j (V]g + [fFULL +f¥1((jjﬂ-‘ULL +/ kin FULL] M)v
(68)

when M is T or Z.

An additional comment should be made on the evaluation
of the non-additive XC kernels. One can significantly simplify
the evaluation of the XC kernels and their functional derivatives
if the expression for the non-additive XC potential, eqn (7) is
recalled,

Jxclp] +f§?]dd[ptot7p] = fxcl p] + fxcl prot] — fxcl P] = fxcl Peoths

(69)

= gxc[ Ptot]-
(70)

ng[P] + Xcdd[Ptotyﬂ] = gxc[ p] + gxc[ Ptot] - gxc[ p]

This basically means that instead of the evaluation and summation
of XC kernels for active and total densities, one needs to evaluate
the XC kernels only for the total density p(r).

Concerning the computational scaling of the FDEu-TDDFT
gradient calculations, we note that only a small additional step
in the calculation of embedding potentials and kernels is needed,
compared to the effort in the standard TDDFT gradients. In
particular, the orbital space is not increased in FDEu-TDDFT
calculations when using monomer basis sets for the active
system (which is the default in these types of calculations).
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The differences in timing and computational effort of the
ground-state DFT step and in TDDFT excitation-energy calcula-
tions have been addressed in ref. 23, and we refer the interested
reader to this reference for further details.

4 Computational details

A locally modified version of the ADF package'"'? was used for

all calculations. For ground-state structure optimizations, the
Becke-Perdew (BP86) XC functional***® in combination with
the triple-C polarized Slater-type (TZP) basis set from the ADF
basis set library was employed. The same basis set and the
XC functional were used for the excitation energy calculations.
For the FDE calculations, we employed the corresponding
ADF implementation,”’ making use of the so-called GGA97
generalized-gradient approximation (GGA) for the non-additive
kinetic contribution to the embedding potential.** This approxi-
mation is also known as PW91Kk, because it has the same functional
form for the enhancement factor as used in the exchange functional
of Perdew and Wang (PW91).**

5 Results and discussions

To test the analytical gradients for excitation energies within
the FDEu approach, three different test systems were studied.
A first test was performed on the complex of formaldehyde
with a lithium ion (charge +1), where the density of the lithium
ion was frozen. The structure of the system was obtained in
the following way: at first, the formaldehyde structure was
optimized with BP86/TZP; then the lithium ion was put on
the axis along the CO bond (oriented along the z-axis). The
structure is shown in Fig. 1. Such an orientation of the lithium
ion was chosen to enforce a rather large effect of the embedding
potential in this initial test. This system is thus highly polarized,
and the effect of the classical electrostatic part of the embedding
potential will be quite pronounced. But in addition, the non-
additive kinetic-energy contributions can be important in such
systems, because they are necessary to prevent over-polarization
effects.

The excitation energy dominated by the HOMO — LUMO
transition was chosen for the calculation of the gradient at
different C—0 bond distances. Note that the C- - -Li* distance is kept
constant in our calculations, so that increasing C—O distances
correspond to decreasing O---Li" distances. The HOMO of this

frozen

active

Ne

Fig. 1 Structure of the CH,O---Li*
nate space.

system and its orientation in coordi-
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LUMO

Fig. 2 Isosurface plots of the orbitals (BP86/TZP) involved in the dominant
orbital transition of the excitation under study for CH,O- - -Li* (lithium ion is
not shown).
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Fig. 3 Dependence of the excitation energy on the C—O bond distance
in CH,O and CH,O- - -Li* (TZP/BP86).

system corresponds to a nonbonding (n) orbital, while the
LUMO corresponds to a m* orbital. Isosurface plots of the
orbitals involved in the transition are shown in Fig. 2.

To check whether the embedding potential and all of its
components affect the electronic transitions, the excitation
energies for the CH,O- - -Li* complex and for isolated formaldehyde
were calculated for different C—O bond distances. These
results are shown in Fig. 3. One can see from this figure that
the closer the oxygen atom is to the lithium ion, the more the
excitation energy is affected by the embedding potential. Thus,
the complex represents a good test system to check the implemented
procedure.

The gradients of the excitation energies'® for isolated
formaldehyde for different C—0O bond distances were calculated
analytically with BP86/TZP. Then for the same distances gradients
were calculated numerically for the complex, where the lithium ion
was described with FDEu. In addition, the analytical gradients of
the excitation energy were calculated for the same system with
FDEu. To compare the obtained results, the dependence of the
z-component of the gradient for the oxygen atom on the C=0
bond distance is plotted for each calculation in Fig. 4.

One can see from the plot that the presence of the lithium
ion is simulated very well by the embedding potential, and that
it contributes significantly to the value of the excitation-energy
gradient. For all displacements of the oxygen atom towards
lithium, the values of the z-component of the gradient for
oxygen are in perfect agreement.

In the second test system, the lithium ion was substituted by
a helium atom, and the O-:-He distance was changed while
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—— CH,O- - Li'(FDE) analytical
—— CH,O- - ‘Li"(FDE) numerical
—— CH,0 analytical

9ENz, / (a.u/A)
(=]
T

s

-0.2

1 1.2 1.4 1.6 1.8 2 22
CO distance / A

Fig. 4 Dependence of the z-component of the gradient of the excitation
energy for the oxygen atom in CH,O (analytical) and CH,O: - -Li*(analytical/
numerical) on the CO distance (TZP/BP86/PW91K).

keeping the C=O0 distance fixed at 1.7 A. This is significantly
larger than the ground-state equilibrium C=—O distance of
about 1.2 A, and was selected in order to observe a significant
effect of the embedding contribution (at the equilibrium distance,
this effect is rather small). Contrary to the first, the second test
system has a small contribution of the classical electrostatic
part to the embedding potential. The same excitation as in the
previous case was considered, see Fig. 2. The effect of the FDE
potential on the excitation energy under study can clearly be
seen in Fig. 5.

Again, as in the previous case, the dependence of the
z-component of the gradient for the oxygen atom on the O- - -He
distance is plotted in Fig. 6 for the CH,0 molecule alone as well
as for the CH,O- - -He system (analytical/numerical). We observe
a very good agreement between numerical and analytical
results. The small remaining discrepancies can be attributed
to inaccuracies of the numerical gradient. This can be seen by
considering the region from 3.1 A to 3.3 A (see inset in Fig. 6).
In this region the influence of the He atom on the gradient

——-CHO
— CH,0 He(FDE)

=

n

excitation energy / eV

131 . 1 . 1 . 1 . 1 . 1
0.5 1 1.5 2 25 3

O-He distance / A

Fig. 5 Dependence of the excitation energy on the O---He distance for
CH,O- - -He (TZP/BP86). The excitation energy for CH,O (constant in this
plot) is shown for comparison.
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— CHZ()- -‘He(FDE) analytical
----- CH, O - ‘He(FDE) numerical
— — - CH,O analytical

-0.11

-0.12

-0.13

BE/BZ0 /(au/A)

-0.14

S

015k

016

0171 o12sg ] \ - il

O-He distance / A

Fig. 6 Dependence of the z-component of the gradient of the excitation
energy for the oxygen atom in CH,O---He (analytical/numerical) and in
CH,O (analytical) on the O---He distance (TZP/BP86/PW91K). The region
from 3.1 A to 3.3 A is magnified in the inset.

should vanish and the result should be very close to the one for the
isolated molecule. While the analytical FDE gradient approaches
the result for the isolated molecule with good accuracy, the
numerical one underestimates the z-component of the gradient
by roughly 0.0005 a.u. A™%. This shows the advantages of the
analytical approach over the numerical one. Note that the error for
the numerical approach might be larger in regions where the
gradient changes faster, e.g. near 0.4 A, see Fig. 6.

The third test system consists of an acetone molecule and water
treated with FDE. We take this system from our previous work on
frozen density embedding.** The system was optimized with BP86/
TZP imposing C; symmetry, see Fig. 7. Here, we studied the
excitation dominated by the HOMO — LUMO (n — =*) orbital
transition. The orbital composition of the excitation considered for
the gradient calculation is shown in Fig. 8.

In comparison to the previous tests where only single atoms
were considered as frozen systems within FDE, here we deal

frozen

active

Fig. 7 Structure of the acetone-.-water system and its orientation in
coordinate space.
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HOMO

LUMO
P

Fig. 8 Isosurface plots of the orbitals (BP86/TZP) involved in the domi-
nant orbital transition of the excitation studied for the acetone:--water
system.
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Fig. 9 Dependence of the excitation energy on the CO distance in
C3HeO and C3HgO- - -H,O (TZP/BP86).

with a frozen molecule. In this case, both electrostatic and non-
additive kinetic parts of the FDE potential are significant.
Structures in which the C—O bond distance in acetone was
varied from 1.2 A to 2 A were generated for the comparison of
numerical and analytical gradients. Similar to our first test
system, the carbon-water distance was kept fixed, i.e., longer
C=O0 distances correspond to shorter O---H,O contacts. In
Fig. 9 the dependence of the excitation energy on the C=0O

-0.05 T T T T T T

R CXH{’O' 5 'HZO(FDE) analytical
..... CKH(’O' z 'HZO(FDE) numerical
— — - C;H,O analytical

0E/dz,, / (a.u/A)
s

-0.2

3 . 1 . ] L I .
0'2%.2 1.4 1.6 1.8 2

CO distance / A
Fig. 10 Dependence of the z-component of the gradient of the excita-
tion energy for the (acetone—)oxygen atom in the acetone: - -water system
on the CO distance in acetone (TZP/BP86/PW91K).
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bond distance for isolated acetone and for the acetone- - -water
system are plotted. One can see that the FDE potential has a
slight effect on the excitation energy.

The analytical and numerical excitation energy gradients for
C3;HO- - -H,0 as well as for isolated acetone were calculated for
the above-mentioned structures. The z-component of the excitation
energy gradient for the oxygen atom in acetone (analytical) and in
acetone- - -water (analytical/numerical) are shown in Fig. 10. Again,
the results from the analytical approach are in good agreement
with the numerical ones.

6 Summary and conclusions

In this paper we have, for the first time, presented the formula-
tion of analytical excitation-energy gradients in FDE-TDDFT.
Furthermore, an algorithm and an implementation for the
analytical evaluation of excitation-energy gradients within the
FDEu approximation were developed and discussed in detail.
We have shown how to incorporate the contributions from the
embedding potential into the final expression for excitation-
energy gradients consistently with the non-FDE implementa-
tion in ADF by Seth et al'® Special care has to be taken
concerning approximations for non-additive kinetic and XC
kernel and their functional derivatives in order to be consistent
with the previous ALDA implementation. The kernels arising
from the Fock operator should be evaluated in the original
approximation, while terms originating from the response part
are evaluated in the ALDA. Of course, the implementation is
flexible and allows for an extension beyond the ALDA in
future work.

The implemented procedure was successfully tested and
yields very good agreement with numerical reference results.
Three different test systems were considered, which were
chosen according to the expected contribution of different
parts of the FDE embedding potential. In particular, the correct
behavior of the gradient was tested on formaldehyde with a
lithium ion as the frozen part and on formaldehyde with a
frozen helium atom. The former has a large contribution from
classical electrostatics in the FDE potential, while in the latter
system the contribution from the non-additive kinetic potential
is more important. As another test with a frozen molecular
environment system, an acetone- - -water complex was chosen.
All calculations on the above-mentioned systems showed good
agreement between analytical and numerical results. Moreover,
it was demonstrated that results of analytical FDEu-TDDFT
gradients are more accurate and thus preferable to the ones
obtained by numerical differentiation.

The whole formalism was successfully implemented into the
ADF package. In future work, we plan to address more complicated
test systems to optimize the performance of the implementation and
make FDE calculations beyond the ALDA possible. Also extensions
beyond the approximation of a response localized on the active
system are desirable if subsystem-based descriptions of excitonically
coupled chromophores™ or explicit solvent response effects*® are of
interest.
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A Detailed derivation of the excitation-
energy gradients
A.1 Introduction

In this appendix, we provide an in-depth derivation of the
expression for excitation-energy gradients in FDE-TDDFT,
based on the studies of Furche and Ahlrichs® as well as Seth
et al.’® The latter directly focuses on aspects relevant for the
Slater-based ADF framework and thus provides the basis for the
derivation of excited-state gradients in FDE-TDDFT, which is
established here in Sections 2.3 and 2.4.

A.2 Excited state gradients for TDDFT

In FDE-TDDFT, the excited-state energy is represented as a sum
of the ground-state energy and the excitation energy. If the
gradient of the excited-state energy has to be evaluated, one has
to consider the derivatives of these two terms. The derivatives of
the former are formulated in ref. 31, and the derivative of the
latter can be established in a similar way using Lagrangian
techniques. We will only be concerned with the latter here. The
variational formulation of FDE-TDDFT (by analogy to TDDFT

case”*”*®) reads
IGIX,Y, 0]
0GX,Y, 0]
POXN.0l (72)

where the Lagrangian G[X,Y,»] for the excitation energy has the
following form

GX,Y,0] = (X,Y|4[X)Y) — o((X,Y]4|X)Y) — 1). (73)
The quantities /4 and 4 are super-matrices,
A B
1 0
-3 0] o)
The |X,Y) vector in Dirac notation is
X
1X,Y) = {Y] (76)

After differentiation and elementary manipulations, eqn (71)
leads to a set of two matrix-vector equations, eqn (23) and (24)
given in Section 2.2. The first term of the Lagrangian in
eqn (73), (X,Y|4|X,Y), can be rewritten in the following way,

A B][X

XTYT] = X'AX + Y'BX + X'BY + Y'AY

B AJlY

- %Z; [(A + By jp(X + ), (X + )y,

+ (A= By p(X = Y),, (X = Y)yp |
(77)

This journal is © the Owner Societies 2016


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/c6cp00392c

Open Access Article. Published on 21 March 2016. Downloaded on 2/1/2026 11:25:20 PM.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

PCCP

After substitution of this result into eqn (73) and writing the
second term in an explicit way, the Lagrangian will take the
following form

GIX.Y,0] =33 [(4+ Bl (X + V) (X + 1),

iajb

+ (4 = By jp (X — Y); (X = Y)jb} (78)

—

Z (X+ Y)ia(X - Y)ia - 1:|

ia

If G[X,Y,w] is expressed in this way, then the requirement
of eqn (71) can equivalently be expressed in terms of two
conditions*®

9GIX,Y,w]
X+ 1), (79)
IGIX,Y, 0]
8(X - Y)ia - (80)

for every combination ia, since one can use (X + Y);, and
(X — V), instead of X;, and Y;, as free variables. These two
equations lead to eqn (23) and (24). If the TDDFT eigenvalue
problem is solved, then the Lagrangian is stationary with
respect to (X + Y)i, and (X — Y);, but not with respect to the
molecular orbital coefficients C,;,. This introduces difficulties if
one studies the derivative of the Lagrangian with respect to
some perturbation ¢,

dGIX,Y, 0] ZaG[X,Y,w}aCup IG[X,Y, 0] (X + Y),,
dé A 0C, 98 4oX+Y), ¢
IGX,Y,w]0(X — Y), n 0GIX, Y, w] 0w
— (X -Y), 0 oo O
+6G[X, Y, 0]
o
(81)

The implicit dependence of G[X,Y,w] on ¢ through (X + Y)ia,
(X — Y)ia, and o can be dropped using the conditions from
eqn (72), (79) and (80). Thus, the derivative of G[X,Y,w] can be
simplified to

dGX,Y, 0] _ Z IGX,Y,w]0C,, . 9G1X,Y, (u]_ (82)

& 2 0C, o 0¢
The derivative of G[X,Y,w] with respect to molecular orbital
coefficients has the following form,

IGIX,Y, 0] 1 { A+ B)iy
T2 0 o N (X4 Y) (X4 )
ICyyp EJ; fa ®9C, )
83
O(A - B)ia,jb
+(X -7),(X - Y)ij .
Hp
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Since

(84)
Hp

or, in other words, since the orbitals in the excited state are
unrelaxed, the implicit dependence of G[X,Y,w] on ¢ through
the molecular orbital coefficients C,,;, cannot be dropped. Thus
the derivatives 0C,,,/0 must be evaluated, which requires the
solution of the 3M Coupled-Perturbed Kohn-Sham (CPKS)
equations if gradients shall be calculated (M is the number of
atoms). These equations can be derived from the relation

6qu —

substituting & with each coordinate of every atom in the system.
This is a rather inefficient way to calculate the gradient of the
excitation energy. But in 1984, Handy and Schaefer®” suggested
an efficient method to avoid solving these 3M equations, which
instead requires to solve only one equation with the same
dimension as the CPKS equation. This approach is called the
Z-vector method*® and it is set up in such a way that it does
not require derivatives of molecular orbital coefficients.>?” It
introduces the so-called relaxed difference density matrices® P
(discussed in detail in Section A.6) and removes any implicit
dependence of the Lagrangian on the molecular orbital coeffi-
cients. This can be done by introducing a new Lagrangian
for the calculation of excitation energies in FDE-TDDFT (in
analogy to TDDFT?),

LX,Y,0,C,Z,W] = GX,Y,0] + Y ZiFq
ia

- Z qu(Squépq)a

pa,p=q

(86)

and requiring it to be stationary with respect to the all
molecular orbital coefficients C,, (for simplicity of notation
the Lagrangian, L[X,Y,»,C,Z,W], will be written from now
on as L),

oL
Cup

0. (87)

The Lagrangian multipliers Z;, and W, ensure implicit relaxa-
tion of the ground-state density and also enforce the relaxed
density to be a solution of the KS equation. In particular,
> Zi, F, takes care of the conditions Fi, = 0 (which implies

1a

that the KS equations are solved),

OL

a5 =Fa= 07
0Z;

(88)

and > qu(Spq
pa.p<q

— dpq) ensures orthonormality of the orbitals,

oL
qu = (Spq - épq) =0.

(89)
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The relations below require that the Lagrangian satisfies the
TDDFT eigenvalue problem

oL  9G 0 (90)
X, Y| oX, Y|
oL _0G _ (91)
do  dov

where eqn (90) is the usual TDDFT eigenvalue problem
and eqn (91) is the orthonormality constraint for the eigenvectors
X,Y).

A.3 Expression for the Lagrangian in terms of MO integrals

Substituting the results of eqn (13) and (14) into eqn (78), the
expression for G[X,Y,w] reads

GIX. Y, 0] = 337 [(4+ Bl (X + V) (x + ),

ia,jb
+ (A4 =By jp(X = Y),, (X — Y)jb]

— wZ(X+ Y)ia(X_ Y)ia

ia

= %Z [+ V) (X + Y+ (X = ) (X = Y]
ia, jb

X (Fabdij — Fijoap)

1
“'52(1‘/4‘ Y)(X +Y)y
ia, j

x [2alib) + 255 + 2% + 2 Tt )
—w[E(X-F Y)iu(X = Y — 1]'
ia
62)

For ease of notation the unrelaxed difference density matrix T is
introduced,

Too :%Z {(X+Y)(X+Y)p + (X = Y) (X = Y)p ],

(93)

Rf>%§RW4YMW+Y%+W_YMW_Ym}

(94)

Tia = Tai = 0, (95)

where the last equality holds due to the properties of (X + Y) and
(X - Y):

(X + Y)ab = (X + Y)ij = 0, (96)

(X = Ya=X—Y);=0. (97)
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In eqn (92) the sum of terms containing Fy;, over two indexes i, j
collapses to a sum over one index i because of d;;, which is then
absorbed into T,p,, see eqn (93). In the same way, the sum of
terms containing Fj; over two indexes a, b collapses to a sum
over one index a (because of d,p,), which is included in the
definition of Tj;, see eqn (94). Considering eqn (95), the terms
with Fjj and F,;, can be unified as terms with F,q (since Fj, = F,; = 0)
and eqn (92) can be simplified to

GX,Y,0] = Z ToqFpq + Z(XJr Y)(X +Y)y
Pq ia,jb

" XC add add
X [(ldhb) + fiajo T/XCoiajb +fl?i?1.i;,jb} (98)

W{Z(X+ Y)ia(XY)ia1:|'

Using this form of G[X,Y,w], eqn (86) takes the form,

L= Z Toqtpq
Pq

30X+ ) (X + 7y [(Galib) +£25G + 8, + A ]

iajb

—w |:Z (X+ Y)ia(X - Y)ia - 1:|

ia

+ ZziaFia - Z Woa(Spq = Jpq)-
1a

pa,p<q
(99)

After the introduction of the relaxed difference density matrix
P =T + Z, the Lagrangian can be rewritten as

L= Zququ
pq

+ Z (X +7Y),(X+7Y) [(i’dUb) +f{§§; +f;%(,ii(;,jb +fi?iiﬁgjb}

ia b

- Z (Spa = 9pq) Wpq — @ {Z (X +7Y),(X=Y), — 1} .

1a

(100)

Recalling the Fock matrix, eqn (9), and using the definition of
- 1
the core hamiltonian /& = —EVz + Vext (1), we get

_ . XC f f nadd nadd
qu - hpq + § (pq|11) + qu + Vext,pq + VC,pq + vXC.pq + Vkintpq’
i

,emb
pq

(101)
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and we can finally transform the Lagrangian to the following
form,

occ

L= hyPpq+ Y > (palii)Ppq + Y Ppq (vfch
Pa pq i Pa

+ Z (X + Y);, (X + Y)y,
ia,jb

emb
+Vpq >

dd nadd
{(Mhb) 1an oS XCia,jb T Eiln.ia,jb}

_Z Wpq —

pa.p<q

.Z(X+ Y)ia(X_ Y)ia_ 1:|

1a

(102)

A.4 Expression for the Lagrangian in terms of AO integrals

The imposed requirement for the Lagrangian to be stationary
with respect to the elements of C,

OL

—=0
0Cyp 7

(103)

cancels out the implicit dependence of L on a perturbation ¢
through the MO coefficients C,,,. Hence it is more convenient to
convert all terms to atomic orbitals by means of the relation,

bp = Ciptye (104)
n
Noting that
hpq = Z Cup Coghyy, (105)
uv
and defining,
Py =Y CupCuqPpq, (106)
pq
the first term in eqn (102) results in,
thquq = Zzhuvcupcvqppq = Zhuv uv- (107)

nv nv

From the second term, we obtain,

occ occ

Z Z (palii) Ppq ZZ Z (1K) Cii G Cup g Pg
pq i

i pvkh
= Z (uv|Kh) Py Dy,
Hvkh
(108)
where
oce
Dy, = Z CiCyi (109)
i
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is an element of the ground-state density matrix. The third
term reads

>0 (3 ) Poa = o0 (0

Pq pq pv

72(

+ chb) CupCuqPpq

+ vemb) Pyy.
(110)

Similarly, the first part of the fifth term can be re-written as

Z SPCI qu = Z ZSquppqu qu = ZSHV va, (111)

pa,p<q p<q pv

where the last equality defines W,,. For the fourth term,
involving the double sum, we get

ST+ V) (X + ¥) [Galjb) + 1

iajb

nadd - nadd
b _]b +/ XCha.jo T/ kin.ia,jb]

=3 (X4 Y (X + ¥);,CiCua G Cap

pvkh ia,jb
[(“Vh{}\) + fpv ot f)r(lédgv KA +fkn1;11d;?v K'}\:|
= Z (X+ Y)uv(X—i_ Y)K)\,
Hvkh

nadd ](‘l’lddd ]

[(HV|K>\‘) + f;lv KA +. XC,pv,xh + kin,pv, ik

(112)
Grouping everything together, the Lagrangian in terms of
atomic integrals is established (except for the last two terms,

which will not survive the differentiation as shown in the
following section),

L= Zhw w D (WVIRR) [Pu D+ (X + ¥), (X + 1),

ik
n Z ( XC vemb> o+ Z (X +7Y),,(X+7Y),
VA
( pvach T ngidﬁv o T/ ﬂ}lldfv Kx)
= S W + Z Wop — {Z (X + Y),(X = Y),, — 1} .
v @
L (113)

A.5 Derivative of the Lagrangian in terms of AO integrals and
densities

At this point the dependency of the Lagrangian, L, on ¢ has
been clearly established, and it is apparent that only atomic-
basis-function integrals are involved in the differentiation
with respect to &, ie., L° = L) by means of the conditions
in eqn (103). Then, after taking the derivative with respect to &,
the following result occurs [¢ as a superscript indicates differ-
entiation over &, while (¢) means that MO coefficients are kept
constant during differentiation]
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thvPHV + Z HV|K)\' |:P|,1VDK7\ + (X + Y)pv(X + Y)K}\:|

HvKh

o3[ ()

dd(¢
+ Z X+ Y)pv(X+ Y)K) (ﬁWK?\ +fXCuv1<k +fl:£:1p\ K)k)
HVKA

[ Z Suv WHV

pnv

(114)

In the context of a DFT framework, it is more convenient to
write this expression in terms of densities, in particular, for the
purpose of implementation in the ADF code. Using the defini-

tion pM =37 ¢ Minn = 3 1, %My, €qn (114) can be rewrit-
mn uv

ten in terms of densities.'® The Coulomb potential based on
this density takes the following form (for ease of notation the

integration of a function [f(r)dr will be defined as [f),

1 1
M M
Ve = Z J‘EX“XVM}W = Jap

nv

(115)

Eqn (114) will be analyzed term by term. Defining the kinetic
. 1
energy operator as T's = fivz the first term from eqn (114) will
take the following form:

> h Py = Zj[xu(fswm)xv]ém = JZ (1 Ts) Pan

ny Ny ny

+ ‘vgxt Z (Xu}{v)Puv + [Vext Z (Xulv)épuv
. I .

pv

T. [ ppm} +ngxt pan [cht PP
(116)

The sum containing derivatives of the matrix elements of the
XC potential read

(©) .
S () T = [Pt [orrxep

pv

(117)

In the same way one can transform the sum with the derivatives
of the embedding potential matrix elements

(©) .
Z(Vin> Py = JZ (XHXV)ipuvvim

uv nv

+ ) (uvlkeke) Py Dy,

WVKphe
§ nadd
+ < pv k1n>
uv

_ J PPET +JpP(é)V£:

nadd C
HV + Z < uv XC) MV

w (118)

+ JPP ©ypadd + ‘p () ypadd 1 ‘ppfi‘%ddp(f)

+ JPP nl:ddp( &)
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Here, we have explicitly assumed that the external
potential from the frozen region does not change, ie., no
perturbations in the positions of frozen atoms are included
(although this can easily be generalized). The derivative of
the term containing the kernels in eqn (114) takes the

following form:

dd(¢é dd(¢
E(X+ Y)uv(X+ Y)K;»(fllVK)\. +f)l(lz;1v1<) +fl:?1pv1<k>

HVKL

_ 2JP(X+Y)(§)fXCp(X+Y) " 2JP(X+Y)(§)f;%ddp(X+Y)

+2Jp(X+Y)( 9] nliddp (X+7Y) +Jp (X+Y) X+Y ( )gXC
+Jp(X+Y)p(X+Y llddd Jp (X+7) X+Y ()gn;ﬁid.
(119)

The term with the Coulomb integrals which originates from the
Fock matrix and from the TDDFT part can be transformed as
follows:

Z (Hlek)é [PHVDKX + (X + Y)uv(X + Y)K)L

nvkh

= JPP@)VC +JVCP +2J (X+Y)(§)V(CX+Y).

(120)

Grouping together all the terms mentioned above, it is finally
possible to write the derivative of the Lagrangian in terms of
densities

£ =T, [pm:)}

P(¢

PP (Vext + ve + % o

_|_

nadd
+ vexl + vC + VXC + Viin )

e
+J(extp + 8o @) + ‘ P+ RE )0t

X+Y

J’_

ZJp (X+Y)( (fxc +fmdd +f E::id) X+Y)}

-2 S

+ Jp(X+Y)p<X+Y)p( )[g +gnadd +g£;1;1d
nv

(121)

A.6 Derivation of the Z-vector equation

For the calculation of the Lagrangian derivative, eqn (114) and
(121), the elements of W and Z have to be known. The matrix P
contains the difference between the excited- and ground-state
density matrices

P=Z+T, (122)

where T is the unrelaxed difference density matrix (“unrelaxed”
part) and is already determined once the TDDFT eigen-
value problem has been solved, since it contains products
of transition density matrices (excitation vectors, TDDFT

This journal is © the Owner Societies 2016


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/c6cp00392c

Open Access Article. Published on 21 March 2016. Downloaded on 2/1/2026 11:25:20 PM.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

PCCP

solution factors). The matrix Z takes care of the relaxation of
the ground-state orbitals and can be of the same order of
magnitude as T.*” The information in P is complementary
to the information contained in the transition vector |X,Y)
(the transition density matrix)."” P is related to the difference
of expectation values for excited states and the ground state,
while the transition vector is related to mixed matrix elements
between the ground and excited states. P can give insight into
the re-distribution of the electronic charge due to the excitation
process.*’

These Lagrangian multipliers can be obtained from the
so-called Z-vector equation,>” which can be derived from the
following condition:

OL

9Cy

(123)
If eqn (123) is multiplied by C,q and summed over index y, it
leads to the following equation:

aFla

0 5o
Z rsz > Cus  (129)

Opq + Z Zla

where Q is a matrix with elements,

oGlX,Y,w
Opq = chm-

(125)
" OCyp

Four possible cases for the orbitals p and q in eqn (124) have
to be considered at this point. The first case corresponds
to occupied orbitals for p and q, so that we can set
p =k < q =1 The right hand-side of eqn (124) can be expanded
as follows:

> Wi Z OS“

TS, 1<S

<E Clr CpsSkp>
9Cyx Cu

rs (Z Cu] CpSSppérk + Z CA.I' ulSLp5k5>
up
Z WksSls + Z erSrl

s,s>k r,r<k

IO

rs,r<s

-y

rs,r<s

=2

rs,r<s

rs(érkSls + 5ks rl

(126)

Taking into account that W, = W, the following equation
holds for any Kk,

Z WSt + WikS = Wia(1 + d). (127)

t
The last equality holds because of Sy = dy.. The second term of
the left hand-side of eqn (124) can be transformed by analogy

with the derivation mentioned above
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8Fm
Z;
Z 1a acuk
=2 Zi |ma+ Y (lajmm) + € + | Sy
ia m
Fa
(128)
+2 Z Zia |y + Z (illmm) + Vi)l(c + Viclmb Oka
ia m

F

+ Z ZZM[ ialkl) + £ +fnédl(jl Kl +f1?i?ﬂ?1,k1] .

ia

Hy*[Z]

The first sum on the right hand-side of eqn (128) is zero due to
the condition F, = 0. Since Jy, = 0 for every a, the second term
of eqn (128) also vanishes, and finally eqn (124) changes to

Qu + Hig'[Z] = Wia(1 + d1a). (129)

For the second case, where only virtual orbitals are considered
for pand q, p=c < q=d in eqn (124), the result for the terms
containing W, will be similar to the previous case, namely
Wed(1 + 0cq)- The second term of the left-hand side in eqn (124)
transforms as follows in this case:

(9Fu

5ci

sz ud =2 Z Zia
ia

haa+»_ (dajmm) 4 vXE + 5
m

Faa

hig + Z (idjmm) + vi)fic + vieé“b] Sca=0. (130)
m

+ ZZZM
ia

Fig

Since J.; = 0 for every i, the first term on the right-hand side of
eqn (130) vanishes and the second term is zero due to the condition
Fiq = 0. Then eqn (124) can be simplified for the case p=c < q=d to

ch = ch(l + (3(:(1). (131)

The third case concerns the combination of virtual (c) and
occupied (k) orbitals, so that p =k, q = ¢ in eqn (124),

OSis
Z Wis aC Cuc
rs,r<s n pk
(Z C}Lr Cps Skp)
- 2 Wi Z—a o Che

= Z Wis (Z Cu,ccp.ssppfsrk + Z Ckrcu.cskpéks)

rs,r<s w.p T

= Z WisSes + Z Wik Ste-

s,5>k rr<k
[132)

- Z Wrs(érkscs + 5ksSrc)

rs,r<s
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Taking into account that W,; = W, the following equation
holds for a given k

Z WksScs + Z erSrc = Z WtkSlc + WkkSkc = Wie.

s,s>k r,r<k t

(133)

The last equality holds true since S = d;. and k # c. The second
term on the left-hand side of eqn (124) can then be rewritten in
the following way:

Z Zia
ia

OFj,
_ClC
— 9C, "

ik

=2 ZZia
ia

hea + Z (calmm) 4 yXC 4 yemb
m

Fea

(134)

+ 2ZZM
ia

hi + > (iclmm) + vE€ + vfgnb] ka
m

Fic

+2" Zia[(ialke) + X5, + /2088 1o+ findd o]
ia

Hy " [Z]

Since 0y, = 0 for every a, the second term vanishes. In terms of
canonical orbitals, the equation above changes to,

OF;,
Z Zi, 8C—1Cuc = &Ly + ch+[Z}- (135)
ia N rk
Eqn (124) will change to
Qe + eZie + Hie [Z] = Wi (136)

Finally, the fourth case concerns the combination of occupied
and virtual orbitals by making the choice p = ¢, q = k. The right-
hand side of eqn (124) will give the same result as in the case
above (W), while the second term on the left hand side will
take the form

0F,
> Za Cuk
— m 0Cyc
=2 Zi |+ Y _ (kajmm) + e + w70 | Gic
ia m
Fka
+2 ZZia hy + Z (ikjmm) + vi)f(c + vf]‘(“b Oac = &xZke-
ia m
Fix

(137)

The last step holds after making use of canonical orbitals and
realizing that J;. = 0 for every i (the first term vanishes). Finally
eqn (124) takes the form

Qck + Skac = ch- (138)
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Thus, the following set of equations has to be solved in order to
get the vectors Z and W,

W+ Hig [Z] = Wia(1 + ), (139)
Qu t H,
ch + 8cch + H1<c+[Z] = kacy (140)
Qck + Ekac = u/kczi (141)
Qcq = ch(l + 6cd)~ (142)
Subtracting eqn (141) from eqn (140), we get
(ga - lc:i)Zia + Hia+[Z] = Riay (143)

where Ri; = —(Qia — Qa)- It is common to call eqn (143) the
Z-vector equation in the context of TDDFT, and it is usually
written in the following form

Z (A + B)iy jpZiv = Ria-
)

(144)

Once this equation is solved with respect to Z, it is possible to
determine W from the following equations:

(04 + Hy*[Z))
T o
_ Qab
Wb =Trou) (146)
Wia = Qui + £iZia- (147)

To solve the Z-vector equation, eqn (144), explicit expressions
for the elements of the vector Q have to be established:

IGX,Y,w
Opq = chuw

(148)
" 0Cyp

These expressions are derived in Section B.

B Elements of the vector Q

Here we present a derivation of the expressions for elements of
the vector Q. First, two auxiliary relations will be derived in
Section B.1 and then the necessary expressions will be obtained
in Section B.2.

B.1 Auxiliary relation for the derivation of elements Q4

If differentiation of eqn (78) with respect to (X + Y), [note that
(X + Y);, and (X — Y);, are considered as independent variables]
is followed by multiplication with (X + Y),, and summation over
a, then due to the condition in eqn (79), the following equation
is valid:
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S 13| 2 Dl Bl T

+ Z (X +7Y),(4+ B)ia,jb(X+ Y)jb (X +7Y),
ia, b
0
N zd:m w%:(}(_ V)X +7Y), — (X + 7).
(149)

After some manipulation,
transformed to

Z (X + Y)u(A+ B)y jp(X + Y)y, = wz (X = Y)p (X + ¥y
a,jb a

the previous equation can be

(150)
Using eqn (13) and (14), this can be rewritten as

Z (X +Y)o(X + Y)p Fap — Z (X + V) (X + 1), Fy

ab ja

+ 3 (X + ¥)y x 2| (laljb)

XC nadd nadd
+ fiajo T/XChajo + fiina, Jb:|
a,jb

X(X+Y)jb:wZ(X*Y)la(XJFY)ka

(151)

The differentiation of eqn (78) can also be carried out with
respect to (X — Y)j,. If the result is multiplied by (X — Y)x, and
summed over a, the following equation can be established
using eqn (80),

Zﬁ% Zb(X* Y)ia(A = B)ig jo (X = )y
a a < |ia,j
+ (XY, (A+B)iy (X + V) | (X = V),
ia, jb
=Y w7, 0T (X = VX )1 P
(152)

After some further manipulations, this can be transformed to

Z (X = Y)u(4 = B)y jo (X = Y) = wz (X = Y (X + Y),,.
a,jb a

(153)

Using eqn (13) and (14),
rewritten as

Z(X - Y)ka(X - Y)leab - Z (X - Y)ka(X - Y)jaFlj
ab ja

= COZ(X— Y)ka(X+ Y)la'

this equation can further be

(154)

If now eqn (151) and (154) are summed up, it is possible to
derive the equality,

This journal is © the Owner Societies 2016

View Article Online

Paper

ST = V) (X = V) + (X + Y) (X + V)] Fap
ab

=Y [ = VX = V) (X V(X + ) A

ja

+D (X +Y),

nadd nadd
XClajb +fxin mb} (X + Yy,
a,jb

{ la| jb) + fix _]b +/x

:‘UZ{(X* V(X + Y + (X = ¥) (X + Yy, -
(155)

Representing the Fock matrix in canonical orbitals and sub-
stituting the diagonal elements by their corresponding orbital
energies, the equation above changes to

Z (8“‘ - 81){(X - Y)ka(X - Y)la + (X+ Y)ka(X+ Y)la}

a
+Y (X +7Y),
ajb

=0 {(X = V) (X + V) + (X = V) (X + V)i }-

2[0aliD) + X6 + 388, + fradd ] (X + Y,

(156)

With the same strategy as before, but only differentiating
eqn (78) first with respect to (X + Y);. and then with respect to
(X — Y)jc, each time multiplying the equation with the corres-
ponding (X + Y);q or (X — Y);qg and summing over i, it is possible
to get a second important relation:

Z(Sd =) {(X = V)X = Y)ig +

i

X+ Y)(X + X))

+ (X + Y)(X + Y);2] (iclib) +
ijb

nadd nadd
1(, _]b + f }

XCiic,jb + kin,ic, jb

= Zw{(X+ Y)ie(X = Y)ig + (X = V)i (X + Y)yg }-

(157)

B.2 Derivation of elements Qpq

In order to evaluate the matrix elements Qpq in Section A.6,
eqn (148), we repeat the equation for G[X,Y,»], eqn (98), at
this point,

Gme]—E:m&+§:X+ndX+ﬂ
ia,jb

x| (ialib) + /X5 + sy + fdd ] (158)

- CUZ (X + V) (X = Y),, —1].
1a
Recalling the fact that only [(ia|jb) + fiib + fRewa,ib + i, ib)
and F, will be affected by differentiation [see eqn (83)], again
(as in Section A.6) four cases must be considered. The first case
considers only occupied orbitals p and q for Qpq, so that p =
k < q = 1. Recalling that the terms like v*“[p](r) and f*[p](r)
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implicitly depend on C, through the density p, it is possible
to write

IGIX,Y,w
le = Z%CFI = 22 TrsFlsérk
n IS

XC add add
+2 Z T [(rslkl) +. rs,kl +f)r(lérs,k1 +fkr}‘rll,r34kl]
13

+ Z(X+ V) (X + Yy,

fagb (159)

x 2 (lalib) + X5, + £ 1, + fdd o
XC add add
+2 Z [gia4jb7kl + &XCia.jbrl T g{(liln,ia.jb,kl}
iago
X (X +Y)i0 (X + Y

Using the nature of the matrices T and F (T}, = 0, Fj, = 0), and
the definition of Hyy'[M], the elements Qi can be rewritten as

Qu =2 TisF+ Ha [T+ > (X + ¥),, (X + V),
S a,jb

% 2[(1aljb) + X5, + R+ find
XC add add
+2 Z {gia,jb,kl + &XClia.ibxa T g{(‘;lll,ia4jb,kl:|
b
X (X 4+ Y), (X + Y
(160)

If one uses canonical orbitals and expands Tjy according to
eqn (94), then Qy; reads

Qu=—ay {(X+Y)(X+Y),+(X=Y) (X =Y),}
“'Z (X + V) (X +Y)y

a,jb

x 2 (alib) -+ XS, + A o+t ] + Hia )

XC ad ad
+2Z [gia,jbﬁkl +8XClia,jbxl +g{<1?n.ia,jb7k1] (X +Y)u (X + V)i
fagb
(161)

Now one can notice that if
Yea{X+ V)X +Y), + (X = Y), (X —Y),} is added and
a

subtracted from the expression for element Qy,

Ou = D (e —e) {(XH V) (X + V) + (X = V)i (X = Y),, }

a

+ Z; (X + Y (X + Yy,
a,j

x 2[(1alib) + X5, + /R jy + it

- Zga{(X+ Y)ka(X+ Y)la + (X_ Y)ka(X_ Y)la}

20972 | Phys. Chem. Chem. Phys., 2016, 18, 20955-20975

View Article Online

PCCP

XC add add
+ Hyg " [T] 42 Z [gia,jb,kl + &XCa.joxl T &iinia. jb kI
ia,jb (162)

X (X 4+ Y)u(X + Yy,

then the first two terms are identical to the left-hand side of
eqn (156) (see Section B.1), and Qy finally reads

On = ‘UZ {(X =) (X + V), + (X = Y),, (X + V), }
- Zga{(X‘i’ Y)ka(X+ Y)la + (X - Y)ka(X - Y)la}

c dad dad
+ Hu " [T] +ZZ [gﬁ.,jb.kl + &XCia jbxl +g{<1ian,ia‘jb‘kli|
ia,jb
X (X 4 Y)y (X + Yy,
(163)

The second case, in which occupied and virtual orbitals are
used, i.e. p =k, q = c, reads,

GIX, Y,
ch = Zﬁcm :22 Trchs(Srk
n s

C -nadd -nadd
+ Z Trs2 [(rs\kc) + r)s(,kc +f)I(IaC,rs.,kc + k[}‘rilﬁrs,kc]
IS

+Z(X+ V)i (X +Y);
ia,jb

x2 [(Ca lib) +/. szfb +f>x(l'§ga,jb + ﬁi‘,ﬁgb} dik

+ZZ [gégb,kc + X ke +g£?§?ajb,kc} (X +7Y), (X + Y,
fajo
=2 Tie be+ Hie ' [T]+ D (X + V) (X + )y
0 a,jb

x 2] (calib) -+ /255, + i+t

XC add add
+2Z [gia‘jb,kc +8XCiiajbke +g{<1;1n,iajb,kci| (X +Y), (X + ),
ia,jb

=D (X +Y) Hea " [(X+Y)]+ Hi " [T]

XC dad dd
+2 Z [gia,jb,kc +8XCliajbke +gi:?n,iajb,kc]
ia,jb
X(X+Y),(X+ Y)jb.
(164)

The transformation made in the last step is valid
due to the nature of X and Y (Xa3 = Yaa = Xj; = Y35 = 0) in
spite of the fact that the sum is not over pq as in the
definition H.,'[M], eqn (47), but over jb. The third case is

p=c¢q=k,

This journal is © the Owner Societies 2016


http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/c6cp00392c

Open Access Article. Published on 21 March 2016. Downloaded on 2/1/2026 11:25:20 PM.

Thisarticleislicensed under a Creative Commons Attribution 3.0 Unported Licence.

(cc)

PCCP

Qck =

oGIX, Y, w
chpk

" 0C,e

_ 22 Ty Fusre + Zb (X +Y) (X + Yy,
1a,]

2[Giklib) +

—2TCk3k+Z X+Y)1C(X+Y)
i,jb

XC dd a Js
kb T/XCik jb +iinik Jb]
(165)

el
{(‘khb) + /i ib +f§a(<:ifijk,jb +f{(l?r?.?k4jb]

= Z (X +7Y),

The last case1 corresponds to p = ¢ < q = d, and results in

IGIX, Y, w
ch = Z%Cud
n C

- 22 TiFasdee + D (X + V), (X + V),
ia,jb

X 2[(ld|lb) ld _]b +/ ?(‘lcc‘lfild‘Jb

Hﬂf[(x + Y)]

f km id, Jb}

= 22 ToFas+ Y (X + V) (X + Y)y
i (166)

x 2[ (i) + /35, + /2

-nadd nadd
XC.id, jb +fk1n id, ]bi|

= EdZ{(X+ Y)ie(X + Y)ig + (X = V) (X = X))

Y (X4 V) (X + Yy

ijb
dd dd
><2|:(1d|.lb) djb+f)l(1?:1d |b+fl?1?ndjbi|
Now one can notice that if

Ya{(X = Y) (X = Y)y+ (X +Y) (X +7Y),} is added and
subtracted from the expression for element Qcq,

Ot = Z(Sd —gi){(X“' Y)ic(X“’ Y)id + (X - Y)ic(X_ Y)id}
+ Z (X + Y)i (X + Yy

ijb
(167)

XC.id,jb T /kinid, jb

x 2 [(1d|]b) +f1d i + -nadd fllddd :|

+ Zﬁi{(X* V)X = Y)ig + (X + YV)ie(X + V)i

then the first two terms are identical to the left-hand side of
eqn (157) (see Section B.1), and Q.4 finally reads

O = Zw{(X"‘ V)X = Y)ig+ (X = V)i (X + Y)y }

1

+ZSi{(X— V)ie(X = ¥)jg + (X + V)i (X + V) }-

(168)
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At this point, all elements of the Q vector are determined, and

the elements of vector R from the Z-vector equation, eqn (144),
can be expressed in the following way

R = — (ch - Qck) - <Z (X + Y)kcha+[(X + Y)]
- Z (X + Y)ic

XC nadd nadd
+2 E [gia,jb,kc + 8XCjia, jbke T &kin,ja, jb ke
iagb

Hi"[(X+Y)] + Hy " [T]

X (X + Y), (X + Y)jb] )
(169)

The form of the elements of matrices Q and R presented here is
most convenient for practical calculations and was first pre-
sented in ref. 5. The Z-vector equation and all relevant variables
can also be rewritten in terms of densities.'® For that purpose,
the quantities Hy;'[M], Qu, and Qy. should be expressed as

Hkﬁ[M]:zqum(vc 1 [FXC g pmad] M) (170)

Ou = > 0[(X + V) (X = V) + (X = V) (X + Y), ]

a

e {(X V) (X + V) + (X = V) (X = ¥), }

nadd nddd} ¢IP(X+Y)p(X+Y)7

+Hkl+m+2j¢ (€€ + g% + g

(171)

Qe = > (X + Y) Hea X + Y]

a

* 2J i [€5C + ghdd 4 gRadd] p pHY) oY) L FR (T

(172)

Qck and Q.q will stay the same, while R;, can be rewritten as

Rie = — (Z {(X + V) Ha X + Y]}
—Z{ (X +Y),

-%gdi*—gﬁﬁq¢cp“*yﬁﬁx*”)~

Hy " [X + Y]} + HiH[T] (173)

+ 2J¢k [g
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