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Screening for high-spin metal organic frameworks
(MOFs): density functional theory study on
DUT-8(M1,M2) (with Mi = V,. . .,Cu)†

Sebastian Schwalbe,*a Kai Trepte,b Gotthard Seifertb and Jens Kortusa

We present a first principles study of low-spin (LS)/high-spin (HS) screening for 3d metal centers in the

metal organic framework (MOF) DUT-8(Ni). Various density functional theory (DFT) codes have been

used to evaluate numerical and DFT related errors. We compare highly accurate all-electron

implementations with the widely used plane wave approach. We present electronically and magnetically

stable DUT-8(Ni) HS secondary building units (SBUs). In this work we show how to tune the magnetic

and electronic properties of the original SBU only by changing the metal centers.

1 Introduction

New and efficient technologies are needed for the development
of smart devices for data/signal-transfer, -manipulation and
-storage. Nowadays many devices are based on magnetic materials.
The general trend goes to smaller and smaller devices, but the
downsizing and miniaturization in magnetic storage devices is
physically limited. Below a critical domain size (superpara-
magnetic limit) thermal excitations can flip the spin orientation
and data loss is the result. With this work we show how to realize
a promising concept for solving this problem by integrating the
so-called single-molecule magnets (SMMs) into the crystalline
nature of so-called metal organic frameworks (MOFs). The
research field of MOFs is currently under development in
many directions, as an example for interesting synthetic work
on magnetic MOFs we would like to mention the work by
G. Christou et al.1 SMMs are metal–organic compounds that
show magnetic behaviour below a critical temperature (blocking
temperature). Magnetism in such compounds is localized and
no long-range order occurs. MOFs consist of metal-centers and
organic-building blocks, which are repeated due to their crystalline
nature. The secondary building units of MOFs may be structurally
considered as SMMs. We want to show that a SMM building unit
for a MOF combines the advantages of both the local magnetism
and the periodic boundary conditions, which would allow to
arrange local magnetic sites in a distinct three-dimensional
order. DUT-8(Ni) is a so-called flexible MOF,2–4 which electronic
and magnetic structure has already been described.5 Our goal is

to find a high-spin (HS) solution for the magnetic coupling of
the metal centers of this MOF. In other words we search for a
MOF with stable local HS magnetic ordering which results in
a stable ferromagnetic MOF. This may be interesting for a
possible application in spintronics or a molecular switchable
gas-sensor. In this work we present a study on how the
magnetic properties of MOFs behave by changing the 3d metal
centers. Density functional theory has limited accuracy due
to several systematic shortcomings like e.g. self-interaction-
error6,7 and the problem of spin-contamination8 (see ESI,†
A3.1). However, it is a widely used and well established theory
for the calculation of ground state energies. To determine
exchange coupling constants, DFT is used for the calculation
of the energy difference between low-spin and high-spin states,
which should give qualitatively accurate results. Those energy
differences are used as parameters for the calculation of
the coupling constant J as given in a model Heisenberg
Hamiltonian.

2 Methodology
2.1 DFT calculations

All calculations presented in this work have been carried out
in the framework of DFT.9,10 We used all-electron based
program packages (codes) NRLMOL,11–18 FPLO19 and ORCA20

and compared the results with results from plane wave codes
QUANTUM ESPRESSO (QE)21 and GPAW.22 Most of the calcula-
tions were performed with the generalized gradient approximation
(GGA)16 using the PBE23 exchange–correlation functional. To verify
that this functional is sufficient for our calculations, we repeated
some calculations using the B3LYP24,25 exchange–correlation
functional as implemented in ORCA. The NRLMOL code uses

a TU Bergakademie Freiberg, Institute for Theoretical Physics, Germany.

E-mail: schwalbe@physik.tu-freiberg.de
b Technische Universität Dresden, Theoretical Chemistry, Germany

† Electronic supplementary information (ESI) available. See DOI: 10.1039/c5cp07662e

Received 11th December 2015,
Accepted 12th February 2016

DOI: 10.1039/c5cp07662e

www.rsc.org/pccp

PCCP

PAPER

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

9 
Fe

br
ua

ry
 2

01
6.

 D
ow

nl
oa

de
d 

on
 1

/1
2/

20
26

 1
:1

5:
41

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
View Journal  | View Issue

http://crossmark.crossref.org/dialog/?doi=10.1039/c5cp07662e&domain=pdf&date_stamp=2016-02-27
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/c5cp07662e
https://pubs.rsc.org/en/journals/journal/CP
https://pubs.rsc.org/en/journals/journal/CP?issueid=CP018011


8076 | Phys. Chem. Chem. Phys., 2016, 18, 8075--8080 This journal is© the Owner Societies 2016

an optimized Gaussian basis set,18 numerically precise varia-
tional integration and an analytic solution of Poissons equation
to accurately determine the self-consistent potentials, secular
matrix, total energies and Hellmann–Feynman–Pulay forces.
The FPLO code is a full-potential local-orbital minimum-basis
code19,26 to solve the Kohn–Sham equations on a regular
lattice.27 For the QE calculations, the projector augmented-
wave (PAW)28 method with the already mentioned GGA-PBE23

exchange–correlation functional was used. The calculations
were restricted to G point. The kinetic energy cutoff is 90 Ry
for all systems. For further details we used the ORCA code with
unrestricted Kohn–Sham DFT (UKS) and a triple z basis set with
valence polarization function (def2-TZVP), the NRLMOL code
with a DFT optimized Gaussian basis set,18 the GPAW code with
linear combination of atomic orbitals (LCAO) and a double z
basis set with polarization function (DZP) and the QE code with
the PAW method and a plane wave (PW) basis set ([element].pbe-
(n)-kjpaw_psl.0.[1,2,3].[0,1,3].UPF, for details see theossrv1.epfl.ch/
Main/Pseudopotentials). All calculations were performed spin-
polarized. An inclusion of the van-der-Waals interaction was
considered. Test calculations show no effect on the magnetic
properties. Thus it is neglected for all systems. In this work we
only perform calculations on cluster models, thus finite systems.
To be able to use codes implementing periodic boundary condi-
tions (QE, GPAW) on such systems, we created unit cells with a
sufficient amount of vacuum. The vacuum was chosen such that
any cluster has a minimum distance of 10 Å to a cluster in any
adjacent unit cell. This allows the application of QE and GPAW
for our molecular systems. The usage of several codes ensures
the reduction of methodological errors, which may occur in every
implementation of DFT. Another reason is the comparison
between all-electron and pseudopotential codes, as it becomes
unfeasible to use all-electron codes for larger systems like MOFs.
Thus it has to be proven that pseudopotential implementations
reproduce all-electron results. This is important for further
investigations, where the model systems can be used as SBUs
for new MOFs.

2.2 Magnetism and exchange coupling constant

Magnetism can be described by the coupling of local spins at
distinguishable magnetic centers (e.g. i and j). A possible
description is given by the so-called Heisenberg–Dirac–Van
Vleck (HDVV) Hamiltonian29–31

ĤHDVV ¼ �2
X

i4 j

Jij~Si � ~Sj (1)

where Jij is the coupling constant between neighboring spins
and

-

Si/
-

Sj are spin operators. A high-spin state (parallel aligned
spins, ferromagnetic coupling) is indicated by a positive sign
of the coupling constant Jij while a negative sign refers to a
low-spin state (anti-parallel spins, anti-ferromagnetic coupling).
For dimers (i = 1 and j = 2) the coupling can be expressed with the
total energies of these two different magnetic orderings32,33

Ja = (ELS � EHS)/(h
-

S2iHS � h
-

S2iLS), (2)

which can be derived directly from eqn (1). The total energies
ELS and EHS can be taken from spin-polarized density func-
tional theory calculations. The total magnetizations for the HS
and LS state were taken to evaluate the corresponding spins
and with that the values of the expectation values h

-

S2iHS and
h-S2iLS. The denominator in eqn (2) changes with the metal
centers as shown in Table 1. In literature there are different
equations discussed for the exchange coupling constant Jb

34–36

and Jc
37,38

Jb = (ELS � EHS)/(SHS
2) (3)

Jc = (ELS � EHS)/(SHS(SHS + 1)). (4)

For dimers which include the same metal centers or metal
centers with the same number of unpaired electrons, eqn (2)
reduces to eqn (4), because h

-

S2iLS becomes 0. Thus, eqn (4) is
only valid for those cases and not usable for other kinds of
mixed dimers. Further approximation can be done by assuming
that SHS

2
c SHS, which transforms eqn (4) into eqn (3). This is

not suitable for our study, as this assumption is not valid in all
systems. With that, all calculated coupling constants were
derived from eqn (2). A more detailed discussion about the
used calculations scheme, i.e. restricted open shell Kohn–Sham
(ROKS for NRLMOL, FPLO and QE) and unrestricted Kohn–Sham
(UKS for ORCA) as well as a detailed discussion about the broken
symmetry method is given in the ESI† (see A3.1) or see the
excellent review paper of Neese.8

2.3 Variation of transition metal centers

Recently we described the electronic and magnetic properties
of the flexible metal organic framework DUT-8(Ni) (see Trepte
et al.5). Flexible means that this MOF has an open and a closed
phase. In this previous work,5 a detailed discussion of the
influence on the coupling constant of different structural
parameters was carried out using several model systems. The
model system M1 (see Fig. 1 and ESI,† A1) is a good approxi-
mation to study the magnetic behaviour of the open crystalline
system. In this M1 model system the Ni atoms are bipyramidally
coordinated with four O and one N each. The interatomic Ni–Ni

Table 1 OS for different pairs of 3d metals

A/B V
23

Vanadium
Cr
24

Chromium
Mn
25

Manganese
Fe
26

Iron
Co
27

Cobalt
Ni
28

Nickel
Cu
29

Copper

V
23

Vanadium

12 15 18 15 12 8 4

Cr
24

Chromium

15 20 24 20 15 10 5

Mn
25

Manganese

18 24 30 24 18 12 6

Fe
26

Iron

15 20 24 20 15 10 5

Co
27

Cobalt

12 15 18 15 12 8 4

Ni
28

Nickel

8 10 12 10 8 6 3

Cu
29

Copper

4 5 6 5 4 3 2
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distance is about 2.8 Å and the metal centers A and B have slightly
different chemical environments. Because we are interested in the
influence of the metal centers on the coupling constant in the
given geometry, no geometry optimizations were carried out. This
ensures that the changes in J come solely from the different
transition metals and not from an alteration in the geometry. The
two metal centers in the M1 model were varied to determine the
influence on the magnetic ground state and with that on the
coupling constant. The magnetization in each system has been
chosen to be either the sum or the difference of unpaired
electrons per atom in the HS and LS case. We replace the Ni
atoms with every combination of 3d-elements, where Zn as a
closed shell system would not contribute to the magnetism and is
therefore excluded from the screening. Furthermore any HS
solutions for Sc systems should be disregarded, as Sc tends to
be in a non-magnetic state and usually does not form any HS
solution (see ESI,† A2). Thus Sc systems are not further investigated.
For Ti system we found a similar behaviour and neglected the found
HS solution for the same reason. With that, only the elements from
V to Cu are taken into account for further discussion. The denomi-
nator for the calculation of J with J = (ELS � EHS)/(h-S2iHS � h

-

S2iLS) =
DE/OS for different pairs of 3d metals is given in Table 1.

3 Results

In preliminary calculations we calculated the coupling constant
of the original model system M1 containing Ni using various
DFT codes with different implementations and levels of precision
(see Table 2). We investigated the dependence of the calculated
coupling constants on the choice of the exchange–correlation
functional by comparing results obtained with PBE and B3LYP.
The value of the coupling constant changes, but the sign and the
magnitude are retained (see ORCA PBE/B3LYP results Table 2).
Thus we decided to use the PBE functional for the HS screening.
It should be considered that only in the UKS formalism spin-
contamination is explicitly calculated (see ESI,† A3.1). For this
reason we used eqn (3) for the evaluation of the results from

ORCA to make those accurate ORCA values comparable with all
other results. This corresponds to the ideal spin operator expecta-
tion values in the LS and HS state. All calculations of the coupling
constant with the PBE functional give the same sign and a very
similar absolute value, besides GPAW where the basis set might
be too small. Additionally, the QE results are comparable with
the all-electron calculations (see Table 2). Due to reasons of
reproducibility we use NRLMOL and FPLO to have independent
all-electron codes for the calculation of J considering the variation
of metal centers. For comparison of two different implementa-
tions of DFT (all-electron and plane wave) and because of the
demonstration of the preliminary results, we additionally perform
the screening with QE (see Table 3).

For a better visualization of the exchange coupling constants
we introduce a coupling map (see Fig. 2). On the x- and y-axes
the corresponding metal centers A/B are drawn, where the color

Fig. 1 M1 model structure, where the notation center A and center B is
used for all further discussions to distinguish the two metal centers. Color
code: transition metal (gray), oxygen (red), carbon (brown), nitrogen (light
blue) and hydrogen (pink).

Table 2 Influence of exchange–correlation and accuracy of DFT

Code Method/basis sets Functional J [cm�1]

ORCA UKS def2-TZVP39 PBE �264.1
ORCA UKS def2-TZVP39 B3LYP �204.8
NRLMOL Optimized Gaussian basis18 PBE �261.5
FPLO Local-orbital minimum-basis19,26 PBE �274.8
GPAW LCAO DZP PBE �222.3
QE PW PAW PBE �272.2

Table 3 Resulting coupling constant J [cm�1] for the implementation of
the range of 3d metals into the M1 model system as obtained with
NRLMOL, FPLO and QE. The resulting high-spin solutions are indicated
in bold. For non-converged calculations the tag n.c. is given

NRLMOL

A/B V Cr Mn Fe Co Ni Cu

V +149.8 �80.8 �96.2 �396.2 �480.3 �667.6 �1208.2
Cr �83.3 �275.3 �180.9 �239.8 �331.3 �633.1 �715.3
Mn �94.7 �180.0 �105.2 �97.8 �124.6 �263.9 �547.4
Fe �388.6 �213.6 �105.6 +115.6 +40.1 +151.1 +150.9
Co �483.4 �328.0 �128.4 +39.6 �169.6 �190.4 �211.9
Ni �664.4 �629.4 �261.8 +227.8 �192.2 �261.5 �251.6
Cu �1171.4 �702.2 �538.3 +158.7 �194.8 �246.4 �520.4

FPLO

A/B V Cr Mn Fe Co Ni Cu

V +191.4 �85.4 �99.9 �405.7 �385.9 �669.9 �1215.2
Cr �88.1 �287.6 �191.2 �245.7 �280.9 �635.9 �728.9
Mn �98.3 �190.3 �112.3 �115.6 �153.1 �272.2 �546.5
Fe �402.1 �232.7 �81.6 +109.8 +84.7 +153.9 +144.1
Co �377.5 �279.7 �132.9 +69.8 �195.3 �206.9 �158.8
Ni �667.2 �631.9 �269.9 +156.2 �196.5 �274.8 �243.6
Cu �1177.4 �716.7 �537.4 +185.2 �166.8 �237.7 �496.4

QE

A/B V Cr Mn Fe Co Ni Cu

V +197.6 �88.3 �99.2 �397.9 �353.5 �679.1 �1208.3
Cr �90.6 �285.9 �187.3 �231.9 �314.9 �631.2 �714.1
Mn �97.6 �186.4 �110.2 �115.1 �129.5 �270.6 �554.2
Fe �394.8 �214.9 �115.0 +106.8 +66.9 +154.1 +207.3
Co �363.5 �314.5 �141.5 n.c. �197.7 �92.9 n.c.
Ni �677.5 �627.5 �268.5 +155.9 �70.9 �272.2 �248.1
Cu �1171.7 �702.7 �545.4 +197.2 �182.2 �242.7 �517.8
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represents the coupling constant for each combination of
such centers. The results obtained from the two all-electron
calculations are for most models in excellent agreement with
each other regarding the prediction of the J trends as well as the
absolute value of the coupling constants. We find that the
kinetic exchange term is converging fast with basis set, similar
to the observation made by Park and Pederson40 in case of the
more complex Fe4Mn8 and Mn12 clusters. In addition, we show
that the PAW calculations are in good agreement with the
results from the all-electron calculations. Furthermore, the
screening was performed with ORCA within the UKS scheme.
For those calculations the influence of several different definitions
of J was investigated (see ESI,† A3.2). Comparing the results from
different numerical codes we are clearly demonstrating that our
identified ferromagnetic building blocks are not an artefact of
the way the calculation has been carried out (ROKS or UKS).
Additionally, the determined coupling constant trends are inde-
pendent of the definition of J. Based on the results of the DFT
calculations (see Fig. 2), the following promising candidates were
taken for further investigations: M1-[V,V], M1-[Fe,Fe], M1-[Fe,Co],
M1-[Fe,Ni] and M1-[Fe,Cu]. M1-[element1,element2] describes the
model system M1 for both substitutions with those elements,
e.g. M1-[Fe,Ni] stands for M1-FeNi and M1-NiFe. All those systems
show a HS coupling. These model systems may be used to
construct a new kind of MOF using the corresponding HS
secondary building unit (SBU).

V and Fe in MOFs usually form chains and no paddle wheels,
especially not the kind which is found in DUT-8(Ni). Ni, Co and
Cu on the other hand are able to form such paddle wheel
structures. This might lead to a stable crystalline structure by
doping the DUT-8(Ni) with e.g. Fe. Another possibility is to use
the proposed model systems as SBUs for a new kind of MOF, in
which the magnetic characteristics of the model system are
retained. For a deeper insight in the electronic structure of the
HS SBUs we visualized the highest occupied molecular orbital
(HOMO) and the lowest unoccupied molecular orbital (LUMO)
for all Fe containing M1 HS systems (see Fig. 3). It is clearly
visible that the HOMO/LUMO levels for all models are dominated
by the d-orbitals of the metal centers. These results are confirmed
by density of states (DOS) calculations (see Fig. 4). The DOS show
clearly that the levels around the Fermi energy come solely from
d-orbitals of the metal center. This result can be obtained from
pseudopotential calculations (QE) as well (see ESI,† A4). For
M1-[Fe,Fe], M1-[Fe,Co] and M1-[Fe,Ni] one can see that the

electronic structure around the Fermi level is quite similar,
e.g. they have a similar HOMO–LUMO gap.

Conversely, the model systems M1-[Fe,Cu] shows levels
directly at the Fermi energy, where the other HS Fe models
do not. In order to investigate this finding further, we carried
out some further model calculations using NRLMOL. The model
M1 derived from experimental data shows only a two-fold sym-
metry in the plane orthogonal to the metal center connecting
axis. However, the deviation from a four-fold symmetry is rather
small. We carried out calculations on a model system with higher

Fig. 2 Visualization of the coupling constants J. All HS solutions are
marked red. The colors for the LS solutions are scaled from the smallest
J (orange) to the biggest J (blue). Derived from all-electron (NRLMOL &
FPLO) and PAW (QE) calculations. (The two calculations which did not
converged in QE are marked gray).

Fig. 3 Energy level diagram of the Fe HS SBU family. Electronic structure
of the HOMO and LUMO level is visualized with respective wave function
plots. Investigated with the NRLMOL code.

Fig. 4 Spin-polarized density of states (DOS) of the Fe HS SBUs calcu-
lated with NRLMOL. Spin-up states are displayed in the upper part of the
DOS, while spin-down states are in the lower part. The label TDOS stands
for total DOS, PDOS for partial DOS, A/B for the metal centers, d for d
states and EF for the Fermi level.
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four-fold symmetry and found a doubly degenerate state at the
Fermi level which was not completely filled. This indicates that
the four-fold symmetry is indeed unstable and one would expect
lower symmetry to cancel this degeneracy. The states at the Fermi
level might be a hint to a metallic SBU and with that to the
possibility to construct a metallic MOF (see M1-[Fe,Cu] states at
EF in Fig. 4). However, further investigation in this respect are
needed to prove whether such a metallic behaviour occurs in the
crystalline structure or not. To investigate the magnetic stability
of the HS states we carried out fixed magnetization calculations
(see Fig. 5) using FPLO and QE. For each magnetization between
the ones for the HS and LS state, the initial spin-orientations per
atom were chosen to be either parallel or anti-parallel to each
other, thus referring to the spin-polarization in the HS and the LS
state, respectively. This was done to take into account different
spin-orientations which lead to the same total magnetization. In
Fig. 5 we show the energetically more favoured orientation,
i.e. min[E(M)LS,E(M)HS], as a function of the magnetization for
each of the model systems with Fe. In general, the HS state in
M1-[Fe,Fe], M1-[Fe,Co] and M1-[Fe,Ni] is the energetically most
favoured one, directly followed by the corresponding LS state.
All other possible magnetizations in between are less favoured.
Thus the HS is clearly the energetically most stable state of all
these systems. The only exception is the M1-[Fe,Cu] system,
where with FPLO we found an energetically more favored HS
state with another magnetization (M = 4 mB) than the one we
assumed before (M = 5 mB). However, the two states are very close
in energy (approximately 20 meV difference), thus a nearly double
degenerate ground state occurs. QE calculations show this result
as well. An explanation for this behaviour might be originated in
the electronic configurations of Cu, where a d9 or d10 configu-
ration may occur, corresponding to a Cu(II) or Cu(I) oxidation
state, respectively. Thus the combined system with Fe (d6),
corresponding to a Fe(II) oxidation state, can show both magne-
tization depending on the given occupation of the d-orbitals of
Cu. Most likely both states can be stabilized depending on small
changes in the geometry or in a crystalline structure. As already
mentioned before, counting the maximum number of unpaired
electrons would result in a state with M = 5 mB. For that reason we
used this in all other calculations. Considering M = 4 mB would

not change anything qualitatively, but only increase the value of J.
When one of the Fe HS SBUs is used for a new MOF, the SBUs
would be separated with mechanically rigid and stable bridges
from each other and their geometry would be fixed (M1 – organic
bridge – M1). With that it might be possible to retain the
magnetic as well as the potential metallic behaviour (see
M1-[Fe,Cu]) of the SBU inside this MOF.

4 Conclusions and outlook

A parameter free screening for the determination of HS solutions
for the DUT-8(Ni) model system M1 has been performed using
DFT. A comparison between different exchange–correlation func-
tionals showed that PBE is sufficient for the calculation of the
exchange coupling constant J. Further investigations were carried
out for the following HS candidates: M1-[V,V], M1-[Fe,Fe],
M1-[Fe,Co], M1-[Fe,Ni] and M1-[Fe,Cu]. For a more detailed
discussion of the electronic structure and magnetic stability,
the iron containing M1 HS models have been further investi-
gated. The analyzed electronic structure of the Fe family showed
that these systems have electronically and magnetically stable HS
ground states, which are most favourable concerning different
magnetizations. The density of states (DOS) showed that the
levels around the Fermi level are clearly dominated by the
d-states of the metal centers. As a consequence the electronic
structure can be tuned by changing the transition metal centers
A/B. In case of M1-[Fe,Cu] there are two magnetizations (M = 4 mB

and M = 5 mB) which are very close in energy. It might be possible
to stabilized those two magnetizations in the crystalline nature
of a MOF.

To summarize, we have shown that it is possible to find HS
SBUs for a given MOF and a stable M1 Fe HS family has been
derived for DUT-8(Ni). Furthermore these HS solutions are
stable with respect to all magnetizations. We showed that all
used DFT codes agree qualitatively as well as quantitatively.
Thus it is possible to use the plane wave method for further
investigations. Based on the results of this work it should be
considered to insert the obtained HS SBUs into the crystalline
structure of DUT-8(Ni), either as a complete replacement of
the original SBUs to gain a fully ferromagnetic MOF or as a
‘‘magnetic doping’’ by replacing individual SBUs with some HS
SBUs to introduce local HS sites. Additional calculations should
consider the mechanical and thermal stability of the resulting
structures (molecular dynamics and vibrational analysis) and
the effect of structural relaxation on the exchange coupling
constant. For first insights, we optimized the M1-[Fe,Fe] system
and recalculated the coupling constant. We obtain J = 165.1 cm�1

for NRLMOL and J = 167.7 cm�1 for QE, respectively. Thus the
magnitude of J only changes slightly due to geometry optimi-
zation and the high-spin character of the coupling is kept.
Additionally we relaxed the M1-[Fe,Cu] model and the resulting
HOMO–LUMO gap does not change significantly. With that the
metallic behaviour of this model is stable against relaxation.
Further investigations might include the search for a new
kind of MOF, where the HS character of the SBUs is retained.

Fig. 5 Relative energies of the Fe HS SBUs with fixed magnetizations
calculated with FPLO and QE. Emin is the energy of the most favourable
state for each system. HS and LS mark the high-spin and low-spin states.
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An extended search for HS states by considering further transition
metals (e.g. 4d elements) might deliver other HS SBUs. Finally it
would be interesting for experimentalists to grow MOFs with a Fe
HS SBU and rigid organic bridges to find out whether a HS MOF
can be constructed.
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