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A flow injection with chemiluminescence detection (FI-CL) method was used to determine the
concentration of dissolved iron in seawater samples collected in the South Atlantic during the
GEOTRACES GA10 cruise that took place from 24th December 2011-27th January 2012 on board the
R.R.S. James Cook (cruise JC068). Six different sample collection and filtration strategies were used.
Open ocean (shallow and deep) and coastal (shallow and deep) samples were collected and five sub-
samples from each collection were filtered through a cartridge filter. For the deep open ocean sample,
separate sub-samples were also filtered through a membrane disc filter. In addition, deep open ocean
sub-samples were also taken from five separate sampling bottles. Each sub-sample (29 in total) was
analysed six times (giving 174 discrete measurements in total) and the within sub-sample precision was
in the range 1.4-12.2%. There was no statistically significant difference for the deep, open ocean sample
between the mean results obtained with the two different filter types or the single sample bottle versus
separate sample bottle sub-samples. Application of classical ANOVA showed that the relative combined
standard uncertainty for each of the six sampling strategies ranged from 2.3-3.8%. This approach did not
include an estimation of sampling bias. Application of robust ANOVA to the deep open ocean samples
showed that contributions to the total variance were 0% from the different sample collection and
filtration strategies, 42% from the sub-sample precision and 58% from between sub-sample measurements.
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in order to determine if there is any ‘real’ environmental vari-
ability or seasonality in a dataset.

1. Introduction

Reliable determinations of dissolved iron concentrations in
marine waters are needed to enhance our understanding of the
impact of iron on ocean productivity and processes (e.g. ocean
acidification). Iron typically exists at sub-nmol L™" concentra-
tions in the ocean and in different labile physico-chemical
forms, which makes it analytically challenging to measure.
Moreover, seawater composition, including iron concentrations
and speciation, varies over spatial and temporal scales,
meaning that measurement uncertainty needs to be quantified
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According to the Guide for Uncertainty in Measurements,"
a measurement begins with an appropriate specification of the
measurand, Ze. the particular quantity (defined by the analyte/
technique, unit of measurement, matrix and sampling location)
intended to be measured. From the above it is apparent that the
specification of the measurand for ‘iron in seawater’ measure-
ments could easily vary depending on the Fe species targeted and
how representative the collected seawater samples are. In addition,
any sample treatment, such as filtration, will lead to an opera-
tionally defined measurand, with implications for traceability.
Therefore the sample collection and treatment strategy is a funda-
mental part of the measurement procedure and as such must be
taken into account for the estimation of the combined uncertainty
associated with the measurement results, as well as for establish-
ing the traceability of these results.> The sampling target should
also be defined and for the shipboard collection of seawater this is
typically a body of water at a specified depth (+5 m).

Recent efforts in chemical oceanography to compare datasets
on a global scale and over seasonal/annual timescales has been
demonstrated in the GEOTRACES Intermediate Data Product
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2014 (see http://www.bodc.ac.uk/geotraces/data/idp2014/), which
includes the analysis of samples collected at “cross-over” stations,
i.e. common sampling locations for different cruises.* Compa-
rability is dependent on the measurand(s), and thus the objec-
tives chosen for the sample collection and filtration strategies
and the associated measurement procedures. For example, one
objective of a sample collection strategy could be to establish the
dissolved Fe concentration in a given seawater sample (from one
or more measurement results from the same sample). Another
objective could be to establish (from measurement results from
several samples) the average concentration of a specific range of
Fe species at a given location in the global ocean.

To improve the reliability of dissolved iron data, whatever
the defined measurand, all sources of uncertainty should be
identified and quantified and then a combined uncertainty
estimated. Common practice is to use precision on replicate
measurement results for a single sample, but this can under-
estimate the total combined uncertainty. However, even with
more robust uncertainty estimations, often only the analytical
process is described and the sample collection uncertainty is
not taken into account.

The Eurachem/EUROLAB/CITAC/Nordtest/RSC Analytical
Methods Committee Guide “Measurement uncertainty arising
from sampling: a guide to methods and approaches™ includes
sampling and sample preparation, in addition to the analytical
process, in a holistic approach to determining the uncertainty
associated with the overall measurement process, ie. “the
measurand is defined in terms of the value of the analyte concen-
tration in a sampling target, rather than in just the sample deliv-
ered to the laboratory”. It describes two main approaches to the
estimation of uncertainty from sampling; an empirical
approach (also called “experimental”, “retrospective”, or “top-
down”) and a modelling approach (also called “theoretical”,
“predictive” or “bottom-up”). Robust analysis of variance
(ANOVA) is one empirical approach that can be used to estimate
the overall measurement uncertainty, including sample collec-
tion.> The ANOVA approach is straightforward to apply using
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widely available software packages such as Excel® and the
output can be used to give an estimate of the separate contri-
butions from replicate analysis (i.e. the short term analytical
repeatability) and the between measurement variability (which,
with a suitable experimental design, will include uncertainty in
sample collection and filtration). However the classical ANOVA
approach is not able to estimate bias in either sampling or
analysis, for which more complex methods are available.>*
The aim of this work was to use ANOVA to determine the
relative uncertainty associated with the way in which seawater
samples are collected and conditioned for the determination of
dissolved iron concentrations. It was not an aim to investigate
the relative uncertainty associated with sampling per se. Flow
injection with chemiluminescence detection (FI-CL) was chosen
as the method of detection for this study because it is
a commonly used shipboard and laboratory based method for
the determination of dissolved iron concentrations”® and the
uncertainties associated with the analytical step have already
been systematically investigated." The specific objectives were
to collect and analyse replicate, filtered seawater samples from
the Atlantic Ocean covering a range of dissolved Fe concentra-
tions (from deep and shallow waters and from coastal and open
ocean locations) and to compare the results for different ways of
collecting and filtering the samples, i.e. sub-samples from the
same sampling bottle versus samples from separate bottles and
the use of cartridge filters versus membrane filters (which are
commonly used to collect marine particulate matter).

2. Experimental
2.1 Sample collection

Seawater samples were collected from two stations during the
South Atlantic GEOTRACES GA10 cruise that took place from
24th December 2011-27th January 2012 on board the R.R.S.
James Cook (JC068). A schematic diagram of the sample
collection and filtration strategies applied is shown in Fig. 1 and
was designed to test whether the type of filtration applied to

| Open ocean (St 18) |

| Coastal (St 22) |

| SHALLOW SAMPLES (22 m) |

| SHALLOW SAMPLES (23 m) |

Sample n. 2022
5 sub-samples - AcroPak filter
(strategy 4)

Sample n. 2376
5 sub-samples - AcroPak filter
(strategy 5)

DEEP SAMPLES (4726 - 4736 m) |

| DEEP SAMPLES (1295 m)

Sample n. 1955
5 sub-samples - AcroPak filter
(strategy 1)

Sample n. 2361
5 sub-samples - AcroPak filter
(strategy 6)

Sample n. 1955
5 sub-samples - PES filter
(strategy 2)

Samples n. 1956 - 1959 (separate bottles)
AcroPak filter
(strategy 3)

e e, e, ———————

Fig. 1 Strategies for the collection and filtration of seawater samples (as defined in Table 1).
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samples would influence measurement results. The possibility
of a difference between results from one sampling bottle and
results from several sampling bottles filled within a 10 m depth
range was also tested. A titanium-frame CTD (conductivity/
temperature/depth) fitted with 24 trace metal clean 10 L Ocean
Test Equipment water samplers (Ocean Test Equipment Inc.,
Fort Lauderdale, Florida, USA; henceforth described as OTE
bottles) deployed on a Plasma® rope was used for water column
sampling. The 10 m depth range was a constraint of the
sampling equipment which required a delay between the
closing of each OTE bottle during recovery of the CTD. On
recovery, the OTE bottles were transferred into a trace metal
clean sampling container and were lightly pressurised (1.7 bar)
with high purity compressed air filtered in-line using a 0.2 pm
PTFE filter capsule (Millex-FG 50, EMD Millipore, Merck KGaA,
Darmstadt, Germany).

Eight discrete samples from separate OTE bottles (see
unique sample numbers in Table 1) were collected and all
(except those collected from separate OTE bottles, i.e. strategy
S3) were sub-divided to give twenty nine sub-samples in total
(see Table 1 for details). All were filtered directly into acid
cleaned 250 mL low density polyethylene bottles (LDPE; Nal-
gene, Fisher Scientific, Loughborough, UK) under positive
pressure and acidified on board with 500 pL of UpA hydro-
chloric acid, HCI (Romil, Cambridge, UK) to give a final acid
concentration of 0.024 mol L™" (pH 1.7). The filters used were
either 0.45 pm nominal pore size, 25 mm diameter Supor®
polyethersulfone (PES) membrane disc filters (Pall Life
Sciences, Portsmouth, UK) or 0.8/0.2 pm nominal pore size PES
cartridge filters (AcroPak500™, Pall Life Sciences, Portsmouth,
UK). Table 1 also shows the sample collection locations,
matrices and depths for each of the six sample collection
strategies (S1-S6). All sample bottles were labelled with
a unique number and also marked with either PES or ACRO to
distinguish between membrane and cartridge filter types
respectively. Samples from Station 18 were filtered using the
same AcroPak filter but a different AcroPak filter was used for
the samples collected from Station 22. All sample conditioning
was carried out by the same person and samples were stored
double bagged for subsequent shore based analyses.
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2.2 FI-CL reagents and on-shore sample handling

Concentrated HCl, ammonia (NH3, 20-22%) and glacial acetic
acid (CH3CO,H), all SpA grade, were obtained from Romil.
Hydrogen peroxide, Merck Suprapur grade, was obtained from
VWR (Lutterworth, UK). Luminol (5-amino-2,3-dihydro-1,4-
phthalazinedione), sodium carbonate and triethylenetetramine
(TETA) were obtained from Sigma Aldrich (Gillingham, UK). All
high purity water (HPW), 18.2 MQ cm, was drawn from an
ElgaStat Maxima system (Marlow, UK). All weighing was per-
formed using an analytical balance (OH1602/C, Ohaus, Thet-
ford, UK). The accuracy of the balance was checked daily before
use with F1 Class certified weights (KERN, Albstadt, Germany).
All facilities were managed under ISO 9001:2008 certification.

All shore-based sample and reagent handling was under-
taken in an ISO 14644-1 Class 5 laminar flow hood (Bassaire,
Southampton, UK) situated within an ISO 14644-1 Class 6 clean
room. Reagent and sample containers were cleaned using
established cleaning protocols for trace metals."**

2.3 FI-CL measurement method

The FI-CL method, based on the method of Obata et al.,"* is the
same as that used by Floor et al.™ and the manifold used is
shown in Fig. 2. In summary, there were three peristaltic pumps
(Minipuls 3, Gilson, Luton, UK), one PTFE manually operated
three port valve (Valve 1; Omnifit), one three port solenoid valve
(Valve 2) and one two-way six port electronically actuated valve
(Valve 3; VICI, Valco Instruments, Schenkon, Switzerland). The
detector was a photomultiplier tube (PMT; Hamamatsu H 6240-
01, Hamamatsu Photonics, Welwyn Garden City, UK) contain-
ing a coiled, transparent PVC flow cell (volume 40 pL). Manifold
tubing was 0.8 mm i.d. PTFE. The preconcentration column,
loaded with Toyopearl AF Chelate 650M resin (Tosoh Biosci-
ence, Stuttgart, Germany), was made of polyethylene with LDPE
frits with an internal volume of 200 pL (Global FIA, Fox Island,
USA). Two poly(methyl methacrylate) columns (1 cm long,
1.5 mm i.d., volume 70 pL), also loaded with Toyopearl AF
Chelate 650M resin retained with HDPE frits (BioVion F,
0.75 mm thick, 22-57 pm pore size), were used to clean up the
buffer and column rinse solutions.

Table 1 Sample collection locations, matrices and depths and filter type used for each of the six sample collection strategies (S1-S6). The
nomenclature for the OTE bottle number and the unique sample number is as used on the GEOTRACES GA10 cruise to allow traceability back to
the ship sampling log. Cartridge = 0.8/0.2 pm PES cartridge filters (AcroPak500™). Disc = 25 mm Supor® polyethersulfone (PES) membrane disc

filters (Pall)
Unique Sample collection

Station and Depth OTE bottle sample Number of and filtration
location Sample matrix (m) Salinity  Filter type no. number sub-samples strategy
Station 18 Open ocean (deep) 4736  34.67233 Cartridge (AcroPak) 5 1955 5 S1/S3
(40°S 42°25'W) Membrane disc (PES) 5 S2

Open ocean (deep) 4734  34.67229 Cartridge (AcroPak) 6 1956 1 S3

Open ocean (deep) 4730  34.67237 Cartridge (AcroPak) 7 1957 1 S3

Open ocean (deep) 4729  34.67208 Cartridge (AcroPak) 8 1958 1 S3

Open ocean (deep) 4726  34.67242 Cartridge (AcroPak) 9 1959 1 S3

Open ocean (shallow) 22 Cartridge (AcroPak) 24 2022 5 S4
Station 22 Coastal (shallow) 23 Cartridge (AcroPak) 24 2376 5 S5
(36°32'S 53°06'W)  Coastal (deep) 1295 Cartridge (AcroPak) 9 2361 5 S6

This journal is © The Royal Society of Chemistry 2016
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17 Valve2
Column Rinse (0.011 M HCI) - [
Reagent 50 cm Waste
‘clean up’ mixing coil
17 columns
Sample (pH 1.6to 1.7) 07
Buffer (0.35 M CH,COOH, - Valve 3
0.11 M NH3, pH 4.5)
Valve 1
1.0
Eluent (0.23 M HCI)
1.0
Luminol (0.24 mM) TETA (0.46 mM)
1.0
NH; (0.44 M)
1.0
H,0, (0.29 M)

Peristaltic pumps
(flow rates mL min-")

Clean up column
[

Analytical column

Water bath at 30°C
containinga 2m
mixing/reaction coil

=

Photomultiplier detector

Fig.2 FI-CL manifold for the determination of dissolved iron concentrations in seawater. Reproduced, with permission, from reference 11 (G. H.
Floor, R. Clough, M. C. Lohan, S. J. Ussher, P. J. Worsfold and C. R. Quétel, Limnology and Oceanography Methods, 2015, 13, 673-686).

All samples were oxidised by adding 1 pL of 10 mM hydrogen
peroxide per 1 mL of sample at least 30 min before analysis to
ensure that all Fe was present as Fe(m). All reagent solutions
were prepared at least 12 h before use and the concentrations
used are shown in Fig. 1. The analytical blank was measured
using the “closed sample valve” method, i.e. the wash solution
and ammonium acetate buffer were pumped through the pre-
concentration column with the same load time as was used for
the subsequent samples in that run. One measurement con-
sisted of six replicates run contiguously, which is typical of FI-
CL measurements, and the variability of these analytical repli-
cates is therefore referred to throughout as the short term
analytical repeatability. Each replicate measurement consisted
of the following analytical cycle. The column was conditioned
for 10 s with 0.011 M HCI. Sample and buffer were then loaded
simultaneously for 60-180 s (see Table 2), depending on the
magnitude of the CL signal. The amount of sample loaded onto
the column was determined gravimetrically. The column was
washed with 0.011 M HCI for 20 s. The Fe on the column was
then eluted with 0.23 M HCI for 120 s. Between each sample, the
sample line was washed with HPW for 30 s followed by uptake of
the fresh sample for 180 s. After each analytical session all lines
were flushed with 0.01 M HCI for 10 min and then with HPW for
15 min and HPW was left in the lines. All signals were nor-
malised to the loaded calibration standard/sample mass and
are reported as V g~ ' (volts per gram). An aliquot of Atlantic
seawater from 40°S containing 0.45 nmol L' Fe was used to
measure instrumental drift at the start and end of each
analytical run.

2.4 Data treatment

The FI output data were collected and reported as peak heights
as this is the commonly used parameter for FI-CL measure-
ments in both the oceanographic and flow injection

6714 | Anal Methods, 2016, 8, 6711-6719

communities. Peak area measurements were also made (data
not shown) and followed the same trends as the peak height
data. All sample loadings were mass normalised. Further data
treatment was carried out in Excel®. Data were subject to
a Grubbs test for outliers prior to processing.

For each set of n replicate measurements of a sub-sample;

Within sub-sample precision (%, n = 6)
= (awithin/meanwithin) x 100 (1)

where oywiin 1S the standard deviation of replicate FI-CL
measurements of a sub-sample and meanyiein is the mean of
those replicate measurements. See ESI Table 17 for the raw data.

Analysis of variance (ANOVA) was applied to each of the S1-
S6 datasets and the output from Excel® gave the mean square
“between groups” and “within groups”, designated as MSpetween
and MS,ihin respectively, for each dataset. See ESI Table 2t for
the equations used to calculate MSperween and MSyihin. Equa-
tions (2)-(4), derived from Linsinger et al.** and van der Veen
et al.*® and already applied to uncertainty estimations for the
determination of dissolved iron amount content using FI-CL,**
were then used to calculate relative standard uncertainties as
shown below. All standard uncertainties are reported as relative
values and are denoted by “u”.

The relative standard uncertainty (coverage factor k = 1)
corresponding to the short-term analytical repeatability;

Mrcl_rcpcatability = ((\/(Mswithin) X IOO/meanbctwccn)/\/n (2)

The relative standard uncertainty (coverage factor k = 1)
corresponding to the between measurement uncertainty (which
will encompass uncertainties from a range of effects);

Urel_between measurement — (((\/((Msbetween - MSWithin)/n))
x 100/meanpeiween)/\111) (3)

This journal is © The Royal Society of Chemistry 2016
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Table 2 One way analysis of variance (ANOVA) tables for the control material and each of the six sample collection and filtration strategies, as
defined in Table 1, using peak height measurements. Significant differences between replicate sub-samples within each protocol (P < 0.05) are
presented in italics. The control material data are from three measurements for each of 6 replicate sub-samples of an Atlantic seawater analysed
with the sub-samples from collection and filtration strategies S1, S2 and S3 over a 10 h period

Sample/sampling Sum of the squares Degrees of Mean square

strategy Source of variation (SS) freedom (df) (MS) F P-value F crit

Control material Between groups 0.05071 2 0.02536 3.754 0.04766 3.682
Within groups 0.1013 15 0.006755
Total 0.1520 17

S1 Between groups 0.09410 4 0.02352 12.58 <0.00001 2.758
Within groups 0.04672 25 0.001868
Total 0.1408 29

S2 Between groups 0.03594 3 0.01198 4.792 0.01126 3.098
Within groups 0.04999 20 0.0025
Total 0.08593 23

S3 Between groups 0.03838 3 0.01279 3.115 0.04918 3.098
Within groups 0.08213 20 0.004106
Total 0.1205 23

S4 Between groups 0.0002 3 6.663 x 107° 0.9378 0.44090 3.0984
Within groups 0.001421 20 7.105 x 10>
Total 0.001621 23

S5 Between groups 0.008945 3 0.002982 5.020 0.00935 3.098
Within groups 0.01187 20 0.0005939
Total 0.02082 23

S6 Between groups 0.1631 4 0.04079 3.635 0.01817 2.758
Within groups 0.2805 25 0.01122
Total 0.4436 29

where m = the number of replicate sub-samples.
The relative combined standard uncertainty, which assumes
that both components are random and uncorrelated;

2 2
urel_combined = \/((urel_repeatability) + (urel_between measurement) ) (4)

3. Results and discussion

3.1 Sample collection and filtration

Section VI of the GEOTRACES ‘cookbook’ for micronutrient
sample collection and sample-handling’” is recommended as
a general guide for practical aspects of seawater sample
collection and handling strategies for the determination of
trace elements. For the determination of dissolved iron (and
other trace metals) concentrations the use of appropriate filter
types and filtration protocols is also critical®® and may impact
on the relative overall measurement uncertainty. Therefore in
order to decide if results for dissolved iron in deep, open ocean
water from different sampling campaigns can be compared it is
important to know what influence the sample collection
strategy, ie. single versus multiple sample bottles (S1 and S3)
and filtration strategy, i.e. the type of filter used (S1 and S2), may
have on the quantity measured, and what contribution this can
make to the relative overall uncertainty of the result. In addi-
tion, it is important to consider the influence of the level of
dissolved Fe concentration on the relative overall uncertainty.
Hence samples were collected and filtered in the same way from
four locations (S1/S2/S3, S4-S6), with contrasting dissolved Fe
concentrations (S152/S3 = 0.39 nM, S4 = 0.27 nM, S5 = 1.27 nM

This journal is © The Royal Society of Chemistry 2016

and S6 = 1.04 nM). The sample collection and filtration strat-
egies used in this work shown in Fig. 1 and Table 1 were
therefore designed to investigate these influences.

3.2 Data acquisition and preliminary evaluation

There were three analytical runs; sub-samples from strategies
S4 and S5 were analysed on day 1 (8 h run time), sub-samples
from strategies S1, S2 and S3 were analysed on day 2 (10 h run
time) and sub-samples from strategy S6 were analysed on day 5
(5 h run time). The stability of the measurement method was
monitored by replicate analysis (n = 6) of a control material
(Atlantic seawater sample from 40°S) at the beginning and end
of each analytical run (and also after 4.5 h of the analytical run
on day 2). The means of these replicate analyses for the start and
end of each analytical run showed no significant difference
(P = 0.05) for any of the analytical runs based on a two way t-test
(tcale all <1.5; tap = 2.23).

The control material data for the analytical run on day 2
(m = 3) were further explored using one way ANOVA to inves-
tigate signal stability during the analysis of sub-samples from
S1, S2 and S3. The ANOVA output (Table 2) showed that there
was a significant difference between the control material results
over the 10 h analysis period (P = 0.048). Therefore the short-
term analytical repeatability (eqn (2)) and the signal stability for
the control material over the 10 h analysis period, hereafter
called the within-sequence-stability (eqn (3)), were calculated
using the approach outlined in the literature to determine
“between-bottle” homogeneity.”>'® Using this approach it is
only possible to calculate two separate uncertainty components,
the second of which (calculated using eqn (3)) may actually

Anal. Methods, 2016, 8, 6711-6719 | 6715
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cover a range of effects and the assumption made here is that
the within-sequence-stability is the dominant effect for the
control material. For the seawater samples (S1-S6) the uncer-
tainty linked to the collection and filtration strategy applied will
also be included in this component. The relative standard
uncertainty corresponding to the short-term analytical repeat-
ability for the control material was 2.4% and the within-
sequence-stability over 10 h was 2.3%. These data show the
importance of regularly analysing a control material during a FI-
CL run in order to minimise the uncertainty contribution from
any signal instability and supports the practical recommenda-
tion of Floor et al.** that a control material should be run every 2
h and the system recalibrated if the value is outside of a speci-
fied range.

The objective of this work was to compare results for different
modes of sample collection and filtration and the strategy was
based on empirical method #2 in the “Measurement uncertainty
arising from sampling” Guide.* Hence analytical bias was not
determined but Floor et al* concluded that results for three
seawater reference materials, using the same FI-CL method as
was used in this work, were in agreement with consensus values
within their reported uncertainty statements.

The dataset for n replicate measurements of each set of m
sub-samples for the six sample collection strategies (S1-S6) is
shown in ESI Table 1.1 Prior to comparing the results for the
different sample collection strategies the overall dataset was
assessed for outliers. Twenty nine sub-samples were analysed
and results were rejected from sub-samples PES 1955-5, 2022-5
and 2376-4 (from strategies S2, S4 and S5 respectively). These
three results had a positive bias of 46%, 150% and 37%
respectively, with RSDs for six replicate FI-CL measurements of
5.4%, 3.0% and 0.9% respectively. This suggests contamination
at some point in the overall process for these three sub-samples
and highlights the importance of rigorous cleaning and careful
sample handling. It also shows the benefit of collecting and
analysing several sub-samples (including the use of separate
sample bottles) as a means of identifying random sources of
contamination.

3.3 Comparison of the results for the six different sample
collection strategies (S1-S6)

The within sub-sample precision and the mean sub-sample
peak height for the six sample collection strategies are pre-
sented in Table 3. Of most interest are the three deep, open
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ocean collection strategies (strategies S1, S2 and S3 in Table 1)
as they all sampled the same water mass (within a 10 m depth
range) and had the same salinity (34.672) and would therefore
be expected to give the same mean peak heights unless the
collection and/or filtration strategy used (and/or the within-
sequence-stability) impacted on the measurement result. A two
way t-test showed that there was no significant difference
between the mean sub-sample peak heights for cartridge and
membrane disc filtered sub-samples from the same OTE bottle
(S1 and S2; teq1c = 0.269, tp = 2.36) or for sub-samples from the
same OTE bottle compared with sub-samples from separate
OTE bottles (strategies S1 and S3; tca1c = 0.418, teap = 2.36). TwWo
way ANOVA confirmed that there were no significant differences
resulting from the type of filter used (sample collection strate-
gies S1 and S2; P = 0.999) or from collecting samples from
a single OTE bottle versus multiple OTE bottles (sample collec-
tion strategies S1 and S3; P = 0.102).

Cartridge filters are typically used to collect samples for
dissolved Fe concentration measurements and can be used at
a higher flow rate than membrane filters."® However membrane
filters must be used to collect samples for particulate Fe
measurements. In addition, when at sea, there are often
competing demands on the water budget and constraints on
ship time, which would make it advantageous to use membrane
filters to simultaneously collect both particulate and dissolved
samples providing that there was no significant difference
between the two filtration methods for dissolved iron concen-
tration measurements. Data comparing filter types for the
determination of dissolved iron are sparse™?® but a GEO-
TRACES intercalibration showed no difference (within analyt-
ical uncertainty) in neodymium concentrations measured in
Atlantic seawaters using five different filter types and nominal
pore sizes (0.2-1.0 pm).** The results from the current study
show that membrane filters could be used instead of cartridge
filters for the determination of dissolved iron and that, in spite
of the differences in filter design and nominal size cut-off,
applying ANOVA to the data from this experimental design
showed that there was no significant difference in the dissolved
Fe species collected (at least for this particular water mass).

The demands on the water budget may also require collec-
tion of the same water mass from more than one OTE bottle and
the results show that this would also be a reasonable strategy as
there was no significant difference between the single bottle
and multiple bottle dissolved Fe concentration measurements.

Table 3 Within sub-sample precision (calculated using egn (1)) and mean sub-sample peak height for the six different sample collection and

filtration strategies using the data shown in ESI Table 1

Sample collection and FI-CL load Within sub-sample Mean sub-sample
filtration strategy time (s) precision (n = 6) (%) peak height (Vg™
S1 90 3.4-6.1 0.855

S2 90 3.8-7.6 0.845

S3 90 3.3-12.2 0.872

S4 180 4.1-9.4 0.122

S5 120 1.4-6.3 0.579

S6 60 3.9-4.7 2.38
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3.4 Contribution of sample collection and filtration to the
relative overall uncertainty for each sampling strategy

The discussion in Section 3.3 focused on the variability of mean
FI-CL results for 4-5 replicate sub-samples for each of the
separate sample collection and filtration strategies. It showed
that there were no significant differences between the two
filtration methods or the use of single versus multiple OTE
bottles for sample collection. The application of ANOVA to each
dataset (S1-S6) of n replicate measurements for each of m
replicate sub-samples generates mean square outputs that can
be used (see eqn (2) and (3) in Section 2.4) to determine the
relative contributions of uncertainty in the FI-CL measurement
step (i.e. the short-term analytical repeatability, tre|_repeatabitity) and
the uncertainty between measurements (Ure_petween measurement) tO
the overall uncertainty. In this work, e petween measurement Will
include both the uncertainty linked to the collection and
filtration strategy applied, possibly influenced by the water
mass characteristics, and the within-sequence-stability over the
analytical session arising from any variability in response over
the length of time required (10 h) to measure all of the different
replicate sub-samples and control material. It may also
include contributions from other, unspecified factors. The
relative combined standard uncertainty (urel combinea) Can be
obtained by the quadratic combination of Ure|_repeatabiliy and
Urel_between measurement (eqn (4))

The output data from the application of these equations
(Table 4) show that uej_repeatability (ranging from 1.7-3.0%) was
of a similar magnitude to #;e] petween measurement (fanging from
<0.1-3.1%). ESI Table 21 shows the calculations used to obtain
these values. This range for ire|_repeatability 1S in agreement with
the Urel_repeatabiliy Of 1.7% (1 = 6) for FI-CL reported by Floor
et al** for the same determination. The relative combined
standard uncertainty (#re_combined) ranged from 2.3-3.8%. The
ANOVA outputs in Table 2 however show that there were
significant differences (P < 0.05) between sub-sample
measurements for all sample collection and filtration strategies
except for S4. Nonetheless, the control material had a similar
Urel_between measurement (2-3%) to the value reported by Floor
et al."* of 2.8% for within-sequence stability. This suggests that
the within-sequence-stability was the dominant contributor to
Urel_between measurement aNd highlights again the importance of
analysing a control material frequently during a FI-CL run. It
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also supports the conclusion that for this particular set of
samples, using FI-CL detection, there was no significant
difference between the different sample collection and filtration
strategies used.

Further assessment of the combined data for S1, S2 and S3
using robust ANOVA,* i.e. with three sampling targets, the first
four sub-samples for each target (to provide a balanced design)
and six replicate analyses for each sub-sample, provided further
evidence that there was no significant difference between the
different sample collection and filtration strategies used (i.e. the
three tafgets) and that urel_repeatability and Urel_between measurement
were of a similar magnitude. The relative contributions to the
total variance using robust ANOVA were 0% from the different
sample collection and filtration strategies used, 42% from the
short term analytical repeatability and 58% from between sub-
sample measurements.

In other situations the within-sequence-stability may not be
the dominant contributor to #e] petween measurement- Firstly, if an
experimental design with additional statistical power could be
implemented, e.g. one based on the recommendations given in
ref. 4, the application of ANOVA may lead to a different
conclusion. The implementation of such a strategy would,
however, require dedicated and expensive ship time. Secondly,
for methods with a lower analytical uncertainty or a more
constant short-term analytical repeatability compared with FI-
CL, there may be a greater contribution from sample collection
and filtration. For example, the use of FI with collision/reaction
cell - quadrupole ICP-MS detection for the determination of
dissolved iron concentration in seawater reference materials
gave a relative combined standard uncertainty of 4% for GEO-
TRACES GD (1.035 nmol L™ )® compared with the 5-6% re-
ported for FI-CL." For further comparison, Milne et al. reported
a short-term analytical repeatability for iron in NASS-5 (3.29
nmol L") using isotope dilution ICP-MS of 2.3% (n = 3).* In
these examples the method would potentially be more sensitive
to variations caused by any uncertainty in sample collection and
filtration. However, the salinity data for the deep open ocean
samples (S1, S2 and S3) shows that there was a negligible
difference (RSD = 0.0004%, Table 1) in this physical property
between these samples, which implies that sample collection
did not contribute significantly to the overall measurement
uncertainty.

Table 4 Short-term analytical repeatability (Ure|_repeatability: Calculated using egn (2)), between-measurement variability (Ure|_petween measurement:
calculated using egn (3)) and relative combined standard uncertainty (Urei_combined; Calculated using eqn (4)) for the control material and the six

sample collection and filtration strategies (S1-S6 as defined in Table 1)

Sample collection and
filtration strategy

Short-term analytical
repeatability k = 1 (%)

Relative combined standard
uncertainty k = 1 (%)

Between-measurement
variability k = 1 (%)

Control material 2.4
S1 2.1
S2 2.4
S3 3.0
sS4 2.8
S5 1.7
S6 1.8

This journal is © The Royal Society of Chemistry 2016

2.3 3.3
3.1 3.8
2.4 3.4
2.2 3.7
<0.1 2.8
1.7 2.4
1.3 2.3
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Additionally, the scale of observation is critical. In this study
the relative sample collection and filtration uncertainty for
a specific location at a specific time was investigated. However,
chemical oceanography datasets are compared on a global scale
and over seasonal/annual timescales. The sample collection
uncertainty will potentially be greater when taking into account
variations over relatively small temporal (e.g. days per week)
and/or spatial (e.g. sub-km) scales. The sample collection
strategy could therefore be refined to take sample replicates at
slightly different times and locations so as to include this
portion of the uncertainty in that of the measurement values
but this would require dedicated (and expensive) ship time.
Finally, it should be noted that the #e; combinea ange reported
here (2.3-3.8%) is lower than the 6% relative standard uncer-
tainty for the dissolved iron amount content determined using
FI-CL peak height measurements reported by Floor et al.** but
this value included the relative uncertainty on the sensitivity
coefficient (i.e. calibration slope), which was not assessed in the
current study.

4. Conclusions

An experimental design for the collection of seawater samples
was successfully used to determine the between-measurement
variability (<0.1-3.1%), which included sub-sampling and
filtration, but excluded spatial and temporal variations and
uncertainty on the calibration slope. Results suggested that
sample collection and filtration parameters as tested in this
study were not major contributors to the relative combined
uncertainty estimated for these FI-CL measurement results.
Firstly, variability of the combined effect of the within-
sequence-stability and the uncertainty associated with the
sample collection and filtration parameters tested showed no
trend with the sampling strategies. Secondly, there was no
significant difference in the results obtained from sub-sampling
from a single OTE bottle as compared with samples taken from
different OTE bottles. There was also no significant difference
in from the use of 0.45 pm pore size, 25 mm diameter Supor®
polyethersulfone (PES) membrane disc filters (Pall) or 0.8/0.2
pm PES cartridge filters (AcroPak500™). Membrane discs are
used to sample marine waters for particulates and these results
suggest that the filtrate from this process could be used for the
determination of iron concentrations in the dissolved phase as
an alternative to the use of cartridge filters. However, this is
based on one deep, open ocean water mass and further studies
would be required to confirm the generic applicability of this
statement. In addition, the approach used does not include an
estimation of sampling bias. Nonetheless, this study reconfirms
that an uncertainty based on the standard deviation of replicate
analysis of a single sample underestimates the true uncertainty
of the measurement.
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