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A significant body of literature has reported strategies and techniques to assess the mechanical properties

of biological samples such as proteins, cellular and tissue systems. Atomic forcemicroscopy (AFM) has been

used to detect elasticity changes of cancer cells. However, only a few studies have provided a detailed and

complete protocol of the experimental procedures and data analysis methods for non-adherent blood

cancer cells. In this work, the elasticity of NB4 cells derived from acute promyelocytic leukemia (APL)

was probed by AFM indentation measurements to investigate the effects of the disease on cellular

biomechanics. Understanding how leukemia influences the nanomechanical properties of cells is

expected to provide a better understanding of the cellular mechanisms associated with cancer, and

promises to become a valuable new tool for cancer detection and staging. In this context, the

quantification of the mechanical properties of APL cells requires a systematic and optimized approach

for data collection and analysis in order to generate reproducible and comparative data. This report

elucidates the automated data analysis process that integrates programming, force curve collection and

analysis optimization to assess variations of cell elasticity in response to processing criteria. A processing

algorithm was developed to automatically analyze large numbers of AFM datasets in an efficient and

accurate manner. In fact, since the analysis involves multiple steps that must be repeated for many

individual cells, an automated and unbiased processing approach is essential to precisely determine cell

elasticity. Different fitting models for extracting the Young’s modulus have been systematically applied to

validate the process, and the best fitting criteria, such as the contact point location and indentation

length, have been determined in order to obtain consistent results. The designed automated processing

code described in this report not only permits us to correlate alterations in cellular biomechanics to

cancer cell maturity, but also to assess drug-induced changes in cell elasticity for drug screening purposes.
Introduction

Changes in cell structure and mechanics, as well as alterations
of the cellular response to external stimuli (mechano-
transduction) are associated with the development of many
diseases, including cancer.1,2 In vitro experiments have in fact
shown that the cytoskeletal architecture and mechanical prop-
erties of cancer and healthy cells are signicantly different. For
example, specic cell lines of breast, pancreatic and brain
cancers exhibit much lower viscoelastic properties than non-
cancerous cells.3,4 Similarly, epithelial cancer cells are charac-
terized by a stiffer structure than that of healthy cells.5 While
these previous studies showed that biomechanical variations
are cell-dependent and can thus not be generalized across
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different cell lines, they nonetheless highlight the importance
of biomechanics for sorting and identifying cancer cells,
thereby promising to play an important role in cancer detection
and staging.

To date, several experimental approaches have been
employed to quantify the cytoskeletal stiffness and assess the
Young's modulus of individual cells.6,7 Among these, the
exploitation of magnetic beads and the use of cellular inden-
tation techniques such as cytoindentation and atomic force
microscopy (AFM) have permitted precise determination of
cellular biomechanics6,8–10 However, current literature on the
subject does not always discuss the precise details of the
experimental procedures and data analysis approaches related
to special non-adherent cells such as white blood cells. Access to
this information is crucial for peers interested in reproducing
the measurements of the elastic modulus of single cells by
using specic and consistent measurement parameters, such as
applied force, z-scan length and range, as well as detailed
information to recreate the experimental conditions, since
minimal experimental variations may lead to different
conclusions.

In general, the AFM consists of a probemounted on a exible
cantilever which raster scans across a sample surface controlled
Anal. Methods, 2016, 8, 4421–4431 | 4421
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by piezo-based scanners in 3D. The recorded cantilever deec-
tion by reecting a laser spot on the backside of the cantilever
into an array of photodiodes (photodetector) is used to create
the topographic images. In addition to imaging capacities, this
instrument also uniquely permits efficient characterization of
the elasticity of so materials (e.g. cells and tissues) via force
spectroscopy and/or force mapping, resulting in the ability to
quantify the sample's mechanical response to controlled forces
with sub-nano Newton resolution.7,11–14

Analyzing the stiffness of hard materials with the AFM is
usually performed by a simple linear tting of force–distance
curves that does not necessitate any offset of the raw indenta-
tion data. On the other hand, because so samples generate
a non-linear response to external mechanical stimuli due to
their viscoelastic properties,15–17 AFM data analysis and inter-
pretation require a different approach.

Fig. 1 displays the deection of the AFM cantilever as
a function of the vertical displacement of the z-piezo device
when indenting so (i.e., single cells) and hard materials. An
incompressible or purely elastic material generates a linear
relationship between the cantilever deection and the AFM's z-
piezo displacement (dotted line in Fig. 1). Conversely, during
deformation, a cell behaves as a viscoelastic material, gener-
ating a nonlinear relationship between the cantilever deection
and the z-piezo displacement (solid line in Fig. 1). In both cases,
the analysis of force-indentation curves is carried out by
employing contact mechanic models which depend on the
geometry of the probe used for indentation (e.g. spherical,
conical).

These models derive from Hertz contact mechanics on the
deformation of an elastic half-space indented by a conical
shaped probe. They are used to extract Young's modulus values,
which dene the relationship between stress and strain (within
the proportional/elastic region of a stress–strain curve) in
a material. This mechanical property can be used to predict the
behavior of a material upon elongation or compression. The
effects of the probe's geometry are included by considering
Fig. 1 Cantilever vertical deflection versus z-piezo displacement
during indentation of a single cell (solid line) and of an incompressible
substrate (dotted line).

4422 | Anal. Methods, 2016, 8, 4421–4431
Sneddon's approximation.18,19 The resulting models encompass
many assumptions including innitesimal deformation, line-
arity of the half-space, innite sample thickness, isotropic
properties and at (frictionless) contact surfaces. Additionally,
they do not include parameters affecting the behavior of
viscoelastic materials such as the loading rate. These assump-
tions do not perfectly reect the characteristics of so mate-
rials, but they may be, and have been, used nonetheless for
comparative analyses to investigate variations in the viscoelastic
properties of different samples in response to applied forces,
given that the same type of probe and the same applied forces
are used.20,21 The Hertzianmodel has actually been used inmost
of the literature to extract cells' Young's moduli in cases where
indentation depth is much smaller than the probe radius and
sample thickness.22–25

Current literature on the subject does not generally discuss
the precise details of the experimental part and the data anal-
ysis procedure beyond what is usually provided in the Materials
and methods section. Access to this information is crucial for
researchers interested in reproducing the measurements of the
elastic modulus of single cells, since minimal experimental
variations may lead to different conclusions. To address this
need, this report thoroughly outlines the experimental and
analytical procedure to assess the elastic response of human
NB4 acute promyelocytic leukemia (APL) derived white blood
cells. APL is a serious type of leukemia that has transformed
from highly fatal to highly curable.26,27 The initial intention of
the work was to detect the elasticity values of NB4 cells at
different stages and/or during drug treatments, which can
provide insightful information not only in cancer research but
also in additional health-related studies (e.g. cellular biome-
chanical response to nanostructured surfaces). However, we
soon realized that optimized data collection and detailed step-
by-step analysis process are critical and have not been reported
extensively. Thus, the systematic procedures described in this
paper will provide practical guidelines for researchers inter-
ested in quantifying cell elasticity.28,29

It should be noted that the AFM investigation of non-
adherent cells such as NB4 cells is a challenging endeavor. In
fact, imaging of cells usually requires chemical or biochemical
immobilization to rmly x them onto the substrate, a proce-
dure that may however alter cell membrane structures and thus
their mechanical properties. Therefore, in order to avoid these
limitations, microwell arrays were used to physically conne
NB4 cells for AFM indentation measurements.10 The photo-
resistant material was patterned using so lithography and the
dimensions of the microwells were optimized to conne sus-
pended cells while maintaining them within a reachable range
of the AFM probe.

All experimental factors such as applied forces, force curve
resolutions and loading rates, that can largely inuence the
determination of the elasticity values, were carefully considered
and optimized in the data collection and tting process. The
development of an automated batch analysis code provides the
possibility to fully understand the tting models and obtain fast
and consistent comparisons. It also permits identication of
the appropriate criteria for cancer cell measurements. Such
This journal is © The Royal Society of Chemistry 2016
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criteria include proper contact point location determination
and identication of the maximum indentation length that
should be tted to avoid any substrate effect.
Materials and methods
Cell culture

The NB4 cell line, derived from human promyelocytic leukemia,
was provided by Mount Sinai Hospital in Toronto (Dr Chen
Wang). The cells were ordered from DSMZ (Deutsche Samm-
lung von Mikroorganismen Zellkulturen, Brauschweig, Ger-
many, catalogue #: ACC-207). NB4 cells were cultured in Gibco®
DMEM (Life Technologies, NY, USA), high glucose, with 10% of
Gibco® heat-inactivated fetal calf serum (Life Technologies, NY,
USA) and 1� of Gibco® penicillin (Life Technologies, NY, USA)
in a humidied incubator (Sanyo North America Corp., IL, USA)
containing 5% CO2, 95% humidity at 37 �C. Cells were passaged
every 2–3 days to maintain a cell population of 105 cells per mL
within 75 cm2 Corning™ Biocoat™ cell culture asks (Fischer
Scientic, PA, USA).
Preparation of microwell arrays

Fig. 2 displays the step-by-step procedure to fabricate an SU8-10
microwell array substrate to mechanically conne APL cells. #1
glass coverslips were rst cleaned in Piranha solution (mixture
of 1 : 4 of 30%H2O2 and 96%H2SO4), thoroughly rinsed with 18
MU cm Milli-Q H2O and nally dried in a nitrogen stream.
(Caution: Piranha solution is a strong oxidant, reacts violently with
organic materials and should be handled with utmost care). A clean
coverslip was xed in the spin coater (Laurell Technologies
Corporation, PA, USA) before depositing 5 drops of SU8-10
Fig. 2 SU8-10 microwell arrays fabricated on glass coverslips by the
soft lithography technique. SU8-10 was spin coated on a cleaned glass
coverslip to obtain a uniform film (a). After prebaking the SU8-10 film
was patterned using a photomask with an array of 20 mm circles inside
the mask aligner undergoing UV exposure (b). After the post-exposure
baking the non-crosslinked SU8-10 film areas were removed from the
glass coverslip via immersion in the developer solution to generate an
SU8-10 microwell array (c).

This journal is © The Royal Society of Chemistry 2016
photoresist solution (MicroChem, MA, USA). Spin coating at
3000 rpm for 65 s was performed according to the manu-
facturer's protocol to control well depth between 7 and 8 mm.
Well depth was conrmed using a cyberSCAN CT 100 high
resolution non-contact prolometer (Cyber Technologies, Ech-
ing-Dietersheim, Germany).

Once the nal spin coating procedure terminated, substrates
were baked using heat blocks at 65 �C for 2 min followed by
further baking at 95 �C for 5 min to evaporate the coating
solvent and densify the coating aer spin coating, respectively.
The substrate was then placed in the mask aligner (Karl Suss
America Inc., VT, USA) against a photomask (HTA Photomask,
CA, USA) patterned by an array of 20 mm circles. Both the
substrate and photomask were exposed to UV light for 12 s.
Longer exposure time may result in backscattering and
decompose development inhibitors away from the exposed lm
areas within the patterned circles. This may explain the sloping
of the microwell walls seen in Fig. 3b of �1 mm. Substrates were
then post-exposure baked for 1 min at 65 �C and 2 min at 95 �C
in order to remove standing wave ridges by diffusing the pho-
toactive compound in the resist.

Finally, the SU8-10 lm on the coverslip (in short SU8-10
substrate) was le untouched overnight before immersion into
the SU8 developer solution of 1-methoxy-2-propanol acetate
(MicroChem, MA, USA) for 2 min, mixing gently every few
seconds. Substrates were then rinsed with isopropanol and
dried using a nitrogen stream, followed by baking at 35 �C for 1
to 2 h to harden the nal SU8-10 lm before nal inspection. No
major or minor cracks could be observed in the lm by optical
microscopy.
Fig. 3 Non-contact profilometer image of the SU8-10 microwells (a)
and the height profile of the microplate wells (b).

Anal. Methods, 2016, 8, 4421–4431 | 4423
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AFM measurements

Both the SU8-10 microwell substrate and AFM liquid cell were
thoroughly rinsed using 70% ethanol and 18 MU cm Milli-Q
H2O consecutively. The SU8-10 substrate was then placed at the
bottom of a closed liquid cell (JPK Instruments Cover-
slipHolder, JPK Instruments, Berlin, Germany), which was
successively lled with 800 mL of DMEM with 1� penicillin
before placing it into a vacuum chamber. Aer vacuuming for
30 min, no air bubbles should be visible. It should be noted that
no fetal bovine serum was used due to its viscosity which would
cause formation of foam during vacuuming. The DMEM and
penicillin solution was systematically replaced with 200 mL of
warm culturing media at 37 �C, followed by the addition of 100
mL of cell solution in the liquid cell. The whole sample was
placed on the AFM stage for 10 min before any further testing,
to ensure the NB4 cells settled inside the microwells.

Force-indentation curves were collected using a JPK Nano-
wizard® II BioAFM (JPK Instruments, Berlin, Germany) setup
mounted on an inverted microscope (1X81, Olympus, Japan)
with a manual precision stage (JPK Instruments, Berlin, Ger-
many), under force mapping mode. Contact mode conical
probes (DNP-10, Bruker AFM Probes, CA, USA) with a nominal
spring constant of 0.06 N m�1 and colloidal probes (sQube®,
Wetzlar, Germany) with a nominal cantilever spring constant of
0.08 N m�1 were used for the analysis of the conical (eqn (3))
and the spherical models (eqn (4)). Spring constants of each
cantilever were individually determined by using the thermal
noise method.30,31 The spring constants were measured in the
0.068–0.102 N m�1 range for conical and 0.047–0.071 N m�1

range for spherical probes, respectively.
Fig. 4 displays the schematic AFM setup for cell indentation

measurements. The spherical probe attached to the AFM so
cantilever was used to indent the conned APL cells (pink). As
shown, cell immobilization was achieved by using the fabri-
cated patterned SU8-10 substrate, which is displayed as a bright
eld image on the top right of Fig. 4. The 20 mmmicrowells were
sized to restrain the 15 to 20 mm cells.32–34 The 7 to 8 mmdepth of
the wells facilitates cell indentation by stably localizing cells
Fig. 4 Main components of the experimental AFM setup to probe
a single NB4 cell (pink) using a spherical tip (gray). The cell is confined
within the patterned SU8-10 film microwell (blue) prepared over
a glass coverslip wafer (black). A top view optical bright field image (top
right) of the SU8-10 microwell array displaying empty microwells,
a confined NB4 cell within a microwell as well as the AFM tip.

4424 | Anal. Methods, 2016, 8, 4421–4431
inside the wells while maintaining a portion of the cell above
the at SU8-10 lm surface.

Arrays of curves (vertical deection versus z-piezo displace-
ment) were collected over multiple (10 < n < 15) NB4 cells with
selected grid sizes of 7 by 7, 15 by 15, 25 by 25, and 64 by 64 grids.
Scan size was limited to 10 nm by 10 nm, in order to restrict
lateral movement of the cantilever and constrain the probe
motion above the cell surface. The procedure was repeated using
both the conical and spherical probes. Only the approaching
force curves collected for each grid were analyzed. A constant
loading rate of 2 mm s�1 and a maximum load ranging from 0.5
nN to 2.0 nN were applied.7 From the cantilever spring constants
and applied load range, themaximumdeection of the cantilever
was between approximately 10 nm and 30 nm. The sampling rate
was set to 2047 Hz in order to obtain over 3000 data points per
curve for a z-scan length of 3 mm (maximum z-scan range is 15
mm). Extending and retracting delays were used (total of 0.2 s) to
allow the NB4 cells to relax between consecutive indentations.

15 sets of deection–displacement curves (49/225/625/4096
curves per set) were batch analyzed using a self-developed code
implemented in IGOR Pro 6 (Wavemetrics, OR, USA). For each
curve, the Young's modulus was extracted using respective
equations and models (vide infra).

Fitting models

Two models using spherical and conical contact mechanics
models were considered (Fig. S1†). In both models the following
parameters derived from experiments were used for calculating
the Young's modulus (E): the deection (d), the ramp of the z-
piezo (Z) and the cantilever's spring constant (k).

The cantilever deection as a function of the ramp can be
converted to force (F) versus indentation (d) by using eqn (1) and
(2), in order to be t to the desired models, i.e., eqn (3) and (4)
(ref. 20 and 35–37) (eqn (1) and S(2)†). All data points on a given
curve were t to the appropriate models using the least square
method. Each data point, i, of a deection–displacement curve
can be dened as (Zi, di) and the contact point being labeled by
the index 0 (Z0, d0).

F ¼ kd ¼ k(Z � d) (1)

d ¼ (Z � Z0) � (d � d0) (2)

In order to simplify the data processing and use only one
tting model, all data were processed two times using rst the
deection versus ramp size curves, t to eqn (3) and (4), and
then the force-indentation curve, t to eqn (1) and (2), for
comparison purposes and validation.38 The Poisson ratio (v) was
set to 0.5, as the material is assumed to be perfectly incom-
pressible in order to simplify the model. In both models,
information on the probe size and geometry is required, namely
the opening angle (a) when using a conical probe and the radius
(R) when using the spherical model.

Conical model:

Z ¼ Z0 þ ðd � d0Þ þ
�
pkðd � d0Þð1� v2Þ

2E tan a

�a
(3)
This journal is © The Royal Society of Chemistry 2016
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where a ¼ 1/2.
Spherical model:

Z ¼ Z0 þ ðd � d0Þ þ
�
3kðd � d0Þð1� v2Þ

4E
ffiffiffiffi
R

p
�a

(4)

where a ¼ 2/3.
Fig. 5 Reference points (Z1, d1) and (Z2, d2) located between 0% and
100% of the deflection, used to determine the contact point (Z0, d0) on
an experimentally captured deflection–displacement curve.
Automated data processing code

One of the challenges encountered during force data processing
was to accurately t over 50 000 curves using self-dened
criteria within a reasonable timeframe. An automated data
processing code was thus necessary to enable the handling of
large datasets comprising different formats including
commercial AFM and ASCII les. The code also needed to
include an extensive range of capabilities for scientic analysis
such as the creation of user-dened curve tting approaches
and plotting of processed data. The details of the code design
(Fig. S2†) and operation (Table S6†) can be found in the ESI.†

In addition, the code is also compatible with different text
le layouts as different AFM instruments export the data curve
in different formats. Thus, as both the JPK and DI (Bruker)
soware were available, the batch analysis code could be used
for either formatting type. This is important to consider for
users performing experiments on different AFM instruments.
Results and discussion
Optimization of the contact point location calculations

The accuracy of the contact point location (Z0, d0) will inuence
the tting and thus the resulting Young's modulus. In order to
achieve the optimal tting to the selected models and extract
comparable Young's modulus values, one of the rst steps in
the automated processing is to identify the location of the
contact point (Z0, d0).

As shown in Fig. 5, two reference points, (Z1, d1) and (Z2, d2),
were selected on the deection curve. (Z1, d1) was chosen in
order to best represent the cell behavior upon small deection,
i.e., closer to 0% of the deection, meanwhile (Z2, d2) represents
the larger deection portion, i.e., closer to 100% of the deec-
tion. It is noteworthy to emphasize that neither point is chosen
within the baseline region, which should not be t as it does not
represent any contact between the tip and sample. When off-
setting the deection to the point at which the probe and cell
were in contact (d0 ¼ 0), the contact point nding eqn (5)
became38

Z0 ¼ ðZ2 � d2Þ � ðZ1 � d1Þðd2=d1Þa
1� ðd2=d1Þa (5)

where a ¼ 1/2 (conical) or a ¼ 2/3 (spherical).
By systematically offsetting the deection d0 to zero, the

contact point can be recalculated until its location remains
constant or within a given range (e.g., 0 to 25 nm). Fig. 5
represents an experimental deection–displacement curve for
which a maximum applied force of about 0.5 nN was used (the
cantilever spring constant was 0.059 N m�1). This gave the
maximum deection of the cantilever to approximately 10 nm.
This journal is © The Royal Society of Chemistry 2016
The z-piezo displacement length was set to 3 mm (measured
between 11 and 8 mm in Fig. 5, within the total z-scan range of
15 mm).

In principle, for an ideal curve where the relationship between
deection (or force) and displacement (or indentation) perfectly
matches the model, regardless of which two points (Z1, d1) and
(Z2, d2) are selected, it would result in the same contact point
location. In reality, with different noise levels and non-ideal
correlations, the contact point may vary when choosing different
(Z1, d1) and (Z2, d2). Thus, how to select the location of (Z1, d1) and
(Z2, d2) is critical for determining the contact point location.
Here, systematic pairing comparisons were evaluated by selecting
these points based on the percentage of the deection, setting the
largest deection at 100%, and the baseline of deection being
0%. The analyzed results are shown in Tables 1 and S1.†

Before selecting the two points, some general rules should be
applied: (1) (Z1, d1) should not be located below 10%, in order
for the code to have sufficient data points (prior to the contact
point) to separate the baseline data points from the deected
data points; (2) (Z2, d2) should not be selected below 50%, in
order to avoid representing only the shallow indentation
portion of the deection–displacement curve which may cause
eqn (5) to misinterpret the location of the contact point; (3)
when selecting (Z1, d1) to be above 20% of the deection, the
lower deection regime is not fully taken into account in the
contact point eqn (5) and may cause a misapprehension of the
contact point location. Therefore, (Z1, d1) should be selected
between 10 and 20%.

Table S1† gives the absolute values for all contact point
locations from different applied loads. However, Table 1 focuses
on the relative results using a 0.5 nN applied force only with the
chosen reference points ((Z1, d1) and (Z2, d2)) selected at 10%
and 60% of the deection. It is an overview of the absolute
values of the contact point location results shown in Table S1†
when selecting different reference points.
Anal. Methods, 2016, 8, 4421–4431 | 4425
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Table 1 Fitting analysis results for 49 force curves extracted consecutively using a 0.5 nN applied force. Different reference points (Z1, d1) and (Z2,
d2) were chosen. All results are compared to the reference at which (Z1, d1) and (Z2, d2) are set at 10% and 60%, respectively.

(Z1, d1)
(% curve)

(Z2, d2)
(% curve)

Ratio of the average
variation of the tting
errora (�SD ratio)

Ratio of the average
variation of the indentation
lengtha (�SD ratio)

Ratio of the average
variation of the number of
data pointsa (�SD ratio)

Ratio of the average
variation of the Z0
locationa (nm � SD ratio)

25 1.16 � 0.39 1.13 � 0.34 1.14 � 0.36 1.01 � 0.08
50 1.05 � 0.34 1.01 � 0.24 1.01 � 0.25 1.00 � 0.07

10 60 1.00 � 0.33 1.00 � 0.26 1.00 � 0.27 1.00 � 0.07
75 0.97 � 0.34 0.97 � 0.27 0.97 � 0.27 1.00 � 0.06
90 0.95 � 0.32 0.96 � 0.25 0.95 � 0.25 0.99 � 0.06
25 1.09 � 0.46 1.10 � 0.36 1.12 � 0.39 1.01 � 0.08
50 0.99 � 0.36 0.99 � 0.27 0.99 � 0.28 1.00 � 0.07

15 60 0.95 � 0.35 0.98 � 0.27 0.98 � 0.29 1.00 � 0.06
75 0.92 � 0.38 0.94 � 0.29 0.93 � 0.30 0.99 � 0.06
90 0.89 � 0.35 0.91 � 0.27 0.91 � 0.27 0.99 � 0.06

a Ratio ¼ valueðZ1 ;d1Þ% and ðZ2 ;d2Þ%
value10% and 60%

.

Fig. 6 Contact point locations (a) and Young's modulus values (b)
obtained by fitting the deflection-z-piezo displacement curves to the
spherical model using different reference points (Z1, d1) and (Z2, d2) at
10% and 25% (black), 10% and 60% (red) and 10% and 90% (green) of
the deflection. Total curves n ¼ 49 and 0.5 nN applied force were
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When choosing the reference point (Z2, d2) at a location
lower than 50% of deection, although the contact point did
not uctuate much, an increase not only in the tting error (eqn
S3†) but also in the indentation length (calculated from the
deection and z-piezo displacement as described in the ESI†)
and number of tted data points was also observed. Addition-
ally, in most calculations the coefficients of variation increased
as well. The most dramatic increase in data variation was found
when the (Z2, d2) reference was located below 25% of the
maximum deection curve. When selecting a (Z2, d2) above
50%, results did not display drastic changes. As coefficients of
variation were lower for almost every factor, (Z2, d2) above 50%
was identied as a workable reference to locate the contact
point. However, reference (Z2, d2) should be carefully assessed
for cases in which large applied loads are used, as the ttings
may be inuenced by substrate effects recorded by the deec-
tion curves.

On comparing the results, locating the contact point by
using the deection at 15% instead of 10% for the reference
point (Z1, d1), the coefficient of variation was similar. However,
when using both 15% and 25% as reference points, a smaller
portion of the force curve was represented, generating a larger
increase in the tting analysis results and in the data variability.

Fig. 6 displays the contact point location (Z0, d0) and Young's
modulus dependency of the reference points used to locate it.
For each of the 49 deection curves collected using a 0.5 nN
applied force, the contact point was calculated by selecting
three different pairs of (Z1, d1) and (Z2, d2) references at
deection positions of 10% and 25% (black), 10% and 60%
(red) and 10% and 90% (green), to verify the consistency of the
calculated contact point location, respectively. 88% (43 curves
out of 49) of the calculated contact point locations and Young's
modulus values were different, while 12% (6 curves) were
consistent. The three paired positions (Z1, d1) and (Z2, d2) as
references to the contact point location (eqn (5)) showed the
inuence and importance of these reference points (Fig. 6a).
Young's modulus measurements using these same criteria are
displayed in Fig. 6b. Consistent contact point locations (i.e.,
4426 | Anal. Methods, 2016, 8, 4421–4431
calculated contact points overlay), such as in curves #0, #5, #26,
#32, #34, #36 and #49 (Fig. 6a), resulted in consistency of the
Young's modulus measurements (Fig. 6b). When selecting 10%
(d1) and 25% (d2), outliers such as in curves #18, #19, #23, #38
and #39 were observed (Fig. 6a). This correlated with outliers of
the measured Young's modulus values (Fig. 6b).
analyzed.

This journal is © The Royal Society of Chemistry 2016
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Fig. 7 Representative Young's modulus values obtained from 250
deflection–displacement curves measured on individual NB4 cells
under an applied load of 0.5 nN, using a conical and a spherical probe.
Data were fit to the respective models (eqn (3) and (4)). Inset: scattered
plots of the Young's moduli for both probe types with respect to the
curve number.
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Although contact point location was observed to increase
throughout the 49 indentations of the NB4 cell (Fig. 6a), this
was likely due to the dri of the tip since the Young's modulus
measurements were independent of that trend. When choosing
the two reference points at deections of 10% and 25%, only the
beginning of the curves may comply with the models. Too many
points on the curve were ignored, representing only a small
indentation and supercial tip-sample contact. This informa-
tion could not be easily seen in Tables 1 and S1† due to the large
absolute value of the contact point locations between�9500 nm
and �7000 nm within the z-piezo displacement range. Hence,
the coefficient of variation was calculated between 0.06 and 0.08
for the contact point location.

Most of the data calculated using reference points at 10%
and 60% (red), as well as at 10% and 90% (green) were more
consistent with each other and did not display as deviated as
observed in the 10% and 25% dataset (black), when using an
applied force of 0.5 nN (similar tting information can be found
in Tables S2 and S3† when using applied forces of 1.0 nN and
2.0 nN). When cells are indented using larger applied forces,
substrate effects may become more obvious and (Z2, d2) should
be positioned earlier on the deection curve such as at 50% of
the whole curve and not above 90%.

Finally, it is important to properly assess reference points
used to locate the contact point as they not only inuence the
contact point location (eqn (5)), but also the t Young's
modulus values. Consistency in these reference point locations
in terms of deection percentage is crucial and should be
standardized according to the specic AFM parameters used. In
most of the NB4 cell indentation measurements, we choose to
use 10% and 60% as the reference points to locate the contact
point positions.
Comparison of the tting models

As previously mentioned, two tting models were considered in
the indentation measurements for calculating the Young's
modulus. Multiple force indentation measurements were per-
formed using different conical and spherical probes. Fitting
values of Young's modulus were compared using the two
modules.

Fig. 7 displays the t Young's modulus values using 250 force
curves measured on NB4 cells. An applied force of 0.5 nN was
used for both a conical probe and a spherical probe (20 mm in
diameter) over different NB4 cells. Histograms represented the
Young's modulus distributions when using either spherical or
conical probes and t to the respective models, namely eqn (3)
for the conical probe and eqn (4) for the spherical probe (ESI†).
When using a conical probe and eqn (3), a wider data distri-
bution between 0.266 and 6.280 kPa was observed, when
compared to the narrower distribution of 0.025 to 0.248 kPa
when using a spherical probe and eqn (4). For the 250 force
curves, average Young's moduli of 1.309 � 0.805 kPa and 0.095
� 0.039 kPa were calculated using a conical probe and
a spherical probe, respectively. The larger Young's moduli
measured using the conical probe is expected from the larger
indentation of the cell required to reach a 0.5 nN indentation
This journal is © The Royal Society of Chemistry 2016
force. However, discrepancy can be observed in both models. It
may not only be explained by the viscoelastic behavior of the cell
which is not taken into account in these models but also from
the fact that the measurements are taken on a dynamic system.
At the nanoscale, media ow and other cellular components
(apoptotic bodies or cells) may introduce artifacts in the
indentation measurements.

The inset in Fig. 7 shows a scattered plot of the Young's
modulus values obtained from 250 consecutive deection–
displacement curves for both probes. The inset displays the
same dataset plotted in the histograms. It represents the data
variability when using a conical or spherical probe. It was found
that the data using the conical probe resulted in a greater
amount of outliers. However, when comparing the standard
deviation to the average Young's modulus values (coefficient of
variation as shown in eqn S4†) for both the conical and spher-
ical models, results were comparable (Fig. 7, inset). The rela-
tively sharper probes (and tting to the conical model, eqn (3))
may permit detection of local variations in elasticity on cell
membranes instead of average elasticity with larger contact area
when using a colloidal probe.

In this context, it has been hypothesized that the data
collected using a conical probe can be t to the spherical
model.35 However, when tting the data measured using
a conical shaped probe to the spherical model with a probe
radius of 50 nm, the same scattering was found in the plotted
histograms, only the Young's modulus distribution was shied
to higher values. Fitting errors were higher when tting the raw
data with the inappropriate model. This indicates that when
a conical probe is used to investigate the cells, a larger amount
of data is required to properly represent the average elasticity of
the cell membrane. The larger Young's modulus when using
a conical probe can also be explained by the larger stress and
Anal. Methods, 2016, 8, 4421–4431 | 4427
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Fig. 8 Elasticity measurements on 5 different NB4 cells for each
assessed applied forces of 0.5 nN, 1.0 nN and 2.0 nN, respectively,
using both a spherical probe and a conical probe. Young's modulus
values were obtained by fitting 49 deflection–displacement curves to
the respective models. Average (mean) Young's modulus values for
single NB4 cells are labeled by square points within each box plot.
Labeled values, calculated from a two-sample t-test are displayed.
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strain concentrations exerted on the cell than that when using
a spherical probe, when comparing data using the same applied
load as it is closely related to the Young's modulus.39,40 This is
not the case when tting the data by controlling the indentation
length, but the indentation length is not the parameter we wish
to control during data collection.

By plotting the Young's modulus as a function of time (or
curve number), as demonstrated in the inset of Fig. 7, it is
possible to determine its variation from the collected data. The
250 consecutive curves measured using the spherical probe
showed a consistent Young's modulus, thereby indicating that
using the 20 mm colloidal probes and tting data to the spher-
ical model provide uniform elasticity measurements. The
conical model seemed, on the other hand, to provide a larger
scattering of the data, suggesting less reliable elasticity
measurements. However, by considering the coefficient of
variation of the data (using eqn S4†), conical (Cv ¼ 0.615) and
spherical (Cv ¼ 0.413) data are similar (Fig. 7, inset). As the
absolute values of the Young's modulus are required for
comparability and small mechanical property alterations are
necessary to evaluate different types of cancer cells at different
stages (or subjected to different treatments), the spherical
probes and spherical model were considered to properly
determine the average elasticity of APL-NB4 cells.

The inset in Fig. 7 also helped identify cells that were
inuenced by their environment according to the magnitude of
the differences in the elasticity values. This type of time-
dependent Young's modulus measurements can also describe
whether the cell has had sufficient time to relax between each
tip-sample interaction by observing any time-dependent stiff-
ening.5 However, this is not the case in Fig. 7, which included
250 force curves (13.33 min AFM collecting time, 0.5 nN applied
force) using either model.

Lastly, the spherical probe was found to best represent
average elasticity measurements of the NB4 cells, as it involves
a larger tip-sample contact area and retrieves a narrower vari-
ability of the data. The conical probe also provides valid infor-
mation of the cellular Young's modulus but its sharper shape
may be associated with a greater penetration when applying the
same load, which in turn may cause indentation of underlying
organelles. For this reason, when using a conical probe, a larger
number of deection curves are required to properly represent
the cell elasticity and observe any alteration of cell mechanics
over time.
Assessment of cell tolerance to externally applied forces

Comparison of different applied forces. When performing
the indentation measurements on cells, it is important to
control and determine the appropriate applied forces and
indentation lengths. In order to obtain statistically meaningful
data, arrays of force-indentation measurements with different
controlled forces were utilized to optimize the measurement
conditions for NB4 cells.

Fig. 8 shows the assessment of the elasticity when indenting
different NB4 cells with the conical and the spherical probes
using different applied loads. Each box plot represents collected
4428 | Anal. Methods, 2016, 8, 4421–4431
data from a single cell probed 49 times. Five different cells were
considered to evaluate each applied load. For the assessment of
each probe, 3 different conditions were considered, namely
applied loads/forces of 0.5, 1.0, and 2.0 nN. All ttings were
performed by xing (Z1, d1) and (Z2, d2) at 10% and 60% of the
deection with respect to the whole curve, in order to locate the
contact points (Table S4†).

When considering the applied forces for cells probed with
the spherical indenter, elasticity values increased upon raising
the applied force to 2.0 nN. In particular, upon increasing the
applied load from 0.5 nN to 1.0 nN and 2.0 nN, a mean Young's
modulus of 0.16 � 0.07 kPa was obtained for an applied load of
0.5 nN, which increased to 0.22 � 0.08 kPa and 0.34 � 0.06 kPa
at 1.0 nN and 2.0 nN, respectively. The same trend was observed
with a conical probe when using the same load increments.
However, unlike the previous case, changes were also observed
between 0.5 nN and 1.0 nN. In fact, with a 0.5 nN force, the
average elasticity was 0.70 � 0.34 kPa, 0.87 � 0.25 kPa for 1.0
nN, and 1.09 � 0.22 kPa for 2.0 nN (conical probe, eqn (3), in
Table S4†). Therefore, in agreement with results shown in Fig. 7
and 8, measurements using a conical probe (tting to the
conical model) might be associated with larger and more scat-
tered Young's modulus values than those obtained with the
spherical model (using 20 mm spherical probes). Such large
variability in Young's modulus measurements may be explained
by considering the probe's larger sensitivity to underlying
organelles due to the concentrated stress exerted by conical tips.
In fact, smaller applied forces are required to indent the smaller
depth of the cell membrane when using a sharper probe. Cells
thus appear to better tolerate the indentation of a large sized
spherical probe, rather than that of a sharper conical probe.

A two-sample t-test revealed that the mean Young's modulus
values are signicantly different (P � 0.01) when using these
This journal is © The Royal Society of Chemistry 2016
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different applied forces with either conical or spherical probes.
In Fig. 8, all data between groups (spherical and conical models)
or subgroups (0.5, 1.0 and 2.0 nN applied forces) were signi-
cantly different. In addition, as expected, when comparing the
0.5 nN applied force to the 1.0 nN applied force within the
spherical probe group, the probability of having similar groups
was larger than when comparing the 0.5 nN subgroup to the 2.0
nN subgroup. Moreover, due to the variability in the conical
probe data, 0.5 nN applied force between the spherical and the
conical groups, the calculated probability was slightly lower
than when comparing the 0.5 nN force and 2.0 nN within the
spherical groups (P3 < P1 < P2 � 0.01).

Comparison of different cell indentation lengths. The
indentation length of the force curve measured on the NB4 cell
was fully assessed, in order to nd the optimized indentation
length that should be used to analyze this specic cancer cell type.
A 7 by 7 forcemap grid was set tomeasure over single NB4 cells. In
order to avoid any substrate effect due to the different sizes of
cells, a maximum load of 0.5 nN was used in this study. Using
such a small forcemay also help avoid any inuence of underlying
organelles to ensure that only the cell membrane is being probed.
Fig. 9 Young's modulus dependency of the fit indentation length of 49
applied load of 0.5 nN and spherical probe and model. Young's modulus
and fit to different indentation lengths with two representative force curv

This journal is © The Royal Society of Chemistry 2016
Fig. 9 displays the representative Young's modulus depen-
dency of the t indentation length. 49 force curves were
consecutively collected using a 0.5 nN applied load over a single
NB4 cell by 20 mm spherical probes. Curve ttings were per-
formed to t the deection–displacement data to the spherical
model. All 49 curves were t by restricting the indentation
length to different values, all starting from the calculated
contact point located using reference points at 10% (Z1, d1) and
60% (Z2, d2). Six different Young's modulus values were calcu-
lated for each force curve using t apparent indentation lengths
of 200 nm, 400 nm, 600 nm, 800 nm, 1000 nm and the full
indentation length. Data are displayed in Table S5.†

When different indentation lengths were selected to t the
same force curve, the Young's modulus varied accordingly.
Fig. 9a presents the Young's modulus as a function of the curve
number using different indentation lengths. On the other hand,
Fig. 9b displays the Young's modulus as a function of inden-
tation length alone, also showing the change and spreading
levels in data variability when tting the same curves (as in
Fig. 9a) using different indentation lengths. When tting the
curves by setting the apparent indentation to 200 nm and 600
force curves measured consecutively over a single NB4 cell using an
values plotted as a function of curve number (a), indentation length (b),
es (an ideal curve, number 37 (c), and non-ideal curve, number 44 (d)).

Anal. Methods, 2016, 8, 4421–4431 | 4429
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nm, the mean Young's modulus values were 0.164 � 0.106 kPa,
and 0.103 � 0.054 kPa, respectively. As shown in Fig. 9b,
spreading of the data was also found to be larger using a 200 nm
indentation length. When performing two-sample t-tests with
respect to the full indentation length of the deection curves,
only the apparent indentation length of 200 nm was revealed to
signicantly differ from the ttings performed using the full
deection curve (P � 0.01).

Fig. 9c and d represent individual deection-z-piezo
displacement curves that were t using the different indenta-
tion lengths. Curve #37 (Fig. 9c) demonstrates the ideal smooth
curve which obeyed the tting model quite well. When
increasing the apparent indentation length from 200 to 1000
nm, Young's modulus values varied from 0.11 to 0.08 kPa.
However, in the case of a non-ideal curve, such as in Fig. 9d,
ttings using similar apparent indentation lengths (200 to 1000
nm) resulted in a decrease of the Young's modulus from 0.68
kPa to 0.09 kPa. This clearly shows the importance of control-
ling the appropriate indentation parameters during data
collection to avoid variation of the tting results.

It should be noted that in both Fig. 9a and b, when the full
indentation length of the curve ranged below the selected
apparent indentation length, the full indentation length was
used to t the curve. For example, a curve with an indentation
length of 500 nm would be t to 500 nm for a selected 600, 800
or 1000 nm as apparent indentation. This occurrence was
observed in Fig. 9b when the Young's modulus values were
repeated for indentation lengths other than those selected (i.e.,
other than 200, 400, 600, 800, 1000 nm). In other words, when
the maximum indentation length was set to a value smaller
than that of the whole curve, the entire force curve was t,
causing false overlays of the tted data (Fig. 9a and b). For
example, curve #12 involves identical Young's modulus
measurements of 0.249 kPa when using an indentation length
of 600 nm and higher as the indentation length of the whole
curve was 559.92 nm (Fig. 9a and b).

Finally, a minimum indentation length of 600 nm should be
considered to avoid scattering of the data and avoid the inu-
ence of shallow contact or keep the contact area as consistent as
possible during data collection. It is important to understand
that when substrate effects need to be avoided, limiting the
indentation length during ttings to correct the use of a large
applied force is not a solution. When using a small force such as
0.5 nN, the whole curve should be t in order to maintain
consistent and comparable ttings. This avoids biased elasticity
measurements and is an important factor to consider when
collecting force curves. AFM parameters should not be altered
for tting purposes aer data collection, in order to maintain
a consistent applied force between indentations. Maximum
applied load and scan length should be optimized prior to data
analysis, to avoid misleading results.

Conclusions

In order to complement the existing literature, we have devel-
oped an automated batch analysis code to perform unbiased
data processes on AFM indentation data measured over
4430 | Anal. Methods, 2016, 8, 4421–4431
leukemia cancer cells. Both AFM experimental parameters such
as probe selection andmaximum applied force, as well as tting
criteria including contact point location and indentation
lengths, were optimized and reported in this study.

By conning the non-adherent NB4 cells into SU8-10
microwell arrays, it was possible to systematically study the
mechanical properties of these cells by AFM based force
indentation measurements. A signicant amount of raw data
was collected, in order to provide reference elasticity values for
NB4 cells. Applied forces and indentation lengths, the
measurement velocity and substrate treatments were found to
be important parameters before and during data compilation.
Additional criteria, such as the location of the contact point and
the selection of adequate contact mechanics models, were
essential to properly t the indentation portion of the force
curves. Thus, several tting criteria were dened to best opti-
mize data processing and obtain consistent and comparable
results. The contact point location was reliably found by using
the two-reference-point approach, (Z1, d1) and (Z2, d2), at 10%
and 60% of the deection, respectively. Although both conical
and spherical models were studied, the spherical probe was
found to be more appropriate for the APL cancer cell detection
by better representing the average Young's modulus, with
narrow distributions. Furthermore, a range of applied forces
and cell indentation lengths were assessed, in order to improve
force curve collections over NB4 cells by identifying applied load
magnitudes that reduce cell damage, substrate effects, as well
as shallow indentation.

The outcome of understanding and perfecting this analysis
protocol contributed to obtaining various comparative cell
mechanics results. By indenting the NB4 cells with a 2 nN force,
Young's modulus was found to be twice as large as the elasticity
measurements when using a 0.5 nN force. When using a smaller
force such as 0.5 nN to extract the Young's modulus of NB4
cells, full indentation lengths were used to t the deection–
displacement curves. More adjustments may be carried out to
the code in order to increase its speed and accuracy. Aer
reproducing more consistent results on untreated NB4 cell
lines, future work using the optimized experimental conditions
and parameters determined in this study will involve the
monitoring of NB4 cell line elasticity changes when treated with
different drugs. Such assessment will show the potential of cell
elasticity measurements using AFM as a drug screening and
cancer staging tool. Future work should aim on the custom-
ization of the Hertzian model so that it may include the visco-
elastic properties of biological samples in order to best
represent the data and create a comparable database for
different cell types.
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