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A central question in biological water splitting concerns the oxidation states of the manganese ions that

comprise the oxygen-evolving complex of photosystem II. Understanding the nature and order of

oxidation events that occur during the catalytic cycle of five Si states (i ¼ 0–4) is of fundamental

importance both for the natural system and for artificial water oxidation catalysts. Despite the

widespread adoption of the so-called “high-valent scheme”—where, for example, the Mn oxidation

states in the S2 state are assigned as III, IV, IV, IV—the competing “low-valent scheme” that differs by a

total of two metal unpaired electrons (i.e. III, III, III, IV in the S2 state) is favored by several recent studies

for the biological catalyst. The question of the correct oxidation state assignment is addressed here by a

detailed computational comparison of the two schemes using a common structural platform and

theoretical approach. Models based on crystallographic constraints were constructed for all conceivable

oxidation state assignments in the four (semi)stable S states of the oxygen evolving complex, sampling

various protonation levels and patterns to ensure comprehensive coverage. The models are evaluated

with respect to their geometric, energetic, electronic, and spectroscopic properties against available

experimental EXAFS, XFEL-XRD, EPR, ENDOR and Mn K pre-edge XANES data. New 2.5 K 55Mn ENDOR

data of the S2 state are also reported. Our results conclusively show that the entire S state

phenomenology can only be accommodated within the high-valent scheme by adopting a single motif

and protonation pattern that progresses smoothly from S0 (III, III, III, IV) to S3 (IV, IV, IV, IV), satisfying all

experimental constraints and reproducing all observables. By contrast, it was impossible to construct a

consistent cycle based on the low-valent scheme for all S states. Instead, the low-valent models

developed here may provide new insight into the over-reduced S states and the states involved in the

assembly of the catalytically active water oxidizing cluster.
Introduction

Large-scale water splitting using earth-abundant transition
metal catalytic systems is a central component of every solar
fuel scenario that proposes articial photosynthesis as the basis
for future energy security on a global scale.1–3 Despite progress
on synthetic systems,4–7 a realistic candidate for a robust arti-
cial water oxidation catalyst on an industrial scale has yet to
emerge. Thus, the natural water oxidizing system, the
membrane–bound protein complex photosystem II (PSII) of
plants, algae, and cyanobacteria, remains an invaluable source
of information and inspiration, being a unique example of
highly efficient light-driven water splitting. The oxygen evolving
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complex (OEC) of PSII contains a catalytically active oxo-bridged
Mn4Ca cluster that stores the four oxidizing equivalents
required to oxidize water into dioxygen.8–12 During catalysis the
OEC passes through ve oxidation states Si of the Kok cycle,13,14

where i ¼ 0–4 denotes the number of oxidizing equivalents
stored in each step (Fig. 1). The S2 and S3 states are metastable
and decay eventually to the dark-stable S1 state, whereas S4 is a
transient state that releases dioxygen and decays to S0. Although
the Kok cycle rationalizes the period-four oscillation of ash-
induced oxygen evolution via the sequential accumulation of
four oxidizing equivalents, it does not place restrictions on the
absolute oxidation states of the individual Mn ions and the
protonation states of oxygen ligands that comprise the inor-
ganic cluster. Although these latter questions are of funda-
mental importance for understanding the function of the
natural system and for establishing the principles for the
rational design of synthetic water splitting systems, they have
remained contentious even aer decades of intense
research.8,12,15

Historically, two competing schemes have been developed to
describe the sequence of the Mn oxidation events within the
catalytic cycle. They initially evolved from electron
This journal is © The Royal Society of Chemistry 2015
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Fig. 1 (Left) The Kok cycle of S states, indicating the oxidation and
proton release events at each transition. (Right) The possible formal
oxidation states of the four manganese ions of the OEC in the S0–S3
states according to the high-valent and low-valent schemes.
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paramagnetic resonance (EPR) spectroscopy, which demon-
strated that the S2 state EPRmultiline signal, which represents a
total effective S ¼ 1/2 spin ground state, is formed by the
magnetic coupling of Mn(III) and Mn(IV) ions.16–22 Since the OEC
contains four Mn ions, this leads to two equally reasonable
oxidation state assignments for the S2 state that differ by two in
their total valence electron count, Mn(III)3Mn(IV) and Mn(III)
Mn(IV)3.18 As it is known from EPR and X-ray spectroscopy
studies that the relative oxidation level of the OEC tracks the
oxidation events of the catalytic cycle,17,23–27 these two possible
oxidation state distributions for the S2 state can be extended to
all other S states. The two resulting schemes (Fig. 1) are usually
referred to in the literature15,28 as the low and high oxidation
state paradigms or the low-valent (LV) and high-valent (HV)
schemes. Although EPR results by different groups have been
interpreted in support of either the LV29,30 or the HV
schemes,31–34 unambiguous assignments of the ground state
spin multiplicity35 of all Si states have been made: S ¼ 1/2
(S0),36–39 S ¼ 0 (S1),40,41 S ¼ 1/2 and 5/2 (S2, g ¼ 2 and g $ 4.1
signals),16,42,43 and S¼ 3 (S3),44–46 and these studies oen provide
information on low-lying excited states.

Experimental approaches used to establish the absolute Mn
oxidation states of the OEC fall broadly into four categories: (i)
photoassembly studies of the functional cluster starting from
Mn(II), (ii) treatments that involve reduction of the OEC and
study of the super-reduced states or titration of released Mn(II),
(iii) experiments focusing on the kinetics of 18O exchange, and
(iv) spectroscopic studies that probe the geometric and elec-
tronic structure of the functional enzyme. Divergent conclu-
sions have been reached from the above approaches. For
example, by determining the number of light ashes required to
construct the functional O2-releasing OEC from apo-OEC-PSII
and Mn(II), the LV scheme was favored.47–49 However, studies
determining the amount of reductant required to disassemble a
specic S state with concurrent titration of released Mn(II)50 or
probing the reduced S states, instead support the HV Mn(III)2-
Mn(IV)2 assignment for the S1 state.51 H2

16O/H2
18O substrate

water exchange experiments52–54 have been interpreted in favor
of both the LV scheme15,55 and the HV scheme.56,57 It is noted
that the connection between water exchange rates and Mn
This journal is © The Royal Society of Chemistry 2015
coordination geometries or oxidation states remains ambig-
uous for the OEC.

X-ray spectroscopies17,58,59 provide complementary electronic
structure information to that obtained by EPR, from the near-
edge region of the metal K-edge X-ray absorption spectrum
(XANES, X-ray absorption near edge spectroscopy). They also
provide geometric structure information, i.e. metal–ligand and
metal–metal separations and coordination numbers from the
EXAFS region (extended X-ray absorption ne structure).
Oxidation states have been inferred from XANES spectra via
calibration against model compounds. All experimental groups
have concluded that their data provide support for the HV
scheme,24,26,27,60–62 but a subsequent report has reinterpreted
these data to be in better agreement with the LV scheme.28 For
the experimentally based evaluation of S state dependent
changes, ambiguities exist on how to best determine the edge
position.24,61,62 These uncertainties originate in part from the
dependence of the XANES spectral shape on ligand type and
coordination environment. Nevertheless, a consensus exists
among the EXAFS groups that a Mn-centered oxidation take
place in both the S0–S1 and S1–S2 transitions (see however ref.
63). For the S2–S3 transition both a ligand-centered oxida-
tion24,27,64,65 and a Mn-centered oxidation23,61,62,66 are supported
by different groups. The use of X-ray emission spectroscopy
(XES) has been rather limited, but the available data on Mn Kb
main lines has been interpreted as being consistent with the HV
assignment in the S1 state.24

Computationally, various S state models of the OEC have
been studied in both the high67–103 and the low104–109 valent
schemes. It is useful to distinguish between computational
models compatible with the cluster nuclearity and connectivity
of the crystallographic structure at 1.9 Å resolution,110 and those
developed before this information was available; for example,
some of the early LV models feature four oxo bridges instead of
the ve identied in the most recent crystal structure.110 The
lower number of oxo bridges (four) favors a lower overall
oxidation level.105 Although the 1.9 Å crystal structure claries
the connectivity of the protein with the inorganic cluster, it
features unusually long Mn–Mn and Mn–O bond lengths that
are inconsistent with EXAFS data and indicate photoreduction
of the Mn ions111,112 to oxidation states that are non-physiolog-
ical within either the HV or the LV scheme.11,90,113 A recent
landmark study by Suga et al.114 using femtosecond X-ray pulses
from a free-electron laser (XFEL) provided a potentially radia-
tion damage free 1.95 Å resolution structure of the OEC that
agrees better with EXAFS. Overall, however, in view of the above
considerations and the ability to provide state-specic struc-
tural information, EXAFS appears as the more reliable and
useful dataset for intermetallic distances within the OEC at this
time.62,115–121

Here, we aim to provide a comprehensive comparison of the
two competing oxidation state schemes using a common
structural framework and methodological approach. Large
computational models were constructed for all stable S states
(S0–S3) in both the HV and the LV schemes and their properties
were evaluated against experimental data on the geometry,
electronic structure and spectroscopic properties of the OEC.
Chem. Sci., 2015, 6, 1676–1695 | 1677
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The present work is built upon methods that have been exten-
sively benchmarked and shown to always correctly predict the
ground state spin multiplicities of spin-coupled manganese
complexes, and to be highly discriminative for other spectro-
scopic parameters.122–127 Additionally, new 55Mn Davies ENDOR
spectra obtained at 2.5 K are reported for the S2 state of the OEC.
It is demonstrated that only the high-valent scheme leads to a
formulation of the catalytic cycle that is consistent with spec-
troscopic observations for each individual S state, and internally
consistent in terms of catalytic S state progression.
Methodology
Construction of models

Computational models are based on the protein pocket
described in the XRD model of PSII at 1.9 Å resolution,110 which
is practically identical with the 1.95 Å resolution XFEL model.114

The inorganic core is composed of four Mn ions and one Ca ion,
oxo/hydroxo bridges and four water-derived ligands (see Fig. 2
for the labeling scheme employed). Amino acids directly coor-
dinating Mn ions (from the D1 protein unless stated otherwise)
are His332, Glu189, Asp342, Ala344, CP43-Glu354, Asp170, and
Glu333. Second-sphere residues include His337 (H-bond with
O3), CP43-Arg357, Asp61 (H-bond with the Mn4-boundW1), the
redox-active Tyr161 (YZ), and His190. Eight crystallographic
water molecules involved in hydrogen bonding are included
(HOH IDs from the 3ARC PDB structure: 358, 428, 442, 446, 538,
539, 542, and 923). Specic interactions between the rst and
second coordination sphere are maintained by including the
backbones of Ser169, Leu343, and part of Gly171. Sets of
possible HV and LV models were optimized for each S state
examining various proton distributions among titratable
Fig. 2 The inorganic core of the OEC from the 2011 X-ray structure of
PSII110 with parts of the protein environment that are included in the
present models; hydrogen atoms and non-coordinating waters are
omitted for clarity. The labeling conventions used in this work are
indicated in the inset.

1678 | Chem. Sci., 2015, 6, 1676–1695
groups, varying the starting electronic structure to explore
different oxidation state arrangements and Jahn–Teller axis
orientations of the Mn(III) ions, testing alternative side chain
rotations of non-coordinating residues, and, in the case of the
S3 state, the inclusion of an additional water-derived ligand.

Having already examined in detail93,94,97–99,102 the question of
required second-sphere residues, we have identied two
preconditions for the reliable development of models and the
meaningful discussion of their properties: (i) regardless of the
total size of a model, it is necessary to include all hydrogen-
bonding interactions with rst sphere ligands (e.g. with Asp61)
to prevent errors in the prediction of protonation states and
oxidation state distributions, and (ii) inclusion of the Tyr161–
His190 pair is crucial in order to avoid geometric and electronic
structure artifacts such as extensive rearrangement of water
molecules around Ca2+, an energetic bias towards specic
conformations of the inorganic core and changes of the
intrinsic redox balance of this tightly coupled system.102
Screening criteria

In addition to an energy-based evaluation of the models, the
ground state multiplicity of the intermediates is also used as an
important experimental criterion (Table 1).35 Geometric evalu-
ations are based on comparison with intermetallic EXAFS-
derived distances. Over the past decade, a consistent picture of
Mn–Mn distances has been reached by EXAFS,62,115–121 with
three128 (or two in S0 to S2)62,129 short Mn–Mn distances of less
than 2.8 Å in each S state and one (or two in S0 to S3)62,129 long
Mn–Mn distance of ca. 3.3 Å. The long Mn–Mn distance is less
well-resolved due to its overlap with two to four Mn–Ca
vectors130–132 of similar length, so we only use the short Mn–Mn
distances as a criterion for model discrimination (Table 1). As
stressed above, comparison with crystallographic distances is
not as informative because of photoreduction of the Mn ions in
the 1.9 Å XRD structure.111,112 This is demonstrated by the recent
1.95 Å XFEL structure of the OEC,114 which is characterized as
“radiation-damage-free” owing to the femtosecond duration of
the pulses. It has two Mn–Mn distances close to 2.7 Å, one close
to 2.9 Å, and a longer one at 3.2 Å in good agreement with the
EXAFS data for the S1 state.

Similar sets of 55Mn hyperne coupling constants (HFCs) for
the S0 and S2 states have been reported by different
groups.31,32,134 For the S3 state 55Mn HFCs were also obtained
recently.46 These are presented in the corresponding sections
(Tables 2 and 3). Selected models from each oxidation state
Table 1 Ground state spin S and short Mn–Mn EXAFS distances R (Å)
collected from ref. 120 (“Berkeley”) and ref. 62, 116 and 133 (“Berlin”) for
the S0–S3 states of the OEC

State S RBerkeley RBerlin

S0 1/2 2.68, 2.77, 2.77 2.7, 2.8
S1 0 2.71, 2.71, 2.79 2.7, 2.7
S2 1/2, 5/2 2.74, 2.74, 2.74 2.69, 2.74
S3 3 2.75, 2.75, 2.79 2.73, 2.73, <2.77

This journal is © The Royal Society of Chemistry 2015
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scheme are also evaluated in terms of their Mn K pre-edge
spectra, using the pre-edge region of published XAS spectra24 as
a reference.

Computational details

All calculations were carried out with ORCA.135 Scalar relativistic
effects were included with the ZORA Hamiltonian.136–139 For
geometry optimizations the dispersion-corrected140 BP86 func-
tional141,142 was used with ZORA-recontracted143 TZVP (Mn, Ca,
O, N) and SVP (C, H) basis sets.144 Fully decontracted def2-TZVP/
J auxiliary basis sets145 were used for the Coulomb density tting
approximation. Selective backbone constraints were applied
(see Fig. S1†). The COSMO model with 3 ¼ 8 was used self-
consistently in optimizations.146 Tight SCF convergence and
increased angular and radial integration grids were used
(“Grid6” and “IntAcc 6.0”, respectively, in ORCA nomenclature).
Broken-symmetry (BS) calculations for the exchange coupling
constants were performed with the TPSSh functional147 using
the RIJCOSX approximation.148 Convergence to the correct
determinant was conrmed by the atomic spin populations,
which are always close to the ideal values for high-spin Mn ions
(see ESI†). Singular value decomposition was used to determine
the exchange coupling constants Jij, followed by diagonalization
of the Heisenberg Hamiltonian to obtain the full spectrum of
spin eigenstates. The methodology has been used successfully
for many exchange-coupled Mn systems.46,92,94,97,122,123,125,127 In
the ESI,† we provide results for additional calculations per-
formed in the course of this work on synthetic complexes: in all
reported examples of spin-coupled Mn complexes, the approach
correctly predicts the ground state spin multiplicity.

The lowest-energy BS determinant was used for calculating
55Mn hyperne coupling constants, which were projected using
previously described protocols.93,122 TPSSh calculations used
increased radial integration grids for Mn centers. A complete
mean-eld approach was used for spin–orbit coupling; “picture-
change” effects arising from the use of the scalar relativistic
Hamiltonian were also included. Mn K pre-edge spectra were
obtained with time-dependent DFT calculations within the
Tamm–Dancoff approximation, using the TPSSh functional and
def2-TZVP(-f) basis sets. The reference wave function was the
lowest-energy BS solution. Other settings followed a recent
calibration study.149 The donor space was constrained to Mn 1s
orbitals and each donor ion was treated in a separate calcula-
tion of lowest 100 roots. The acceptor space contained all
unoccupied orbitals. The calculated intensities include electric
dipole, magnetic dipole and electric quadrupole excitations. To
facilitate comparison with experiment, individual transitions
were broadened by 1.5 eV and a shi of 36.3 eV was applied.149

EPR experimental details

The PSII core complex preparations were prepared from T.
elongatus mutant which lacks the TyrD residue.150 The chloro-
phyll concentration was ca. 3mgml�1. The samples were placed
in Q-band (1.6 mm I.D.) quartz tubes. Aer dark-adaption for
one hour at room temperature, the samples were given one pre-
ash using a YAG laser (532 nm) and again placed in the dark
This journal is © The Royal Society of Chemistry 2015
for one hour at room temperature. PpBQ (2-phenyl-p-benzo-
quinone) dissolved in DMSO (dimethyl sulfoxide) was then
added to the tube (0.5 mM nal concentration) and the sample
was given one light ash using a YAG laser (532 nm) and
immediately cooled in a dry ice/ethanol bath (200 K) and then
into liquid nitrogen.

Q-band pulse EPR and 55Mn-ENDOR measurements were
performed at 2.5 K and 5.0 K using a Bruker ELEXSYS E580 Q-
band pulse EPR spectrometer equipped with a home-build
TE011 microwave resonator151 and a Cryogen Free Variable
Temperature Cryostat from Cryogenic Ltd. Electron spin echo-
detected (ESE) eld-swept spectra were measured using the
pulse sequence: tp–s–2tp–s–echo. The length of the p/2 micro-
wave pulse was generally set to tp ¼ 16 ns. The interpulse
distance was set to s ¼ 260 ns. Electronic T*

2 relaxation was
assessed by monitoring the intensity of the EPR signal (echo) as
a function of the interpulse distance s. The decay of the EPR
signal was approximately mono-exponential. 55Mn-ENDOR
spectra were acquired using the Davies-type pulse sequence:
Tinv–tRF–s–tp–s–2tp–s–echo using an inversion microwave pulse
of length tinv (32 ns, and a radio frequency (RF) p pulse of length
tRF ¼ 3.5–4.0 ms. The length of the p/2 microwave pulse in the
detection sequence was generally set to tp ¼ 16 ns and the
interpulse delays to T¼ 1.5 ms and s¼ 260 ns. The RF frequency
was swept between 30–400 MHz.

Electronic longitudinal (T1) relaxation was assessed using
twomethods: (i) a Davies type three pulse sequence (tinv–T–tp–s–
2tp–s–echo, i.e. inversion recovery); and (ii) a Mims type three
pulse sequence (tp–s–tp–T–tp–s–echo, i.e. stimulated echo
decay). For both methods the decay of the EPR signal (echo) is
monitored as a function of the interpulse delay (T). The second
pulse sequence has the advantage in that it monitors the decay
of the EPR signal due to both the T1 relaxation and spectral
diffusion i.e. T*

1, both of which limit Davies ENDOR effect.152 The
longitudinal decay of the EPR signal was approximately bi-
exponential. A description of test measurements and calibra-
tion of the B2 (RF) eld with a mixed valence bis-m-pivalato-m-
hydroxo bridged MnIIMnIII model complex153 (“PivOH”) is given
in the ESI.†
Results and discussion

In the presentation of models, we rst discuss the spectro-
scopically best-characterized S2 state, for which new EPR data
are also reported. Then we proceed to the next S state, the S3
state. Finally, having screened major structural and electronic
possibilities, we move to the S1 and S0 states. Evaluation of
models is based on the criteria specied in Section 2.2. To aid
presentation and discussion of results, only a selected subset of
models that were studied and screened for a given oxidation
scheme and Si state are presented, along with their major
isomeric forms.
S2 state high-valent models

Computational high-valent S2-state models that are consistent
with the most recent crystallographic model of PSII have been
Chem. Sci., 2015, 6, 1676–1695 | 1679
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Table 2 Calculated projected 55Mn hyperfine coupling constants for
selected S2H and S0H/S2L models and experimental values (decreasing
absolute values, in MHz) for themultiline signals of the S2 and S0 states.
Assignments to Mn ions for the computational models are indicated in
parentheses

55Mn |Aiso|

S2H-1a 295 (Mn4) 223 (Mn1) 209 (Mn2) 185 (Mn3)
S2H-2a 303 (Mn4) 227 (Mn1) 204 (Mn2) 201 (Mn3)
S0H-1a/S2L-1a 264 (Mn4) 227 (Mn3) 223 (Mn1) 214 (Mn2)
S0H-1c/S2L-1c 313 (Mn3) 308 (Mn1) 249 (Mn4) 247 (Mn2)
S0H-3a/S2L-3a 266 (Mn4) 204 (Mn3) 199 (Mn2) 144 (Mn1)
S2L-6 280 (Mn1) 207 (Mn2) 181 (Mn4) 90 (Mn3)
Exp. S2 (ref. 31) 298 248 205 193
Exp. S2 (ref. 32) 297 245 217 200
Exp. S2 (ref. 134) 324 255 238 191
Exp. S0 (ref. 31) 347 247 220 193
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presented before, both as part of theoretically derived proposals
for the water oxidation mechanism71,73,154 and as the basis for
explaining and interpreting a range of spectroscopic and kinetic
observations,72,91,92,94,97 including the effects of Ca2+/Sr2+ substi-
tution95 and interaction with substrate analogs like NH3.98,100,155

Models of the same size, with the same amino acid residues and
treated at the same level of theory, as the ones used in the
present study can also explain the two interconvertible S2 state
EPR signals at g ¼ 2.0 and g $ 4.1.97 These models, represented
here by the S2H-1a/b pair, have unprotonated oxo bridges, one
terminal water in the form of H2O (W1) and one in the form of
OH� (W2). These are designated as “three-proton models”
because they have three protons distributed among the titrat-
able groups O4, O5, W1 and W2. The lowest energy “open-
cubane” isomer, S2H-1a, contains the unique Mn(III) ion at Mn1
and has a ground state spin of S ¼ 1/2, whereas in the “closed-
cubane” form S2H-1b, with an S ¼ 5/2 ground state, the Mn(III)
ion is positioned at Mn4. S2H-1a has very close correspondence
to the most recent S2 state model proposed by Siegbahn (RMSD
of the Mn positions from ref. 73 is only 0.040 Å), although the
precise orientations of some rst and second sphere amino acid
residues differ between the models from that study and those
presented by us here and previously.97,99 Most obvious are the
different rotations of the imidazole ring planes of His332 and
His337, which in the present models follow the orientations of
the crystallographic model.110 Although rotation of these resi-
dues was shown to have only minor energetic effects on the
computed mechanism,72 this is not the case for spectroscopic
properties: as demonstrated recently, the orientation of His332,
which is dictated by a hydrogen bonding interaction with the
second-sphere Glu329 residue, has a large inuence on the HFC
of the Mn1 ion to which it is coordinated.99

A previous theoretical study showed that protonated oxo
bridges are inconsistent with measured 55Mn HFCs.94 This
conclusion, corroborated by later studies focusing on different
properties,156,157 is consistent with the absence of large proton
couplings as assessed by 1H-ENDOR.158,159 Results presented
here further support this thesis. Structures where O5 is
protonated (S2H-3, see Fig. S4†) are destabilized by more than
16 kcal mol�1 relative to the isomeric form S2H-2a. However,
models with a higher proton count exist in the literature78,82,84,89

and such “four-proton models” are also investigated here for
completeness. When W1 ¼ W2 ¼ H2O (S2H-2a/b) the energy
difference between the open and closed-cubane forms is the
same as for the S2H-1 pair. All S2H models (Fig. 3) have similar
metal–metal distances and are consistent with the three short
and one long Mn–Mn distances derived from EXAFS.115,120

Although S2H-2a exhibits the same desirable ground and
rst excited states (S ¼ 1/2 and 3/2, respectively) and energy gap
as S2H-1a, the corresponding closed cubane form S2H-2b has a
ground state of maximum spin multiplicity (S ¼ 13/2 instead of
S ¼ 5/2) because the antiferromagnetic exchange interaction
between Mn3 and Mn4 (J34), is signicantly diminished in S2H-
2b as compared with S2H-1b (Table S1†). Since the four-proton
S2H-2 models cannot t both EPR signals of the S2 state, the
S2H-1 couple with W2 ¼ OH� remains the preferred description
of the S2 state in the HV scheme.94,97
1680 | Chem. Sci., 2015, 6, 1676–1695
55Mn hyperne coupling constants serve as an independent
means to evaluate the proposed models. Due to the structural
and electronic similarities between S2H-1a and S2H-2a, the
HFCs for the models are similar in magnitude. As shown before
for models of this type,92–95,99,100 the predicted 55Mn HFCs agree
well with the experimental values (see Table 2).
55Mn-ENDOR of the S2 state of the Mn4O5Ca cofactor at 2.5 K

The 55Mn hyperne coupling estimates described above are
derived from Davies ENDOR (see Fig. 4).31,32,134 In such experi-
ments 55Mn ENDOR transitions are observed over a relatively
narrow frequency range, as compared to simpler model
complexes, requiring all four Mn ions to display a similar
hyperne coupling in the coupled (measured) representation,
i.e. of about 200–250 MHz. A recent experimental report though
has thrown doubt on these results. Jin et al.30 have repeated the
55Mn ENDOR experiment on spinach PSII core complexes, but
now at much lower temperatures (2.5 K). In contrast to all
previous literature studies, they observed a broader, structured
55Mn ENDOR signal envelope interpreted as representing at
least one 55Mn hyperne tensor of large anisotropy. This broad
envelope was assigned as a signature of more than one Mn(III)
ion, i.e. in support of the low-valent scheme, and as evidence for
a dimer-of-dimers like magnetic coupling topology. The authors
suggested that such ENDOR signals may have been obscured in
earlier measurements at higher temperatures (5 K) due to
enhanced nuclear relaxation. This surprising nding prompted
us to repeat EPR/ENDORmeasurements of S2 state preparations
from T. elongatus at the same low temperatures (2.5 K) using a
new closed-cycle helium cryostat available from Cryogenic Ltd
(see ESI† for details). The system was calibrated using a bis-m-
pivalato-m-hydroxo Mn(II)Mn(III) model complex (“PivOH”)153

previously studied by Cox et al. (Fig. 4B, details in the ESI†).160

A control 55Mn-ENDOR spectrum of the Mn4CaO5 cofactor in
the S2 state collected at 5 K is shown in Fig. 4. It is seen to be very
similar to previously published data, see Cox et al.95 and Loh-
miller et al.100 Importantly, 55Mn-ENDOR signals are only
observed over a narrow radio frequency range, requiring all four
Mn ions to display a similar hyperne coupling, in line with a
This journal is © The Royal Society of Chemistry 2015
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Fig. 3 Protonation patterns, oxidation states, Mn–Mn distances (Å),
relative total energies (kcal mol�1), and ground spin states for the S2H
models. Blue lines indicate the orientation of Jahn–Teller axes. The
superscripts (3H+ and 4H+) indicate the total number of protons
assigned to the groups W1, W2, O4, and O5, and serve to separate the
models into isomer subsets for meaningful energy comparisons.

Fig. 4 Q-band 55Mn-Davies ENDOR of the Mn(II)Mn(III) PivOH
complex and the S2 (multiline) state of the Mn4O5Ca cofactor isolated
from T. elongatus. (A) Normalized nuclear spin nutation curves
measured at the positions marked in panel B demonstrate the linearity
of the B2 field over the 150–300 MHz range. A baseline nutation curve
measured at 185 MHz was subtracted from each data trace. (B) 55Mn-
ENDOR spectra of the PivOH complex measured at center field of the
EPR spectral envelope (see inset in panel C). (C) Q-band 55Mn-Davies
ENDOR of the S2 state measured at center field of the EPR spectral
envelope (see inset in panel C). The RF frequency was swept between
30 and 400 MHz in 1.2 MHz steps (at 5 K) or 2.5 MHz steps (at 2.5 K).
Total data collection times were comparable: (i) 2.5 K (green), 20 ms
repetition rate (ca. 18 hours); (ii) 2.5 K (blue), 250 ms rep. rate (ca. 17
hours); and (iii) 5 K (black), 1 ms rep. rate (ca. 14 hours).
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tetramer-like magnetic coupling topology.31,32,161 At this
temperature, electronic T1 relaxation (T*

1 ¼ 21 ms) is sufficiently
slow that a near full inversion of the spin echo is maintained
during the Davies pulse sequence (z6 ms), but is sufficiently fast
to allow efficient data collection, with repetition rates of the
order of 1 ms. Subsequently, the sample was cooled to 2.5 K and
the 55Mn-ENDOR spectrum was re-measured. At this tempera-
ture, the T1 time is at least ca. 2 ms, hampering data collection.
Nevertheless 55Mn-ENDOR data at a comparable signal to noise
ratio could be obtained. It is readily observed that the ENDOR
spectrum is essentially identical to that seen at 5 K, as expected
(see Fig. 4C). Data were collected at two repetition rates, 20 ms
(saturating) and 250 ms. The spectra are the same using both
data collection rates, however the 20 ms spectrum has a
signicantly better signal-to-noise ratio owing to the tenfold
increase in the number of collected averages. It is noted that the
relaxation time at 2.5 K (2ms, 500 s�1) is now in the range where
the authors of Jin et al. hypothesize that additional 55Mn-
ENDOR signals should appear.30 No such signals are observed
in our study, hence we cannot conrm the observations made in
the study of Jin et al.30 The 55Mn ENDOR data are instead
consistent with a tetramer-like magnetic coupling topology,
which results in all four Mn ions displaying similar hyperne
couplings.
This journal is © The Royal Society of Chemistry 2015
S3 state high-valent models

The transition from the S2 to the S3 state represents a single
oxidation event.162 We have recently examined this oxidation in
the context of the HV scheme,102 where it was observed that the
in silico oxidation of S2 state models leads to the formation of an
S2YZc electronic state, that is, the one-electron oxidation of the
YZ residue as opposed to the oxidation of a Mn ion or ligand in
the OEC. These structures are considered good models for
intermediate “split signal” states, which can be trapped exper-
imentally by advancing the Kok cycle at low temperatures. It is
noted that in smaller models, which do not include the YZ/
His190 couple, this result is clearly absent demonstrating the
importance of retaining this structural unit to correctly capture
the energetics of the OEC. Reaching the S3 state in silico, i.e.
proceeding beyond the S2YZc state, thus requires modication
of the cofactor. Experimental data suggest that the transition
from the S2 to the S3 state is accompanied by the loss of a
proton,162 and most probably also by the binding of an
Chem. Sci., 2015, 6, 1676–1695 | 1681

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/c4sc03720k


Fig. 5 Protonation patterns, oxidation states, Mn–Mn distances (Å),
relative total energies (kcal mol�1), and ground spin states for four
selected S3H models.
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additional water molecule163,164 that may not be the substrate in
the present Kok cycle.54,165 Inclusion of both of these chemical
modications (deprotonation and water binding) leads to the
oxidation of the OEC and formation of the S3 state. Note that a
model where no additional water is bound to the Mn cluster,
leading to an approximately trigonal-bipyramidal coordination
geometry of Mn4, is characterized by a spin ground state at
variance with experimental data for the S3 state (model S3H-5,
see ESI†).

Depending on the site of proton removal and the rear-
rangements that may take place prior to formation of the nal
S3 state, either H2O or OH� can be added to either of the S2-state
models. The two S2H models presented above suggest imme-
diately two possible binding sites for the water molecule: the
open coordination site of Mn1 for the open cubane S2H-1a, and
the open coordination site of Mn4 for its valence isomer S2H-1b.
Aer considering several protonation patterns, the energetically
preferred models are those presented in Fig. 5. The differences
between S3H-1/S3H-2, derived from S2H-1a, and S3H-3/S3H-4,
derived from S2H-1b, relate to the arrangement of hydrogen
bonds, with the additional OH� being H-bonded to O5 in S3H-1
and S3H-3, but not in S3H-2 and S3H-4. Importantly, the struc-
tures derived from S2H-1a are signicantly more stable than the
ones derived from the closed cubane form S2H-1b, a change
from approximately 1 kcal mol�1 in S2 to almost 10 kcal mol�1

in S3.46 As with the open-cubane structure of the S2 state, the
lowest-energy S3H models correspond equally closely to models
proposed by Siegbahn.71–73 It is noted that there may be further
structural intermediates between the S2 and S3 states (in addi-
tion to the split signal states described above) that facilitate the
binding of the new water molecule; these sub-states are not
considered in this study, since we aim here to characterize the
stable catalytic intermediates.

All current interpretations of EXAFS data require the cofactor
to contain three short Mn–Mn distances of up to 2.82 Å for
S3.62,120 All S3H models have at least two Mn–Mn distances
shorter than 2.81 Å, model S3H-1 has also a third short distance
of 2.82 Å, whereas the third shortest distance for the other
models is longer (2.88–2.93 Å). Thus, the lowest-energy isomer
is also the one that matches EXAFS distance constraints most
closely. An aspect controversially discussed in the literature
concerns the possibility of ligand-centered versus metal-
centered oxidation in the S2–S3 transition. In all S3H models the
unpaired spin density is localized on the Mn ions, which have
spin populations close to 2.9 electrons, as expected for Mn(IV)
ions with a high-spin d3 electron conguration. Spin density on
ligating O or N atoms is insignicant and the O bridges never
carry spin populations in excess of 0.15 electrons. Thus, the
present models do not support ligand-centered oxidation.24,27,166

This is consistent with an interpretation of X-ray absorption
spectra62 that suggested the S2 to S3 transition to be accompa-
nied by a change in the coordination sphere of the Mn oxidized
from ve-coordinate Mn(III) in S2 to six-coordinate Mn(IV) in S3,
as in the S2H and S3H models presented here.

The predicted ground state spin for all S3H models is S ¼ 3,
consistent with experiment,45,46 regardless of differences in
metal–oxo connectivity. An additional criterion for the models
1682 | Chem. Sci., 2015, 6, 1676–1695
arises from the 55Mn hyperne coupling constants.46 These have
recently been established to be isotropic, strongly suggestive of
octahedrally coordinated Mn(IV) ions, a condition that is satis-
ed by all S3H models presented here (see Table S9†). Experi-
mentally, the observed 55Mn HFCs for S3 fall into two classes (in
terms of absolute magnitude): (a) a large coupling class, where
the hyperne interaction is larger than the nuclear Larmor
frequency with |A| z 100 MHz, and (b) a small coupling class,
where the hyperne interaction is smaller than the nuclear
Larmor frequency with |A| < 30 MHz.46 Importantly, the Mn ions
of the large coupling class display negative 55Mn HFCs whereas
the Mn ions of the small coupling class display 55Mn HFCs,
which may be assigned as either positive or negative (for a full
discussion see Cox et al.46).

In polynuclear complexes such as the present systems, the
55Mn HFCs are determined by two factors: (a) the intrinsic site
HFC values, which are predicted in this case to be within the
narrow range 160–250 MHz for all models, similar to values for
octahedral mononuclear Mn(IV) complexes and consistent with
the identical oxidation state and similar coordination of all
sites, and (b) the spin projection coefficients, i.e. the local spin
expectation values scaled by the spin ground state, which
function as weighing factors that describe the contribution of
each ion to the electronic manifold of interest. The spin
projection coefficients thus reect the magnetic coupling
topology of the cluster. In terms of idealized coupling schemes,
the two types of core connectivity (open and closed cubane,
This journal is © The Royal Society of Chemistry 2015
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Table 3 Calculated projected 55Mn hyperfine coupling constants (MHz) for S3H and S3Lmodels and experimental values for the S3 state, ordered
high to low in terms of absolute values. Assignments to Mn ions are indicated in parentheses. Positive sign for the HFC identifies the Mn ion with b

spin

Model 55Mn |Aiso|

S3H-1 �86 (Mn1) �76 (Mn2) �34 (Mn3) +27 (Mn4)
S3H-2 �99 (Mn2) �88 (Mn1) �29 (Mn4) +20 (Mn3)
S3H-3 +88 (Mn4) �81 (Mn1) �78 (Mn2) �70 (Mn3)
S3H-4 +86 (Mn4) �79 (Mn2) �75 (Mn1) �65 (Mn3)
S3L-2 �94 (Mn1) �75 (Mn4) �74 (Mn2) +53 (Mn3)
S3L-3 �105 (Mn2) +98 (Mn4) �92 (Mn1) �79 (Mn3)
S3L-8 �94 (Mn3) �83 (Mn4) �74 (Mn2) +49 (Mn1)
S3L-10 �100 (Mn4) �93 (Mn1) �80 (Mn2) +60 (Mn3)
Exp. (ref. 46) �99.0 (Mn1 or Mn2) �95.6 (Mn1 or Mn2) �25.9 (Mn3 or Mn4) #5 (Mn3 or Mn4)

Edge Article Chemical Science

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

9 
Ja

nu
ar

y 
20

15
. D

ow
nl

oa
de

d 
on

 1
1/

9/
20

25
 2

:4
0:

20
 A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online
Fig. 5), represent two limiting cases that both lead to a spin
ground state of S ¼ 3: a “dimer of dimers” topology with two
weakly coupled subunits, a ferromagnetic Mn1–Mn2 (S12 ¼ 3)
and antiferromagnetic Mn3–Mn4 (S34 ¼ 0) one, and a “trimer–
monomer” topology where a trimeric S123 ¼ 9/2 subunit couples
antiferromagnetically with the S4 ¼ 3/2 outer Mn4. The spin
projection coefficients for the latter case will be approximately
equal, thus leading to approximately equal HFCs given similar
site HFC values, whereas for the rst case the spin projections
will fall into two classes, large ones for the Mn1–Mn2 subunit
and small ones for the Mn3–Mn4 subunit.46

From the above discussion, it is expected that the open-
cubane structures would be more suitable to yield the two
different classes of 55Mn HFCs required by experiment. This is
seen in our calculations: for S3H-1 and S3H-2 the spin projection
coefficients are [0.48, 0.44, 0.18, �0.11] and [0.47, 0.49, �0.08,
0.11] for Mn1–Mn4, whereas those for S3H-3 and S3H-4 are
[0.48, 0.46, 0.43, �0.37] and [0.47, 0.47, 0.44, �0.37]. Thus,
models S3H-1 and S3H-2 reproduce the two classes of HFCs
(Table 3), whereas S3H-3 and S3H-4 do not. The inclusion of the
sign of the hyperne as a constraint is unique so far and has not
been achieved for any other S state. The calculated HFCs pre-
sented here show that the large hyperne couplings are nega-
tive, in line with experiment. It is also noted that the spin
topology in S3H-1, S3H-3 and S3H-4 is aaab, while that in S3H-2
is aaba, therefore both S3H-1 and S3H-2 reproduce additionally
the experimental constraint regarding the possible sign reversal
in one of the small HFCs. Numerical agreement between
experimentally tted and calculated HFCs for Mn3 andMn4 can
be improved by small perturbations of the non-nearest-
neighbor J13 and/or J14 coupling pathways (�2 cm�1), which are
the least well-dened computationally.
Fig. 6 Protonation patterns, oxidation states, relative total energies
and ground spin states for the S1H models. Blue lines indicate the
orientation of Jahn–Teller axes.
S1 state high-valent models

Spectroscopic measurements demonstrate that the OEC can be
advanced from the S1 state to the S2 state at cryogenic temper-
atures,167,168 while EXAFS of the S1 and S2 states shows that the
geometric changes in the S1–S2 transition are too small to be
resolved. Both observations, in combination with electro-
chromic measurements and the pH-insensitivity of the transi-
tion,129,169,170 suggest that the two states differ only by a redox
This journal is © The Royal Society of Chemistry 2015
event; hence, models for the S1 state should resemble the S2
state models in terms of structure. Accordingly, we discuss here
models derived from S2H models either with the same proton-
ation pattern or with W2/O5 proton translocation (see Fig. 6).

Two valence isomers derive from S2H-1a/b (S1H-1a and S1H-
1b), which differ not in the position of the oxo bridge O5, but
instead in their oxidation state distribution. Specically, in the
lowest energy structure S1H-1a, the two Mn(III) ions are located
at the terminal Mn1 and Mn4 positions, whereas the higher
energy structure (S1H-1b) features two vicinal Mn(III) ions, at
Mn1 and Mn2. This results in different exchange coupling
pathways, with S1H-1b displaying a ferromagnetic interaction
between Mn1 and Mn2 (see Table S5†). Combined with a
Chem. Sci., 2015, 6, 1676–1695 | 1683
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reduction in the magnitude of the J34 antiferromagnetic
coupling, as compared with S1H-1a, this model ends up having
an S¼ 4 ground state. All other S1Hmodels have a common III–
IV–IV–III oxidation state distribution and display an experi-
mentally consistent diamagnetic ground state.

Among the three-proton isomers, agreement with EXAFS is
achieved only for the lower energy model S1H-1a that contains
three short Mn–Mn distances, whereas in S1H-1b the corre-
sponding distances are signicantly longer. The core geometry
of S1H-1a agrees well with other computational high-valent S1
state models.73,78,89 It is worth noting that whereas in the S2 state
the Mn(III) ion of either of the interconvertible S2H minima
features a Jahn–Teller axis oriented along Mn1–O5–Mn4, the
Jahn–Teller axis of Mn4 in S1H-1a is instead found to be
oriented along Asp170 and Glu333. Therefore, since the s-
antibonding interaction is avoided, the nature of the Mn4–O5
bond in S1H-1a should not be considerably different from S2H-
1a, despite the change in Mn oxidation state, which could be of
relevance for the interpretation of substrate
exchange.15,31,52,54,56,69,72,98,158,171 Additionally, it would be worth
exploring the implications for the interpretation of FTIR data on
the S1–S2 transition,172,173 since the orientation of the Mn4 Jahn–
Teller axis in S1H-1a and its loss in S2H-1a are expected to affect
mostly the Asp170 and Glu333 carboxylate vibrational modes.

Other HV literature models for the S1 state suggest that both
W1 and W2 could be present as H2O,78 or that O5 and W2 could
be OH� groups.82,84 The rst proposal, represented here by S1H-
2, leads to a model consistent with EXAFS78 and spin-state
constraints. In the case of the second suggestion, that is, with a
protonated O5 bridge, only structures of the closed cubane type
are stable, such as S1H-3a. However, this model and its isomer
S1H-3b (Fig. S4†) are both higher in energy (4.0 and 6.4 kcal
mol�1, respectively) than the S1H-2 alternative and both are
inconsistent with EXAFS results (Table 1) due to a signicant
elongation of the Mn3–Mn4 distance. It is not possible to select
one of S1H-1a or S1H-2 as the best model for S1, because both
satisfy all constraints for this state in this study. Nevertheless,
given that no change in protonation is expected between S1 and
S2, we favor the S1H-1a model for reasons of consistency with
the preferred S2H model, S2H-1a.

The structure of the cofactor reported in the 1.95 Å resolu-
tion XFEL model of PSII114 is also relevant to the question of the
O5 protonation state. As with the EXAFS reference, there is good
agreement between the computed Mn–Mn distances of the
plausible S1H models reported above and the Mn–Mn distances
of the XFELmodel, with the exception of the Mn3–Mn4 distance
that is reported a bit longer (ca. 2.9 Å) in the XFEL model. We
also note that this study also agrees in the authors' tentative
assignment of individual Mn oxidation states. The most
obvious structural difference, however, is the Mn4–O5 bond
length. Although the XFEL structure corrects the XRD model by
placing the O5 closer to Mn4 instead of in-between the Mn1 and
Mn4 ions, the Mn4–O5 distance in the XFEL model is still long
enough to lead the authors to suggest that O5 is present as a
hydroxyl group. Given the evidence presented here regarding
structural and spectroscopic consistency with the subsequent S2
state, we consider this assignment unlikely.
1684 | Chem. Sci., 2015, 6, 1676–1695
In addition to the possibility that the Mn4 ion may be
sensitive enough to still suffer some photoreduction in the
XFEL study, a more obvious reason for the structural inconsis-
tency with the present models may lie in the preparation of the
PSII samples used in that study. Specically, while long dark
adapted PSII samples are expected to be predominantly in the
S1 state, shorter dark adapted samples represent a 75% : 25%
mix of the S1 and S0 states, respectively.14 S-state synchroniza-
tion requires either long-term dark adaptation or a pre-illumi-
nation sequence described by Styring and Rutherford,174,175

which relies on fast S2 and S3 deactivation to S1 and slow S0
oxidation by the tyrosine D residue. Without further controls it
is unclear into which regime the XFEL dataset belongs, or that
the kinetics of S-state synchronization are identical for the
partially dehydrated crystal preparation and those previously
measured in solution samples. Therefore, it is conceivable that
the reported XFEL structure may contain a non-negligible S0
state contribution. As will be shown in the next section, O5
protonation is indeed most likely in the S0 state, potentially
explaining the elongation of the Mn4–O5 bond and its unusu-
ally high standard deviation reported for the XFEL structure.114
S0 state high-valent models

In the S0–S1 transition one electron and one proton are removed
from the cluster.162 The proton can be lost from different sites in
an S0 model to form the expected S1H-1amodel: either of the O4
and O5 oxo-bridges that are unprotonated in S1H-1a (yielding
S0H-1 and S0H-2), or from W2, which would then be present as
H2O in S0 (yielding S0H-3). To further test the viability of the 4-
proton models in S1 and S2, 5-proton models for the S0 state
were also evaluated (S0H-4 and S0H-5). A dual labeling scheme is
used in Fig. 7, since most of these S0H models serve also as
models for the S2 state in the low-valent scheme (S2L).

Isomeric structures with different distributions of the same
number of unpaired electrons among the four Mn ions are
found for most protonation patterns. S0H models with an
oxidation state distribution III–III–IV–III are not compatible
with EXAFS-derived Mn–Mn distances for the S0 state, because
the Jahn–Teller axis of Mn2 is always oriented along the Mn2–
O3 bond resulting in longer Mn1–Mn2 and Mn2–Mn3 vectors.
On the other hand, models with the oxidation state distribution
III–IV–III–III have Mn–Mn distances that agree better with
EXAFS and with the recent XFEL structure. The oxidation states
are consistent with formal oxidation states derived from 55Mn-
ENDOR.31,161 An alternative to the (III)3(IV) oxidation state
assignment, i.e. (II)(III)(IV)2, arises if the S0–S1 transition
involves a Mn(II)–Mn(III) rather than a Mn(III)–Mn(IV) oxidation.
This possibility was le open in early EPR and XANES
work,26,36,38,176 but excluded in subsequent 55Mn-ENDOR
studies.31,161,177 In the present models, a Mn(II) ion is found in
the Mn4 position of S0H-3c (see Fig. S4†) but in line with
previous reports,82,178,179 it is strongly disfavored energetically by
more than 23 kcal mol�1 over its redox isomer S0H-3a.

The spin state of S0 is S ¼ 1/2 for the multiline signal
centered at g ¼ 2, reproduced here by the four-proton models
S0H-1a, S0H-1c, and S0H-3a. Note that S0H-1a and S0H-1c differ
This journal is © The Royal Society of Chemistry 2015
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Fig. 7 Protonation patterns, oxidation states, Mn–Mn distances (Å), relative total energies (kcal mol�1), and ground spin states for the S0H and S2L
models. Blue lines indicate the orientation of Jahn–Teller axes.
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mainly in the orientation of the Jahn–Teller axis of Mn4. Despite
leading to the same ground spin state, the magnetic topologies
of these three models differ qualitatively (see Table S4†). The
most pronounced difference concerns the nature of the J23
exchange coupling constant, antiferromagnetic in S0H-1a/c and
ferromagnetic in S0H-3a. The sign of J23 depends on the location
of the Mn(IV) site and the Jahn–Teller axis orientations (Fig. 7):
ferromagnetic or weakly antiferromagnetic interactions always
arise between Mn(III) and Mn(IV) when the Jahn–Teller axis of
the Mn(III) ion is oriented along a m-oxo bridge between the ions.
This is the case for the Mn2–Mn3 exchange pathway in the S ¼
7/2 models S0H-1b, S0H-2, S0H-3b, S0H-4a and S0H-5b. The spin
ground states of all 5-proton S0H models are S $ 7/2, incom-
patible with experiment. These include models with a proton-
ated O4 or O5 and W2 as a water molecule (S0H-4a/b and S0H-
5a/b).
This journal is © The Royal Society of Chemistry 2015
Models S0H-1a, S0H-1c, and S0H-3a display rst excited states
of S ¼ 3/2, at 2, 21, and 16 cm�1, respectively. Since the sepa-
ration between the ground and rst excited state of S0 reported
in electron spin–lattice relaxation measurements (ca. 22
cm�1)177 was obtained aer treatment of PSII with methanol,
which is known to increase this energy gap,31,37,180,181 it is not
obvious which model should be considered a better match in
this respect. The relative energies of the three S ¼ 1/2 models
favor S0H-1a, however it is noted that the relative energies of
this model and its Jahn–Teller orientation isomer S0H-1c
display unusual sensitivity, unique among all HVmodels in this
study, to the percentage of exact exchange in the density func-
tional. Specically, the energy difference of 4.5 kcal mol�1

obtained with BP86 is reduced to practically zero with TPSSh
(10% exact exchange) and is inverted to �1.5 kcal mol�1 with
TPSS0 (25% exact exchange). This effect is presumably related to
Chem. Sci., 2015, 6, 1676–1695 | 1685
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the different description afforded by different functionals of the
energetic stabilization upon pseudo Jahn–Teller axis rotation at
the Mn4 ion, thus complicating arguments based on energetics.
In terms of computed 55Mn HFCs, all S ¼ 1/2 S0H models agree
less favorably with experimental values than the S2H models.
They all underestimate the largest 55Mn HFC (Table 2) and in
S0H-3a the magnitude of the smallest HFC is additionally pre-
dicted too small. On the other hand, S0H-1c overestimates the
smallest HFC. Although there is room for improvement in
modeling this state, either in terms of methodological rene-
ment or in terms of additional input from experiment, overall
we consider the general trends to be reproduced better by S0H-
1a or S0H-1c (or both) than by S0H-3a.

In summary, the results from the preceding sections on the
high-valent scheme converge to the nal sequence of models
S0H-1a / S1H-1a / S2H-1a/b / S3H-1.
S2 state low-valent models

Although the high-valent option appears to be in full agreement
with experimental constraints, it is important to investigate the
LV options with the same rigor to make sure that the experi-
mental constraints and analysis methods are indeed discrimi-
native. Similar to the HV scheme, we start our analysis with the
S2 state, for which we use, as already suggested in previous
literature proposals,107,108 a higher total number of protons to
compensate for the two additional electrons relative to the HV
scheme, namely four or ve protons distributed over O4, O5, W1
and W2. Most S2L models (with the exception of the 5-proton
forms S2L-6 and S2L-7) are identical to the high-valent S0 models
presented in Fig. 7.

The model that agrees best with EXAFS is the Mn(II)-con-
taining S2L-3c (see Fig. S4†), which has three Mn–Mn distances
in the range 2.83–2.86 Å, but is excluded due to its very high
relative energy of 24 kcal mol�1. The best candidate S2L models
appear to be those that contain at most two Mn–Mn distances
that can be classied as short. No S2L model contains three
short (i.e., <2.8 Å) Mn–Mn distances, and there is no obvious
modication that would introduce an additional short distance.
However, given the different EXAFS interpretations of the S2
state (Table 1) and the documented tendency of a slight over-
estimation of Mn–Mn distances by DFT methods,73,78,80 we do
not consider the Mn–Mn distance criterion conclusive enough
to fully exclude the low-valent option.

Five of the LV S2 models display one of the ground states
observed experimentally: S ¼ 1/2 for S2L-1a, S2L-1c, S2L-3a, and
S2L-6; and S ¼ 5/2 for S2L-3c and S2L-7. A key experimental
observation that must be satised is the potential to intercon-
vert between the low spin (S ¼ 1/2) and high spin (S ¼ 5/2)
forms. Among the four-proton models, S2L-1a is practically
isoenergetic with the global minimum of the subset (S2L-2), and
thus we can consider it the best potential LV model for the S ¼
1/2 EPR multiline signal of the S2 state. However, a problem
arises when we consider possible 4-protonmodel candidates for
the S ¼ 5/2 EPR signal. Only one model, the Mn(II)-containing
S2L-3c, displays this ground state, but it is energetically inac-
cessible as pointed out above. These results make it hard to
1686 | Chem. Sci., 2015, 6, 1676–1695
imagine a simple low-barrier interconversion for either of the S
¼ 1/2 S2L 4-proton models.

Among the ve proton models a similar problem arises. S2L-
6 resembles S2L-1c in the orientation of the Jahn–Teller axes but
differs in the protonation state of O5, present here as a loosely
bound water. Note that this type of structure would be the
corresponding S2 state model of a low-valent S1 state model
proposed recently.107 Our results indicate that S2L-6 could
potentially explain the S¼ 1/2 species in terms of spin state, but
it is strongly disfavored energetically. It is signicantly higher in
energy than its corresponding S2L-7 (S ¼ 5/2) isomer and is, in
fact, the highest-energy ve-proton isomer of all models
considered, with the energy difference separating it from the
minimum-energy isomer increasing from 12 kcal mol�1 to over
18 kcal mol�1 with the use of hybrid functionals. Thus, in
contrast to the high-valent, quasi-energetic and interconvertible
S2H-1a/b forms, no low-valent model set can explain the EPR
phenomenology of the S2 state in a similar complete way.

Additional information is provided by the 55Mn HFCs for the
models with S ¼ 1/2 spin ground states. The experimental
pattern of one HFC close to 300 MHz, one close to 250 MHz and
two close to 200 MHz, is reproduced quite well by the high-
valent S2-state models (Table 2), but not as well by the low-valent
models. S2L-1a, S2L-3a and S2L-6 predict relatively large hyper-
ne couplings as they display tetramer-like spin projections, but
the projected HFCs are smaller than for the HV case because
Mn(III) site HFCs are smaller than Mn(IV) site HFCs. Thus, a
cluster with more Mn(III) ions will have smaller projected HFCs
compared to a cluster with more Mn(IV) ions, assuming similar
spin projections. S2L-1c displays a different magnetic topology,
resulting in HFCs that are uniformly too large. Among the
present models, S2L-1a shows the most reasonable agreement
with experiment.
S3 state low-valent models

Several candidate S3L models were constructed in an attempt to
satisfy the criteria for the S2–S3 transition (Fig. 8). In principle
the S1H models already described would represent candidates
for S3L, as seen for S2L/S0H. In this case however, it is already
evident from their reported properties that there can be no
agreement with experimental constraints for the S3 state. These
models display neither the correct spin state (SGS ¼ 3) nor the
correct Mn–Mn distances. Expanding upon this, S3L models
where constructed based on S2L candidate structures which
include an additional water ligand (H2O/OH

�) as required for
high valent S3 state models (S3H). Using S2L-1, S2L-3, S2L-6, and
S2L-7 as starting points, seven ve-proton models and ve six-
proton S3L models were constructed (Fig. 8). The core geometry
of S3L-1 features three reasonably short Mn–Mn distances
(2.80–2.85 Å) and can be thus considered consistent with EXAFS
within DFT accuracy. The other models show at most two such
distances, at variance with all interpretations of EXAFS data for
the S3 state.62,117,120,129 S3L-1 is also the lowest-energy structure
for the ve-proton isomers. However, it has to be excluded as a
candidate for the S3 state because it is diamagnetic, with a large
energy difference between the ground and rst excited S ¼ 1
This journal is © The Royal Society of Chemistry 2015
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Fig. 8 Protonation patterns, oxidation states, Mn–Mn distances (Å), relative total energies (kcal mol�1), and ground spin states for the S3Lmodels.
Blue lines indicate the orientation of Jahn–Teller axes.
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state (Table S5†). The correct S ¼ 3 ground state is seen for two
ve-proton models S3L-2 and S3L-3, but they are both higher in
energy than S3L-1 and disagree with EXAFS. Two of the six-
proton models, S3L-8 and S3L-10, also have the correct ground
state. S3L-8 is by far the lowest energy isomer in its subset,
but fails to satisfy the requirement of three short Mn–Mn
distances.

The calculated 55MnHFCs provide additional evidence in the
case of the S3L models. Table 3 lists computed values for all
models with an S ¼ 3 ground state. Crucially, no S3L model can
reproduce the two classes of 55Mn HFC observed experimen-
tally,46 thus providing a further argument against the LV
scheme. Additionally, no S3L model satises the requirement
for all Mn ions having isotropic HFCs, as shown by the aniso-
tropic values listed in Table S8.† Overall, despite individual S3L
models satisfying one or more of the constraints related to the
S3 state of the OEC, there is no single S3L model among the ones
This journal is © The Royal Society of Chemistry 2015
studied here that is consistent with all geometric, electronic and
spectroscopic criteria.

S1 state low-valent models

Low-valent S1 state models were built using the same proton-
ation patterns as in the S2L models. The average oxidation state
of 3.0 for the S1 state in the LV scheme can be formed either
with all Mn ions as Mn(III), or with the oxidation state pattern II–
III2–IV. The latter is certainly possible, since Mn(IV) and Mn(II)
ions are known to coexist without comproportionation.182–184

Several S1L structures were found for which the variational
energy minimization leads to the second combination of
oxidation states, with the Mn(II) ion always at the Mn4 site
(Fig. 9). However, this oxidation state distribution is always
energetically disfavored. Among the four-proton models the
lowest energy structure S1L-1 is of the Mn(III)4 type, whereas the
mixed-valent isomers lie at least 17 kcal mol�1 higher in energy.
Chem. Sci., 2015, 6, 1676–1695 | 1687
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Fig. 9 Protonation patterns, oxidation states, Mn–Mn distances (Å), relative total energies (kcal mol�1), and ground spin states for the S1L models.
Blue bars indicate the orientation of Jahn–Teller axes.
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In the set of ve-proton models, energy differences between III4
and II–III2–IV are smaller, but the two Mn(III)4 models S1L-6 and
S1L-7a are still energetically preferred. In all S1L models the
proton of His337 has been transferred to the O3 bridge, as
observed in other studies of low oxidation state OEC models.90

We note that S1L-6 corresponds to the model proposed by Pace
and Stranger as a best t to the 1.9 Å resolution crystallographic
model.107 Previously, the same groups had suggested LV S1 state
models corresponding to the present S1L-1 and S1L-4 in terms of
protonation states and oxidation state distributions.108

In terms of geometry, the results in Fig. 9 suggest that
regardless of relative energetics, all S1L models are inconsistent
with the EXAFS constraints described previously and with the
Mn–Mn distances of the recent XFEL structure.114 Rather than
having three or even two short Mn–Mn distances, only one
model (S1L-2) contains a single Mn–Mn distance close to 2.8 Å.
Overestimation of these distances bymore than 0.1 Å in the DFT
models is unlikely since comparison with crystallographic data
on Mn(III) complexes conrms that the Mn–O bond lengths, the
extent of Jahn–Teller distortions, and the preferred orientation
of the Jahn–Teller axes with respect to the nature of the ligands
(e.g. O2� vs. OH�) are correctly predicted.185

In terms of electronic structure, no ground state with S < 3 is
observed for any of the S1L models, owing to their magnetic
coupling topology: the J23 pathway is always ferromagnetic
(Table S6†) as in the S1H models and in agreement with
experimental and computational data on mixed-valence oxo-
bridged model complexes.185,186 However, in contrast to the S1H
models, all S1L models also display ferromagnetic J12 values as a
1688 | Chem. Sci., 2015, 6, 1676–1695
result of O3 protonation, leading to high-spin ground states.
The presence or absence of an antiferromagnetic J34 interaction
differentiates models with S ¼ 3 from those with S ¼ 6 or S ¼ 8
ground states, but the experimentally observed lower spin states
(S ¼ 0 ground state; low lying S ¼ 1 excited state) remain
inaccessible for all S1L models (Fig. 9 and Table S9†).
S0 state low-valent models

We also evaluated several models for the S0 state, all of which
display Mn(II)Mn(III)3 oxidation states (see Fig. S12†). All S0L
models are at odds with EXAFS Mn–Mn distances for the S0
state, as the shortest Mn–Mn distance observed is 2.90 Å,
whereas the experimental constraints require two or three Mn–
Mn distances shorter than 2.80 Å (Table 1). In addition, none of
these models reproduces the correct S ¼ 1/2 ground state,
yielding instead energetically well-separated high-spin ground
states of S ¼ 7/2 or 9/2 (see Table S10†). The necessary presence
of a Mn(II) ion is also incompatible with the interpretation of
55Mn-ENDOR spectra of the S0 state.31,161,177
Mn K pre-edge X-ray absorption spectroscopy

In the preceding sections, EXAFS metrics were used to evaluate
the models on a geometric basis. However, complementary
information can be derived from the XANES region, which
provides insight into the electronic structure. Since the
proposed S state models should be consistent with both spectral
regions, here we extend the evaluation of the high-valent and
low-valent schemes by comparing the Mn K pre-edge XAS
This journal is © The Royal Society of Chemistry 2015
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Fig. 10 Mn K pre-edge spectra of the OEC. (Top to bottom) Experi-
mental spectra from ref. 24, calculated spectra for HV and for LV
models. The spectra are colored in blue for S0, green for S1, red for S2
and orange for S3.
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spectra of selected structural models with experimental data.24

This serves as an independent control of the electronic struc-
ture of these models.

Mn K-edge X-ray absorption spectra arise from excitations of
Mn 1 s electrons into unoccupied molecular orbitals. These
spectra are dominated by dipole-allowed—and thus intense—
transitions intoMn 4p orbitals, known as the edge, which can in
principle be correlated with the oxidation state of the Mn ions.
At lower energies, excitations into unoccupied Mn 3d orbitals
are observed; these are formally dipole-forbidden but gain
intensity through admixture of 4p character. This denes the
pre-edge region that extends over approximately 7 eV and
contains information about the local electronic structure and
ligand environment of the Mn ions. Computational studies of
the Mn K edge (1s–4p) for diverse OEC models have been
interpreted in favor of both the LV106 and the HV187 schemes,
albeit using different theoretical approaches. Given the ambi-
guities in calculating the Mn K edge, we here focus on the more
well-dened and computationally accessible 1s–3d transitions
that give rise to the pre-edge spectral region. Importantly, it has
been shown that the energies and intensities of calculated pre-
edge spectra can be reliably correlated with experiment,149,188–196

using as reference a large set of 17 Mn complexes149,190,197,198 with
oxidation states ranging from II to V that encompass both the
HV and the LV scheme.

The experimental Mn K pre-edge spectra24 of all catalytic
intermediates of the OEC are displayed in Fig. 10 (top). These
are normalized experimental data, where the background of the
rising edge has not been subtracted. The pre-edge region
extends from 6538–6545 eV, with two features for each inter-
mediate at ca. 6541 eV and 6543 eV. A third, lowest-energy
feature is potentially present for S0 and S1 at ca. 6539.5 eV.
Importantly, the pre-edge peak positions do not move signi-
cantly upon oxidation of the cluster. The pre-edge intensity
increases as the cluster advances in the catalytic cycle, with a
more pronounced intensity increase between S0 and S1 than in
the subsequent steps. It should be noted that the subtraction of
the rising edge background may alter this visual impression as
far as the relative intensities are concerned, but the position of
the peak maxima should be largely unaffected by background
subtraction.

Fig. 10 compares the experimental data (top panel) with the
calculated pre-edge regions for the best HV (S0H-1a, S1H-1a,
S2H-1a, S3H-1) and LV models (S0L-3, S1L-1, S2L-6, S3L-8). These
calculations do not include the rising edge background, which
may affect the relative intensities of the pre-edge spectra.
Strikingly, neither the intensity nor the energy trends are
reproduced by the calculated pre-edge spectra of the LV models.
The maxima of the rst peaks are spread over a range of 1.1 eV,
while the spectrum of S0L-3 is the most intense. Both of these
observations are in complete contrast to experiment.

On the other hand, even though there is no perfect agree-
ment in the relative intensities of the S1 and S2 state spectra, the
peakmaxima for all HVmodels fall within 0.1 eV and thus are in
excellent agreement with the experimental data. Quantitative
comparison between the calculated and experimental intensi-
ties would require ts to experimental data and exceeds the
This journal is © The Royal Society of Chemistry 2015
scope of the present work. Analysis of the acceptor orbitals for
the lowest energy transitions reveals that the character of the
transitions is the same for all models studied here: the excita-
tions are into orbitals of predominant Mn d character with
contributions from the directly coordinating ligands. The
differences in energy and intensity of the transitions arise from
differences in the local ligand sphere symmetries and oxidation
states of the Mn ions, and are thus direct probes of their local
geometric and electronic structure (see the ESI† for a more
detailed discussion of calculated intensities, including a
comparison between the pre-edge spectra for the two forms of
the S2 state). Overall, the computed Mn K pre-edge results are in
line with the preceding observations: the pre-edge region of the
Chem. Sci., 2015, 6, 1676–1695 | 1689
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Fig. 11 Models for each S state of the Kok cycle, showing the opti-
mized geometry, protonation pattern and Mn oxidation states of the
inorganic core.
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HVmodels is in agreement with experimental data, while the LV
models diverge strongly from experiment for the lowest S states.

Conclusions

The results presented in this work for all the (semi)stable S
states of the OEC, serve to unify diverse experimental observa-
tions within a common framework, allowing a denitive
conclusion regarding the individual oxidation state assign-
ments for the Mn ions to be reached. We have studied the
largest number of low-valent models ever constructed and
reported, for all S states, including all known literature
suggestions107,108 that can be accommodated within the crystal
structure of PSII by Umena et al.110 and expanding considerably
beyond them. No variation of protonation level, pattern or
bonding topology of structures that follow the low-valent para-
digm could produce a consistent set of models for all S0–S3
states. Although individual LV models of the S2 and S3 states
satisfy some, but never all, experimental criteria, all low-valent
S1 and S0 state models are in complete disagreement with
experiment in all respects. They exhibit too long Mn–Mn
distances compared with EXAFS despite the applied backbone
constraints, they yield without exception high-spin ground
states incompatible with available EPR data, and they have Mn
K pre-edge proles that deviate strongly from experiment.
Although the low oxidation state scheme can thus be excluded
from further consideration as a valid description of the Kok
cycle, the set of LV structures could serve as models of reduced
(negative) S states. These can be produced by various treat-
ments199–201 and have been invoked as structural models for the
photoreduced crystallographic model of the OEC.90 Moreover, if
sufficiently understood they could provide important informa-
tion on the nal stages of assembly and activation of the cata-
lytic cluster. A preliminary discussion of the present LV models
as candidates for the S�1 and S�2 states of the OEC is provided
in the ESI.†

In contrast, using models constructed according to the high-
valent paradigm leads to excellent agreement with experimental
constraints for the individual intermediates. Importantly a self-
consistent progression of states, comprising structures which
served as the best models for individual S states, is observed.
This model set is simultaneously consistent with experimental
constraints concerning deprotonation and water-binding events
along the catalytic cycle (see Fig. 11). With respect to questions
relevant to the HV scheme itself, specically the precise identity
and distribution of Mn oxidation states in the S0 state and the
possibility of ligand radical formation in the S3 state,23–27,61,64,66

the present work supports the absence of Mn(II) in the S0 state
and the Mn-centered oxidation in the S2–S3 transition.

Although no similar comprehensive comparison of the two
oxidation state paradigms has been attempted before, we note
that in addition to the agreement with EXAFS distances, support
for the HV scheme derives from simulations of EXAFS spectra
for individual high-valent models, some of which resemble
closely the ones selected here as best HV candidates.78,80,202 It is
also important to stress that despite hypothetical water oxida-
tion mechanisms that might be accommodated within an LV
1690 | Chem. Sci., 2015, 6, 1676–1695
scheme, to the best of our knowledge it is only with high-valent
models that complete and detailed mechanistic pathways for
water oxidation have been proposed from quantum chemical
calculations.67–70,73 As reported also for synthetic Mn systems,203

the high oxidation states of the Mn ions are presumably related
to oxyl radical formation.204,205 This is the basis of the most
prevalent mechanistic hypothesis proposed by Siegbahn on the
basis of energy optimization, where O–O bond formation is
proposed to advance through low-barrier oxo–oxyl coupling in
the S4 state.69,73,206 Note that the assignment of high oxidation
states for the Mn ions for the biological OEC is also in agree-
ment with the assignment of average Mn oxidation states close
to Mn(IV) for synthetic manganese oxide water oxidation
catalysts.207

In summary, it was shown through extensive comparison of
high-valent and low-valent models for the individual S0–S3 state
catalytic intermediates of the OEC that only the high-valent
scheme, that is, Mn(III)3Mn(IV) for the S0 state up to Mn(IV)4 for
the S3 state, can lead to spectroscopically consistent models for
all (semi)stable catalytic intermediates. Further advances in our
understanding of the dynamic structure and the regulation of
the OEC in these states remain necessary and are currently
being pursued by many research groups. One of the greatest
challenges now appears to lie in obtaining experimental infor-
mation about the most critical nal steps of water oxidation,
that is, on the transient states related to oxygen evolution and
regeneration of the S0 state. It is expected that information
obtained by new techniques such as X-ray free-electron laser
protein crystallography,114,208,209 coupled with high-level spec-
troscopy-oriented quantum chemical approaches, will be
pivotal for achieving this goal in the near future.
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Chem. Rev., 2014, 114, 11863–12001.

5 S. Berardi, S. Drouet, L. Francas, C. Gimbert-Surinach,
M. Guttentag, C. Richmond, T. Stoll and A. Llobet, Chem.
Soc. Rev., 2014, 43, 7501–7519.

6 D. G. Nocera, Acc. Chem. Res., 2012, 45, 767–776.
7 M. Wiechen, H.-M. Berends and P. Kurz, Dalton Trans.,
2012, 41, 21–31.

8 J. P. McEvoy and G. W. Brudvig, Chem. Rev., 2006, 106,
4455–4483.

9 N. Cox, D. A. Pantazis, F. Neese and W. Lubitz, Acc. Chem.
Res., 2013, 46, 1588–1596.

10 J. Messinger and G. Renger, in Primary Processes of
Photosynthesis, Part 2: Principles and Apparatus, The Royal
Society of Chemistry, Cambridge, 2008, vol. 9, pp. 291–349.

11 A. Grundmeier and H. Dau, Biochim. Biophys. Acta,
Bioenerg., 2012, 1817, 88–105.

12 D. A. Pantazis, N. Cox, W. Lubitz and F. Neese, in
Encyclopedia of Inorganic and Bioinorganic Chemistry, John
Wiley & Sons, Ltd, 2014.

13 P. Joliot, G. Barbieri and R. Chabaud, Photochem. Photobiol.,
1969, 10, 309–329.

14 B. Kok, B. Forbush and M. McGloin, Photochem. Photobiol.,
1970, 11, 457–475.

15 D. J. Vinyard, G. M. Ananyev and G. C. Dismukes, Annu. Rev.
Biochem., 2013, 82, 577–606.

16 G. C. Dismukes and Y. Siderer, Proc. Natl. Acad. Sci. U. S. A.,
1981, 78, 274–278.

17 D. B. Goodin, V. K. Yachandra, R. D. Britt, K. Sauer and
M. P. Klein, Biochim. Biophys. Acta, Bioenerg., 1984, 767,
209–216.

18 J. C. de Paula, W. F. Beck, A.-F. Miller, R. B. Wilson and
G. W. Brudvig, J. Chem. Soc., Faraday Trans., 1987, 83,
3635–3651.

19 J. C. De Paula and G. W. Brudvig, J. Am. Chem. Soc., 1985,
107, 2643–2648.

20 J. C. De Paula, W. F. Beck and G. W. Brudvig, J. Am. Chem.
Soc., 1986, 108, 4002–4009.

21 G. W. Brudvig, W. F. Beck and J. C. de Paula, Annu. Rev.
Biophys. Biophys. Chem., 1989, 18, 25–46.

22 O. Hansson and L. E. Andreasson, Biochim. Biophys. Acta,
1982, 679, 261–268.

23 H. Dau, L. Iuzzolino and J. Dittmer, Biochim. Biophys. Acta,
Bioenerg., 2001, 1503, 24–39.
This journal is © The Royal Society of Chemistry 2015
24 J. Messinger, J. H. Robblee, U. Bergmann, C. Fernandez,
P. Glatzel, H. Visser, R. M. Cinco, K. L. McFarlane,
E. Bellacchio, S. A. Pizarro, S. P. Cramer, K. Sauer,
M. P. Klein and V. K. Yachandra, J. Am. Chem. Soc., 2001,
123, 7804–7820.

25 T.-a. Ono, T. Noguchi, Y. Inoue, M. Kusunoki, T. Matsushita
and H. Oyanagi, Science, 1992, 258, 1335–1337.

26 L. Iuzzolino, J. Dittmer, W. Dörner, W. Meyer-Klaucke and
H. Dau, Biochemistry, 1998, 37, 17112–17119.

27 T. A. Roelofs, W. Liang, M. J. Latimer, R. M. Cinco,
A. Rompel, J. C. Andrews, K. Sauer, V. K. Yachandra and
M. P. Klein, Proc. Natl. Acad. Sci. U. S. A., 1996, 93, 3335–
3340.

28 R. J. Pace, L. Jin and R. Stranger, Dalton Trans., 2012, 41,
11145–11160.

29 M. Zheng and G. C. Dismukes, Inorg. Chem., 1996, 35, 3307–
3319.

30 L. Jin, P. Smith, C. J. Noble, R. Stranger, G. R. Hanson and
R. J. Pace, Phys. Chem. Chem. Phys., 2014, 16, 7799–7812.

31 L. V. Kulik, B. Epel, W. Lubitz and J. Messinger, J. Am. Chem.
Soc., 2007, 129, 13421–13435.

32 J. M. Peloquin, K. A. Campbell, D. W. Randall,
M. A. Evanchik, V. L. Pecoraro, W. H. Armstrong and
R. D. Britt, J. Am. Chem. Soc., 2000, 122, 10926–10942.

33 J. M. Peloquin and R. D. Britt, Biochim. Biophys. Acta,
Bioenerg., 2001, 1503, 96–111.

34 N. Ioannidis, G. Zahariou and V. Petrouleas, Biochemistry,
2006, 45, 6252–6259.

35 A. Haddy, Photosynth. Res., 2007, 92, 357–368.
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