1. Introduction

InSb is a direct band gap semiconductor with a small energy gap of 0.17 eV at 300 K (ref. 1) which makes it suitable for fabrication of mid-wave infrared detectors and lasers. The electronic band gap of InSb nanowires can be engineered as a function of nanowire radius since it exhibits a large excitonic Bohr radius of about 65 nm compared to other semiconductors. This property is useful for the fabrication of multispectrum photodetectors and multijunction solar cells. Moreover, InSb has the highest electron mobility among all semiconductors making it a promising candidate for applications in high-speed electronic devices. Recently, there has been a considerable attention towards the fabrication of InSb nanostructures because they have some advantages over bulk InSb, including high quality heterostructure growth with minimum defect density and precise control over the doping level. In this regard, we have studied the phase stability of the bulk InSb, including high quality heterostructure growth with minimum defect density and precise control over the doping level. The focus of the current work is to study the phase equilibria of In–Sb nanostructures by calculating the size- and shape-dependent phase diagram of In–Sb nano-alloys using semi-empirical thermodynamic modelling, i.e. the CALPHAD method, to predict the phase equilibria of the In–Sb nano-scale systems as a function of size and shape. To calculate the size- and shape-dependent phase diagram of the In–Sb system, we have added size-dependent surface energy terms to the Gibbs energy expressions in the In–Sb thermodynamic database. We estimated the surface energies of the solution phases and of the InSb intermetallic phase using the Butler equation and DFT calculations, respectively. A melting point and eutectic point depression were observed for both nanoparticle and nanowire systems. The eutectic composition on the In-rich and Sb-rich sides of the phase diagram shifted towards higher solubility. We believe that the phase diagram of In–Sb nano-alloys is useful for an increased understanding of the growth parameters and mechanisms of InSb nanostructures.
The phase diagram of a system within the CALPHAD method is obtained by defining the Gibbs energy terms for all phases. At constant temperature and pressure, the phase (or phases) with minimum Gibbs energy are the stable phases. In addition to the composition- and temperature-dependence, the Gibbs energy of a nano-scale phase is also a function of size. The size effect arises from the role of the surface energies which cannot be neglected for small systems. Therefore, one needs to add the surface energy contribution to the Gibbs energy expressions of the bulk system. To reach this goal, one should have the knowledge of the surface energy of all phases in a system. In this work, we have used a similar methodology as in ref. 19 and 20 to construct the size- and shape-dependent phase diagram of the In–Sb binary system. We have estimated the surface energies of liquid and solid solutions using the so-called Butler equation25 and that of the InSb intermetallic phase using Density Functional Theory (DFT) calculations. Finally, we have calculated the phase diagram of In–Sb nanoparticles and nanowires as a function of their size.

2. Thermodynamic modelling

In this section, the thermodynamic equations for the size-dependent phase diagram of a binary A–B system based on the approach developed by Park and Lee16 and optimized later by Lee and Sim18 will be derived. The total Gibbs energy of a bulk phase† with A and B components can be expressed as:

\[ G^{\text{Total Bulk}} = x_A \gamma_A + x_B \gamma_B + RT[x_A \ln x_A + x_B \ln x_B] + G^{\text{Ex.Bulk}} \] (1)

where \( x_i \) is the molar fraction of component \( i (i = A \text{ or } B) \) and \( \gamma_i \) is the standard Gibbs energy of component \( i \) (at 298 K and 1 atm). \( R \) and \( T \) are the gas constant and the temperature, respectively. \( G^{\text{Ex.Bulk}} \) is the excess Gibbs energy which is usually expressed by a Redlich-Kister polynomial as:

\[ G^{\text{Ex.Bulk}} = x_A x_B \sum L^v (x_A - x_B)^v \] (2)

where \( L^v \) is the interaction parameter which is a function of temperature as:

\[ L^v = a + bT + cT \ln T + \ldots \] (3)

The total Gibbs energy of a nano-particle also has a contribution of the surface energy due to its high surface to volume ratio;‡

\[ G^{\text{Total nano}} = G^{\text{Bulk}} + G^{\text{Surface}} = x_A \gamma_A^{nano} + x_B \gamma_B^{nano} + RT[x_A \ln x_A + x_B \ln x_B] + G^{\text{Ex.nano}} \] (4)

†The bulk phase is the bulk of a material far from the surface.
‡The surface is assumed as a hypothetical phase with a Gibbs energy expression similar to the bulk. Therefore, the total Gibbs energy of a phase with finite boundaries, \( G^{\text{Total nano}} \), is the sum of the Gibbs energy of the bulk material, \( G^{\text{Bulk}} \), and the Gibbs energy of the surface phase, \( G^{\text{Surface}} \).

The surface contribution to the Gibbs energy, \( G^{\text{Surface}} \), of an isotropic spherical particle and a nanowire (see Appendix A and ref. 18), respectively, are:

\[ G^{\text{Surface}} = \frac{2CnV_i}{r_{\text{sphere}}} \] (5)

and

\[ G^{\text{Surface}} = \frac{CnV_i}{r_{\text{cylinder}}} \] (6)

where \( \sigma_i \) is the surface energy and \( V_i \) the molar volume of component \( i \). \( C \) is a correction factor accounting for uncertainty of surface tension measurements, the changes in the shape of a nano-structure with the size and the size strain due to non-uniformity of surface tension for particles smaller than a critical size.\(^1^2\) For the liquid phase it is usually assumed that \( C = 1.\)^1\(^2\) For solid phases, the correction factor can be determined by comparing the measured melting points of small particles with the calculated values. This procedure will be explained in Section 4.1 where we determine \( C \) for indium nanoparticles and nanowires.

It is worth mentioning that if the aspect ratio of the nanowires (i.e. length to radius ratio) is low as discussed by Goswami and Nanda,26 the contribution of the length should also be considered in \( G^{\text{Surface}} \) for the cylinder case. However, the assumption of the infinite length in our work is due to the fact that usually nanowires are grown in a few thousands of nanometers of length and a few tens of nanometers in diameter.

It is assumed that the excess Gibbs energy of an alloy nano-particle, \( G^{\text{Ex.nano}} \), has the same form as eqn (2):\(^1^6\)

\[ G^{\text{Ex.nano}} = x_A x_B \sum L^v (x_A - x_B)^v \] (7)

The term \( L^v \) can be expressed as:

\[ L^v = f_1 \left( \frac{1}{r} \right) + f_2 \left( \frac{1}{r} \right) T + f_3 \left( \frac{1}{r} \right) T \ln T + \ldots \] (8)

where \( f_i \) is a function of size. Assuming that \( f_i \) is a simple linear function:

\[ f_1 \left( \frac{1}{r} \right) = a + \frac{a'}{r}, f_2 \left( \frac{1}{r} \right) = b + \frac{b'}{r}, f_3 \left( \frac{1}{r} \right) = c + \frac{c'}{r} \]

The interaction parameter will then have the following form:

\[ L^v = \left( a + \frac{a'}{r} \right) + \left( b + \frac{b'}{r} \right) T + \left( c + \frac{c'}{r} \right) T \ln T + \ldots \] (9)

where \( a \), \( b \) and \( c \) are taken from a bulk thermodynamic database while \( a', b' \) and \( c' \) are parameters to be fitted to the surface energy terms through eqn (16) as described in Section 4.2.

To find the size-dependent interaction parameters, one needs the molar volume and the surface tension of the alloy. Assuming that the excess volume is negligible, the molar
volume of the alloy can be determined from the pure elements as follows:

\[ V_{\text{alloy}} = x_A V_A + x_B V_B \]  

(10)

The surface tension of the alloy can be calculated using the Butler equation:

\[
\sigma_{\text{alloy}} = \sigma_A + \frac{RT}{A_A} \ln \left( \frac{x_{\text{Surface}}}{x_{\text{Bulk}}^A} \right) + \frac{1}{A_A} G_f^{\text{Ex,\ Surface}}(T, x_{\text{Surface}}^i) - G_A^{\text{Ex,\ Bulk}}(T, x_{\text{Bulk}}^A)
\]

(11)

\[
\sigma_B = \frac{RT}{A_B} \ln \left( \frac{x_{\text{Surface}}}{x_{\text{Bulk}}^B} \right)
\]

\[
- \frac{1}{A_B} G_f^{\text{Ex,\ Surface}}(T, x_{\text{Surface}}) - G_B^{\text{Ex,\ Bulk}}(T, x_{\text{Bulk}}^B)
\]

The Butler equation assumes equilibrium between the bulk phase and a hypothetical surface phase. In eqn (11), \( \sigma_i \) is the surface tension of the pure components (A or B) in the solution phase. \( G_f^{\text{Ex,\ Surface}} \) and \( G_f^{\text{Ex,\ Bulk}} \) are the partial excess Gibbs energy of component \( i \) in the surface phase and the bulk phase, respectively. \( G_f^{\text{Ex,\ Bulk}}(T, x_{\text{Bulk}}^B) \) can be obtained from the thermodynamic database. Using the Yeum's model, \( G_f^{\text{Ex,\ Surface}}(T, x_{\text{Surface}}) \) can be obtained by replacing \( x_{\text{bulk}}^B \) by \( x_{\text{Surface}}^i \) in \( G_i^{\text{Ex,\ Bulk}} \) and multiplying it by a constant, \( \beta \):

\[
G_i^{\text{Ex,\ Surface}}(T, x_{\text{Surface}}) = \beta \times G_i^{\text{Ex,\ Bulk}}(T, x_{\text{Surface}})
\]

(12)

where \( \beta \) is a parameter corresponding to the ratio of the coordination number in the surface phase to that in the bulk phase. For pure elements, \( \beta \) is determined by:

\[
\sigma_i A_i = (1 - \beta^{\text{Pure}}) \Delta H_i
\]

(13)

where \( \Delta H_i \) is the heat of vaporization for liquid–gas transformation or the heat of sublimation for solid–gas transformation. According to Tanaka et al., the value of \( \beta \) for mixtures is the same as that for pure elements. Park and Lee showed that \( \beta^{\text{liquid}} = 0.84 \) and \( \beta^{\text{solid}} = 0.85 \) for metals.

\( A_i \) is the molar surface area of one monolayer of pure \( i \) and can be obtained from:

\[
A_i = 1.091 N_0^{1/3} V_i^{2/3}
\]

(14)

where \( N_0 \) is Avogadro's number. The surface energies of In–Sb solution phases are calculated by solving the Butler equation using a computer code provided by Picha et al.

3. First-principles calculations

The surface energies of facets of the compound InSb were calculated from first-principles using the slab model. The total energy of a six-layer slab in either the \{111\} or the \{110\} orientation (see Fig. 1 and Appendix B) was calculated using the Abinit package within the local density approximation (LDA). The projector-augmented-wave (PAW) method was used to describe the interaction of the electrons with the ionic cores. The slabs were periodic in the direction parallel to the interface. In the direction perpendicular to the interface, vacuum layers corresponding to 3 InSb layers (about 11 Å) and 4 InSb layers (about 13 Å) were considered for \{111\} and \{110\}, respectively. The first Brillouin zone integration was performed over an \( 8 \times 8 \times 1 \) \( k \)-point mesh. The wave functions were expanded in a plane-wave basis set with the cut-off energy of 544 eV. Since bulk InSb is metallic in the LDA, a broadening factor of 0.27 eV was used to facilitate the convergence of the total energies.

The total energy of the six-layer slab in the \{111\} direction converged with the error of about 0.06 eV per number of layers. The maximum force on atoms after relaxation was 7.13 \( \times 10^{-4} \) eV Å\(^{-1}\). The maximum stress in \( a \) and \( b \) directions of the cell was 2.28 \( \times 10^{-2} \) GPa and in \( c \) direction it was 6.03 \( \times 10^{-3} \) GPa. The error in the total energy of the six-layer slab in \{110\} direction was about 0.1 eV per layer. This ensured the maximum force on the relaxed atoms to be 5.44 \( \times 10^{-4} \) eV Å\(^{-1}\) and the maximum stress 1.27 \( \times 10^{-1} \), 5.33 \( \times 10^{-1} \) and 2.51 \( \times 10^{-3} \) GPa in the \( a \), \( b \) and \( c \) cell axes.

The total energy of the fully relaxed slabs, \( E_{\text{total}} \), was calculated using the above set of converged parameters. The surface energy of the slabs in the \{111\} and the \{110\} orientation was determined from the total energies of the relaxed slabs as follows:

\[
\gamma = \frac{1}{2A} \left( E_{\text{total}} - \sum_i n_i \mu_i \right)
\]

(15)
where $A$ is the area of the unit cell and $n_i$ and $\mu_i$ are the number and the chemical potential of species $i$ in the primitive surface unit cells of the corresponding cuts.

The {110} slab is nonpolar and consists of two equivalent stoichiometric surfaces. Therefore, the surface energy of this facet is simply the average of the energy of the top and the bottom surfaces. However, the polar {111} surface has two inequivalent terminations; In-terminated and Sb-terminated surfaces. The surface energy of the {111} face is estimated to be the average of the top and bottom surface energies. This approach has been chosen following the discussions by Moll et al. and by Holec and Mayrhofer. In the former work, it is stated that different terminations of non-reconstructed and relaxed {111} surfaces of GaAs are energetically similar. In the latter study, the surface energy of different allotropes of AlN have been calculated and it has been discussed that since the Al- and N-terminated {111} surfaces have slightly different surface energies, it is reasonable to use the average energy of the top and the bottom surfaces.

It is worth mentioning that for determining the interaction parameters (see eqn (9)) of the (Sb) solid solution phase which dissolves some amount of In, the molar volume of In in the Rhombohedral structure is needed. This property was also computed from first-principles using the same parameters as for slab calculations, except for the $k$-mesh which was $8 \times 8 \times 8$ in this case.

4. Results

4.1. Size-dependent melting point of indium

The correction factor, $C$, of pure indium is determined by fitting the calculated melting points to measured values. The melting points are obtained from the intersection of Gibbs energy curves of liquid and solid phases. The Gibbs energy of a spherical nanoparticle and a nanowire are the sum of the Gibbs energy of the element in the bulk ($G^{\text{bulk}}$) and the surface energy contribution as in eqn (5) and (6), respectively.

The correction factor for the liquid phase is assumed to be unity. The melting point of indium nanoparticles as a function of size has been measured by several authors. Since in Zhang et al. the melting point of In nanoparticles were obtained by direct calorimetric measurements, a fit to their experimental data (considering the experimental standard deviation) was used to determine the correction factor $C = 0.975$ as shown in Fig. 2a. In a recent study, the size-dependent melting points of In nanowires have been measured by Xu et al., which we reproduced by the correction factor $C = 1$ as shown in Fig. 2b.

4.2. Surface energy contribution to the Gibbs energy

In order to construct the size-dependent phase diagram of the In–Sb system, the Gibbs energy of all constituting elements and all phases should include the surface energy term. This requires the knowledge of the surface energy and of the molar volume of pure $i$, $\sigma_i$ and $V_i$, respectively (Table 1). In the case of pure elements, the additional surface term is as in eqn (5) for a spherical nanoparticle and eqn (6) for a nanowire. They will be added to the Gibbs energy terms of bulk pure elements which are taken from the SGTE database.

There are two solution phases in the In–Sb binary system, liquid and (Sb), and one intermetallic phase, InSb. To the best of our knowledge, there is no experimental data on the surface energy of In–Sb liquid and solid alloys and the InSb intermetallic compound.

The surface energy of the liquid phase was estimated using the Butler equation (eqn (11)). The excess bulk partial Gibbs energies of the In–Sb system are taken from the work by Ansara et al. The calculated surface energy of In–Sb liquid alloys as a function of bulk composition is illustrated in Fig. 3.

As is also discussed by Sim and Lee, the surface energy of solid solution phases can be estimated using the Butler equation in a similar way as for the liquid phase. Antimony is stable in the Rhombohedral structure. Therefore, in order to calculate the surface energy of the (Sb) phase, the pure elemental In should also be considered in the same structure.
Because In is not stable in the Rhombohedral phase, the molar volume of In in the Rhombohedral structure ($V_{\text{In,Rombo}}$) was calculated using DFT to be $1.7967 \times 10^{-5} \text{ m}^3 \text{ mol}^{-1}$. The surface energy of the solid Rhombohedral phase (shown in Fig. 3) reveals a small composition dependency.

The excess Gibbs energy of the liquid and (Sb) solid solution phases were determined by adjusting the coefficients $a'$, $b'$, and $c'$ in eqn (9). To do this, an overdetermined system of equations as in eqn (16) was solved using the least-square fitting.

$$\frac{x_{\text{In}}x_{\text{Sb}}(a' + b'T \times (x_{\text{A}} - x_{\text{B}}) + c'T \ln T \times (x_{\text{A}} - x_{\text{B}})^2 + ...)}{r} = \frac{2[C_{\text{alloy}}\sigma_{\text{alloy}}V_{\text{alloy}} - (x_{\text{In}}C_{\text{In}}\sigma_{\text{In}} + x_{\text{Sb}}C_{\text{Sb}}\sigma_{\text{Sb}}V_{\text{Sb}})]}{r}$$

(16)

The surface energy of the InSb intermetallic phase was obtained from DFT. The calculated energy of the {111} and {110} surfaces are 0.87 and 1.18 N m$^{-1}$, respectively. We calculate the In–Sb size-dependent phase diagram for these two cases based on the following justifications. According to studies on the morphology of InSb nanostructures, the {111} InSb facets have the lowest surface energy. Zhou et al.$^6$ showed that upon the deposition of InSb nanoparticles at room temperature, they crystallize in triangular shapes indicative of forming {111} facets with the lowest surface energy. However, they discussed that if the kinetics take over, the {110} facets with the slower growth rates would also appear and eventually, hexagonal nanostructures with {111} top facet and {110} side facets would form.

Lin et al.$^7$ studied the selective area growth of InSb nanocrystals on a patterned InAs substrate using metal–organic vapor phase epitaxy. They observed that the selective area growth of InSb would result in nanocrystals with {111} side facets. However, by tuning the growth conditions, the growth switched to In-seeded growth resulting in nanowires with {110} side facets. A similar morphology of InSb nanorods and nanowires is also shown by Zhou et al.$^6$ and Caroff et al.$^8$

Therefore, we assume that the relevant surface energy for InSb nanoparticles is the energy of the {111} surface and that of InSb nanowires is the energy of the {110} surface. However, for comparison, we will calculate the phase diagrams of nanoparticles and nanowire using both {111} and {110} surface energies.

Last but not least, the temperature dependence of the surface energy of InSb was assumed to be the average of the temperature dependence of the surface energies of pure In and Sb.

### 4.3. Size-dependent phase diagram of the In–Sb system

The re-assessed Gibbs energies of pure elements and the interaction parameters of the liquid and solid phases (eqn (5)) are listed in Table 4 in Appendix C (only for nanoparticles).

The phase diagrams of nanoparticles and nanowires, calculated with the Thermo-Calc software$^{17}$ using the re-assessed Gibbs energies and interaction parameters for varying radii, are presented in Fig. 4a and b, respectively. The phase diagram of the bulk is also shown. In both cases, the phase diagrams are calculated for InSb{111} and InSb{110} surface energies. The solid lines are the phase diagrams for the relevant surface energy, that is the surface energy of the {111} face for spherical...
nanoparticles and that of the \{110\} face for nanowires. The dashed lines in Fig. 4a are the phase diagram for nanoparticles with \{110\} surface energy. In Fig. 4b, the dashed lines are the phase diagrams of nanowires with \{111\} surface energy of the InSb phase.

5. Discussion

We first focus on the size effect of the In–Sb phase diagram. In Table 2, the shifts in the melting point of InSb and eutectic temperatures and compositions for different sizes of nanoparticles and nanowires are listed. The melting point of InSb nanoparticles decreases by about 17.4, 69.3 and 256.5 K with respect to the bulk melting point for particles with radius 80, 18 and 5 nm (see also Fig. 4a). Both the In- and the Sb-rich eutectic temperatures also decrease as a function of size, for the assumed relevant surface energy of InSb (see also Fig. 5). The calculated phase diagram of nanoparticles for InSb{110} surface energy shows a larger decrease of the liquidus and phase transition temperatures with the largest deviation for 5 nm particles comparing to the one calculated using the InSb{111} surface energy. In this case, the InSb phase no longer melts congruently. Instead it decomposes through a peritectic reaction at 452 K. Fig. 5 and the phase diagrams in Fig. 4a and also show a change in the eutectic composition on both In- and Sb-rich sides. The In-rich eutectic composition shifts towards higher In content. The Sb-rich eutectic composition follows the same trend except for 80 nm particles where Sb solves about 1.00 at% less In compared to the bulk.

As can be inferred from eqn (5) and (6), the surface energy contribution of nanowires to the Gibbs energy is half of the contribution of nanoparticles. Therefore, a less prominent decrease in liquidus and eutectic temperatures with decreasing size is expected for nanowires. The phase diagram of nanowires with their relevant InSb surface energy, \textit{i.e.} InSb{110}, shows that the melting point of InSb phase decreases to 791.8, 757.3 and 636.7 K for nanowires with radii of 80, 18 and 5 nm,

<table>
<thead>
<tr>
<th>Radius (nm)</th>
<th>Melting point of InSb</th>
<th>In-rich eutectic</th>
<th>Sb-rich eutectic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(T) (K)</td>
<td>In at%</td>
<td>(T) (K)</td>
</tr>
<tr>
<td>Bulk</td>
<td>804.5</td>
<td>99.6</td>
<td>428.1</td>
</tr>
<tr>
<td>Nanoparticles</td>
<td>80</td>
<td>787.1</td>
<td>99.0</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>735.2</td>
<td>98.2</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>548.0</td>
<td>92.8</td>
</tr>
<tr>
<td>Nanowires</td>
<td>80</td>
<td>791.8</td>
<td>99.5</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>757.3</td>
<td>99.2</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>636.7</td>
<td>96.8</td>
</tr>
</tbody>
</table>
respectively, comparing to the bulk melting point of 804.5 K (Fig. 4). The eutectic temperatures also decrease as a function of size. The solubility of In (Sb) in Sb (In) at eutectic temperature increases with decreasing of the radius.

Recently, there has been a few attempts to grow InSb nanowires without using foreign seed particles (usually Au particles). It has been shown that self-seeded InSb nanowires can be grown using either In$_7$,$^9$,$^{10}$,$^{44}$ or Sb seed particles,$^{10}$ by keeping In- and Sb-rich conditions during the growth, respectively. Pendyala et al.$^{10}$ discussed that if the growth conditions operate close to the In-rich eutectic in the In–Sb phase diagram, In-seeded InSb nanowires can be grown. Operating close to the Sb-rich eutectic would result, instead, in growing Sb-seeded InSb nanowires. We believe that the size-dependent In–Sb phase diagram can be useful in understanding the growth mechanism of self-seeded InSb nanowires as well as the thermodynamics of InSb nanoparticles.

The most common nanowire growth mechanism is the Vapor–Liquid–Solid (VLS) growth.$^{45}$ In this mechanism, the gas-phase nanowire materials (usually metal–organic sources) dissolve into the solid seed particles and form a liquid alloy according to the phase diagram. Once the particles are supersaturated, solid nanowires begin to crystallize from the particles. As an example of the application of the size-dependent In–Sb phase diagram, the nucleation process of Sb-seeded InSb nanowires in connection to the phase diagram is illustrated in Fig. 6. The growth of InSb nanowires using the Sb particles has been demonstrated by Pendyala et al.$^{10}$ The nucleation from two particles, a large particle which resembles the bulk and a particle with 10 nm in radius, are compared in the figure. As the size decreases, the Sb-rich eutectic point decreases while the solubility of In in Sb increases. This would eventually lead to a delayed nucleation if the temperature is high enough for decomposition of the metal–organic sources.

As presented here, the size-dependent phase diagrams can be calculated by adding the surface energy terms to a thermodynamic databases. However, there are a few considerations that should be taken into account with this regard. One important point to consider is that to determine the correction factor, $C$, there should be reliable experimental data on the melting point of pure elements (or stoichiometric compounds) as a function of size. In the current assessment, there was no experimental data on the melting point depression of pure Sb nanoparticles/nanowires, therefore one cannot be sure that the reproduced melting points of Sb are in accordance with measured temperatures. On the other hand, there are a few studies on measuring the melting point depression of pure In.$^{38}$–40 However, the measured temperatures can be reproduced with different correction factors. For instance, the experimental melting points of In nanoparticles by Coombes$^{38}$ can be reproduced by $C = 1$ whereas, as it was shown in Section 4.1, the measured temperatures by Zhang et al.$^{40}$ were reproduced by $C = 0.975$. We have used the data by Zhang et al. because the melting points were measured through direct calorimetry measurements, whereas Coombes$^{38}$ and Skripov et al.$^{39}$ have used diffraction techniques for the experiments.

Another point that should be taken into account is the fact that the calculations are also sensitive to the choice of surface energies of pure elements and other phases. For example, there are different expressions for the surface energy of pure components in liquid phase according to different references.$^{34}$,$^{36}$,$^{46}$,$^{47}$ The calculated surface energy using each expression through the Butler equation would result in slightly different composition-dependent surface energies of the liquid alloys. Thus, one should not fully trust the calculated surface energies of the alloys when there is no experimental data to compare with. Our intention in the current work was to use the surface energy expressions of pure In and Sb in liquid and solid phases from the same reference, hence those reported in ref. 34 and 35 were used respectively.

In summary, we have calculated the phase diagram of In–Sb nanoparticles/nanowire for varying radii using the CALPHAD method. The surface energy of the solution phases, liquid and (Sb), were estimated using the Butler equation. The
surface energy of the InSb intermetallic phase was calculated using DFT. There is a shift in the liquidus and eutectic temperatures towards lower temperatures for both nanoparticle and nanowire phase diagrams, the latter being less prominent. The eutectic solubilities of In in Sb and Sb in In increase with a decrease in size of the nanoparticle/nanowire.

### Appendix A. Thermodynamic equations

The Gibbs energy, $G$, of a bulk system is expressed in terms of independent variables, temperature ($T$), pressure ($P$) and number of moles ($n_i$):

$$ G = G(T, P, n_i) $$

The differential form is:

$$ dG = -SdT + VdP + \sum_j \mu_j dn_j $$

where $S$, $V$ and $\mu_i$ are entropy, volume and chemical potential of component $i$, respectively. At constant $P$ and $T$, The bulk Gibbs energy is only a function of composition. However, the Gibbs energy of small systems also includes the surface energy:

$$ dG = -SdT + VdP + \sum_j \mu_j dn_j + \sigma dA $$

where $\sigma$ is the surface energy and $A$ is the surface area. Assuming that the small system is a sphere (with isotropic surface energy), the surface area, $A$, and the volume $V$ are:

$$ A = 4\pi r^2 $$

and

$$ V = \frac{4}{3} \pi r^3 $$

The surface and volume change are given by:

$$ dA = 8\pi r dr $$

and

$$ dV = 4\pi r^2 dr $$

Combining eqn (22) and (23), we have:

$$ dA = \frac{2}{r} dV $$

Assuming that the excess volume is negligible, eqn (24) becomes:

$$ dA = \frac{2}{r} \sum V_i dn_i $$

Inserting eqn (24) into eqn (19), we obtain:

$$ dG = -SdT + VdP + \sum_j \left( \mu_j + \frac{2\sigma V_i}{r} \right) dn_j $$

Correspondingly, the chemical potential of the spherical nanoparticle is:

$$ \mu_i^{\text{nanoparticle}} = \left. \frac{\partial G}{\partial n_i} \right|_{T, P, n_j} = \mu_i^{\text{bulk}} + \frac{2\sigma V_i}{r} $$

The surface area and the volume of a nanowire can be written as:

$$ A = 2\pi r^2 + 2\pi rl $$
where \( r \) is the radius and \( l \) is the length of the nanowire. Assuming that \( r \ll l \), \( dA \) and \( dV \) can be approximated by:

\[
dA = 2\pi rl \quad \text{(30)}
\]

\[
dV = 2\pi rl dr \quad \text{(31)}
\]

The chemical potential of a nanowire can then be expressed by:

\[
\mu_{\text{nanowire}} = \mu_{\text{bulk}} + \frac{\sigma V}{r} \quad \text{(32)}
\]

**Appendix B. DFT calculations**

The primitive unit cells of InSb in (111) and (110) directions are shown in Fig. 7. The corresponding unit cell vectors and fractional coordinates of atoms are listed in Table 3.

**Appendix C. Thermodynamic database**

<table>
<thead>
<tr>
<th>Phase</th>
<th>Gibbs energy, interaction parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>(In)</td>
<td>( G_{\text{In,Terra}}^{\text{nano}} = G_{\text{In,Terra}}^{\text{bulk}} + \frac{2.11341 	imes 10^{-5}}{r} - \frac{3.6754575 	imes 10^{-9}}{T} )</td>
</tr>
<tr>
<td>(Sb)</td>
<td>( G_{\text{Sb,Rhomb}o}^{\text{nano}} = G_{\text{Sb,Rhomb}o}^{\text{bulk}} + \frac{2.47384 	imes 10^{-5}}{r} - \frac{3.638 	imes 10^{-9}}{T} )</td>
</tr>
<tr>
<td></td>
<td>( G_{\text{Sb,Rhomb}o}^{\text{nano}} = G_{\text{Sb,Rhomb}o}^{\text{bulk}} + \frac{2.47939 	imes 10^{-5}}{r} - \frac{4.31198 	imes 10^{-9}}{T} )</td>
</tr>
<tr>
<td></td>
<td>( L_0 = -2.53839 \times 10^{-9} + \left( \frac{15 - 1.26289 \times 10^{-9}}{T} \right) )</td>
</tr>
<tr>
<td></td>
<td>( L_1 = -1.02419 \times 10^{-9} + \frac{1.33358 \times 10^{-10}}{r} )</td>
</tr>
<tr>
<td></td>
<td>( L_2 = -9.18196 \times 10^{-9} - \frac{1.71243 \times 10^{-10}}{T} )</td>
</tr>
<tr>
<td></td>
<td>( G_{\text{In,Liq}}^{\text{nano}} = G_{\text{In,Liq}}^{\text{bulk}} + \frac{1.85878 	imes 10^{-5}}{r} - \frac{9.301 \times 10^{-10}}{T} - \frac{2.8460 \times 10^{-13}}{T^2} )</td>
</tr>
<tr>
<td></td>
<td>( G_{\text{Sb,Liq}}^{\text{nano}} = G_{\text{Sb,Liq}}^{\text{bulk}} + \frac{1.3670984 \times 10^{-5}}{r} + \frac{3.54756 \times 10^{-10}}{T} - \frac{2.44 \times 10^{-13}}{T^2} )</td>
</tr>
<tr>
<td></td>
<td>( L_0 = -25631.2 - \frac{5.15057 \times 10^{-6}}{r} + \left( \frac{102.9324 + 3.94244 \times 10^{-9}}{T} \right) )</td>
</tr>
<tr>
<td></td>
<td>( L_1 = -2115.4 - \frac{4.50409 \times 10^{-7}}{r} + \left( \frac{-1.31907 + 1.22668 \times 10^{-9}}{T} \right) )</td>
</tr>
<tr>
<td></td>
<td>( L_2 = 2908.9 + \frac{4.74066 \times 10^{-7}}{r} - \frac{1.66352 \times 10^{-10}}{T} )</td>
</tr>
<tr>
<td>InSb</td>
<td>( G_{\text{InSb,(111)}}^{\text{nano}} = G_{\text{InSb}}^{\text{bulk}} + \frac{3.56321 \times 10^{-5}}{r} - \frac{4.5052 \times 10^{-9}}{T} )</td>
</tr>
<tr>
<td></td>
<td>( G_{\text{InSb,(110)}}^{\text{nano}} = G_{\text{InSb}}^{\text{bulk}} + \frac{4.8329 \times 10^{-5}}{r} - \frac{4.5052 \times 10^{-9}}{T} )</td>
</tr>
</tbody>
</table>
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