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Studies on information processing and learning properties of neuronal networks would benefit from

simultaneous and parallel access to the activity of a large fraction of all neurons in such networks. Here,

we present a CMOS-based device, capable of simultaneously recording the electrical activity of over a

thousand cells in in vitro neuronal networks. The device provides sufficiently high spatiotemporal resolution

to enable, at the same time, access to neuronal preparations on subcellular, cellular, and network level.

The key feature is a rapidly reconfigurable array of 26400 microelectrodes arranged at low pitch (17.5 μm)

within a large overall sensing area (3.85 × 2.10 mm2). An arbitrary subset of the electrodes can be simulta-

neously connected to 1024 low-noise readout channels as well as 32 stimulation units. Each electrode or

electrode subset can be used to electrically stimulate or record the signals of virtually any neuron on the

array. We demonstrate the applicability and potential of this device for various different experimental para-

digms: large-scale recordings from whole networks of neurons as well as investigations of axonal proper-

ties of individual neurons.
1. Introduction

To understand how neuronal networks perform information-
processing tasks, such as information storage and learning, it
is desirable to have means to simultaneously record the elec-
trical activity of many single neurons and to stimulate defined
neurons at the same time. There are growing efforts to record
from ever larger networks of neurons1 with the ultimate aim
of recording from complete brains.2 Having simultaneous
access to the activity of virtually every cell in a network will
lead to a much better understanding of the functional con-
nectivity underlying such networks,3 and of how the connec-
tions within such a network change over time and exhibit
plasticity.

Besides the collective activity of cell assemblies, cellular
features, such as synaptic plasticity4 or intrinsic excitability,5

are also relevant for information processing in neurons.
Recent evidence suggests that more subtle cellular aspects,
such as axonal information processing,6 changes in propaga-
tion velocities,7,8 and changes in spike shapes,9 may
contribute to a rich set of modalities for tuning population
dynamics. Thus, information processing in neurons at the
network level also depends on properties of individual cells.

Commercially available microelectrode arrays (MEAs) are
an established technology for recording from networks of
neurons.10,11 However, due to their limited spatial resolution
(pitch >30 μm) and number of electrodes (usually less than
300), such passive MEAs typically do not allow for recording
from targeted individual neurons in large networks. Recently,
a different class of MEAs, based on complementary metal-
oxide-semiconductor (CMOS) technology, has been developed
to address some of these issues.12–17 By integrating circuitry
on the same substrate as the recording electrodes, CMOS
MEAs can overcome some of the inherent limitations of pas-
sive MEAs. Most importantly, CMOS MEAs allow for overcom-
ing the connectivity problem so that thousands of microelec-
trodes can be arranged at high spatial resolution through
using multiplexing techniques, whereby electronic switches
are employed to access shared signal wires. This approach
drastically reduces the number of required interconnections
between electrodes and amplifiers, thus allowing for a more
effective use of available routing area. By integrating the
amplifiers and analog-to-digital converters (ADCs) on the
same substrate as the electrodes, the number of off-chip con-
nections can also be reduced, since the digitized signals can
be sent off-chip sequentially through only a small number of
, 2015, 15, 2767–2780 | 2767
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connections. Moreover, since the signals are amplified and
filtered close to the signal source, the influence of noise
picked up during signal transmission is minimized. However,
CMOS MEAs developed so far are limited either in noise per-
formance,12,13,18 spatial resolution,12,19 or suffer from a com-
parably low readout channel count.20

In this work, we present a CMOS-based high-density MEA
(HD-MEA) device capable of recording and stimulating with
bidirectional microelectrodes at high spatial resolution and
high signal-to-noise ratio. We circumvent the tradeoff between
electrode pitch and readout noise performance by further advanc-
ing an approach of Frey et al.14 Instead of packing read-
out circuitry underneath each electrode, we use the available
area below the electrodes to implement programmable rout-
ings of electrodes to readout channels. Placing the readout
and stimulation units at the periphery of the sensor array
decouples (i) the electrode pitch from area constraints for
readout and stimulation circuitry and (ii) the number of read-
out and stimulation units from the available number of
electrodes. This enables us to implement a large sensing area
(8.09 mm2), suitable for placement of, for example, large acute
preparations including retina patches or brain slices. Compared
to ref. 14, the device design here features 8 times more parallel
readout channels (1024 total), more than twice as many
microelectrodes (26 400), and an increased flexibility to freely
choose specific recording sites or subsets of those. Furthermore,
fivefold-larger contiguous patches of neighboring electrodes
(23 × 23 electrodes ≅ 402 × 402 μm2 ≅ 0.16 mm2) at arbitrary
positions can be connected to readout channels, and every
individual electrode can be electrically stimulated.

The pivotal feature of our new device is the large flexibility
in configuring the electrodes, as various biological prepara-
tions have distinct requirements in terms of distribution of
recording sites and spatial resolution. Some preparations,
such as networks of cultured neurons, may require sparsely
distributed recording spots, whereas retinal patches with
densely packed ganglion cells, for example, will require high-
density arrangements to resolve the populations of different
cell types that form mosaic-like repetitive structures.21

We demonstrate that the CMOS-based HD-MEA presented
here is well suited to accommodate such different prepara-
tions in that it allows for selection of the most suitable
electrodes for a particular experiment. The details of the
device circuitry have been described,22 so that we only briefly
abstract the CMOS HD-MEA circuitry here, while we focus on
the details of the flexible-system architecture and on demon-
strating the related device performance. In particular, we will
show how the device can be used to record at different levels
of spatial resolution from neuronal preparations grown or
placed over the electrode array. Once a preparation overview
has been gained by systematically scanning the full array, all
putative single neurons of the preparation can be identified,
and global recordings on, e.g., the network level can be
performed. It will be demonstrated how the flexibility in
recording electrode selection helps to improve spike sorting
yield and permits the recording of neuronal activity with
2768 | Lab Chip, 2015, 15, 2767–2780
fewer electrodes than targeted neurons. Techniques to find
and record from subcellular structures, such as axonal arbors
of single neurons, will be presented and used to analyze the
propagation of axonal action potentials.23 Finally, the array
performance will be demonstrated by stimulating an axonal
segment with electrical pulses while tracking the evoked
neuronal activity over multiple axonal branches of the same
neuron at high spatial resolution over a distance exceeding
1.5 mm.

2. Materials and methods
2.1. Microelectrode array

The CMOS device as depicted in Fig. 1 features an active
sensing area of 3.85 × 2.10 mm2 with 26 400 platinum micro-
electrodes. The electrodes are arranged in a grid-like configu-
ration with a center-to-center pitch of 17.5 μm, yielding an
electrode density of 3265 microelectrodes per mm2. Below
each of the 9.3 × 5.45 μm2 platinum electrodes are two SRAM
cells and switches, which can be used to (i) connect
the electrode to one out of 12 metal tracks and (ii) connect
two different metal tracks together. Below all electrodes, a
matrix consisting of a total of 86 000 switches has been
implemented, which is controlled by 59 000 SRAM cells.24

This matrix is instrumental in connecting arbitrary subsets of
electrodes to the readout and stimulation units residing at
the periphery of the sensing area. In order to increase routing
flexibility and to accommodate for potentially arbitrary
electrode-to-readout mappings, routing wires are on average
420 μm long. Every wire connects through switches to at least
four other wires, so that possible routing options grow expo-
nentially with every additional wire in the routing path. For
instance, one electrode has at least 256 (4 × 4 × 4 × 4) differ-
ent options to transmit signals through a 1680 μm (i.e.
4-wire)-long path. Having many different options for a given
electrode's routing path enables efficient and flexible use of
resources (such as switches and wires) for realizing a large
variety of potential electrode configurations. Due to the
available area for wiring, the largest number of adjacent
electrodes in a configuration includes a contiguous block of
23 × 23 electrodes, in an area of 402 × 402 μm2 at arbitrary
positions of the 3.85 by 2.1 mm2 array. Multiple such high-
density blocks (e.g., 23 × 23 plus 22 × 22) can be selected
simultaneously.
2.2. Reconfiguration of the microelectrode array

To accommodate different experimental needs, the micro-
electrode array can be reconfigured within milliseconds.
Fig. 2A shows a subset of the array with its electrodes,
switches, and wires used to implement the flexible routing.
Fig. 2B shows an example mathematical graph representing a
drastically simplified part of the array. In this example, three
out of the four available electrodes can be connected to read-
out channels by closing the appropriate switches. As it is
impossible to manually determine the best routing paths
This journal is © The Royal Society of Chemistry 2015
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Fig. 1 System Architecture. CMOS MEA system architecture. (a) Micrograph of the CMOS device (10.1 × 7.6 mm2). The 1024 readout channels are
arranged at the top and bottom of the 3.85 × 2.10 mm2 microelectrode array. The 32 stimulation units (S) are located on the left and right side of
the array. (b) Block diagram of the implemented circuitry. A close-up view into the electrode array shows details of one individual pixel including
the 9.3 × 5.45 μm2 platinum electrode, a two-bit SRAM cell, and two switches.

Fig. 2 Reconfigurable Electrode Array. (a) Schematic of the wiring in a part of the array. Light gray squares represent electrodes; black squares
represent switches controlled by SRAM cells. Buses of 6 horizontal and 6 vertical wires are arranged per row and column. The area highlighted
with the red square corresponds to one pixel unit. (b) Simplified mathematical graph showing a drastically reduced subset of the array. Three of
the four electrodes picking up neural signals are connected through a set of switches and wires to three readout channels by closing the
respective switches. (c) Flow chart of a typical experiment run. After choosing 1024 out of 26400 electrodes, the hardware is mapped into a
mathematical graph representing the array. Within this graph, an integer linear programming (ILP) max-flow min-cost problem is solved, and opti-
mal signal routing paths are determined. The corresponding switch configuration is then downloaded into the CMOS MEA, and neural activity can
be recorded. Once the activity on all 26400 electrodes has been analyzed, best-suited recording electrode candidates are determined so that the
final experiment can be performed.
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from all 1024 selected electrodes to the respective readout
units, a custom software algorithm has been developed to
calculate optimum routing paths and to set the states for all
86 000 switches. Fig. 2C shows a flowchart of the steps
involved to record from a certain, freely selectable subset of
all available 26 400 electrodes. First, custom software maps
the electrode array into a mathematical graph. Each electrode
and wire is represented as a node in the graph, and each
switch as an arc between two nodes. Then, an integer linear
programming (ILP) algorithm optimizes a max-flow min-cost
This journal is © The Royal Society of Chemistry 2015
problem,14 i.e. the number of readable recording electrodes
is maximized (max-flow), while the number of used resources
(switches, wires) is minimized (min-cost). To this end, the
algorithm needs to apply a set of constraints, such as (i) each
assigned electrode is a signal source, (ii) every available read-
out channel is a signal sink, and (iii) no more than one
routing signal is allowed per node and arc. Once the algo-
rithm found a solution to the constrained optimization, the
serial interface of the CMOS MEA is employed to download
the configuration to all switches in the chip, and neural data
Lab Chip, 2015, 15, 2767–2780 | 2769
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can be recorded. As depicted in Fig. 2C, a typical experimen-
tal session consists of iterative execution of the flowchart.
The operator chooses initial sets of 1024 electrodes either
randomly, according to some scanning scheme, or manually.
Neural activity, as captured by these electrodes, is analyzed
for measures such as firing rate, signal amplitude, or
response characteristics to a given stimulus. Once an over-
view over the preparation under study has been attained, the
most appropriate electrodes can be selected, and the actual
experiment can be performed.

2.3. Readout and stimulation units

The 1024 readout channels consist of three amplification
stages, providing a programmable total gain of up to 78 dB
for the accommodation of a wide range of different signal
amplitudes.22 The first stage includes a 1.4 pF input capaci-
tance to provide AC coupling and to filter the offset and low-
frequency drift in the electrode potential. The second stage
implements a digitally-assisted offset compensation scheme
to cancel output offset of the first stage. Anti-aliasing low-
pass filtering is implemented through the second and third
stage. The input-referred readout noise in the action-
potential signal band (300 Hz–10 kHz) is 2.4 μVrms.

22 The
amplified and band-pass filtered signals are sampled at
20 kHz with 1024 on-chip 10 bit analog-to-digital converters
(ADCs). By digitizing the signals on-chip, digital codes can be
multiplexed and transmitted off-chip. In contrast to analog
signals, digital signals are very resistant to interference noise
that may be caused by nearby measurement equipment or
culturing incubators. Each packet of data is protected with a
cyclic redundancy code (CRC) checksum to detect data
corruption.

A total of 32 stimulation buffers,25 capable of providing
arbitrary voltage or current-controlled stimulation waveforms,
resides at the left and right side of the sensing area. The
stimulation units can be connected to an arbitrary selection
of electrodes. Multiple electrodes can be connected together
to form larger stimulation patches.26,27 Although featuring
low static power consumption, the buffers can drive loads as
large as 11 nF, while a signal rise time below 50 μs for a 2.5 V
step is preserved. This load corresponds roughly to 200–500
connected Pt bright electrodes or 5–20 Pt black electrodes,
depending on the electrode impedances. In current mode, the
deliverable current can be as large as 50 μA at a resolution of
2 nA. Three digital-to-analog converters (DACs) can be
programmed to provide independent stimulus waveforms. In
an alternative stimulation mode, the output voltages of the
DACs can be kept fixed, but the input of the stimulation
buffers can be switched between the available DAC voltages.
This allows for implementation of independent waveforms
for each of the 32 stimulation units with arbitrary phase
timing but fixed voltage or current amplitudes.

2.4. Fabrication and post-processing

The CMOS device has been fabricated in a 0.35 μm tech-
nology (2P4M) and post-processed at wafer level to (i)
2770 | Lab Chip, 2015, 15, 2767–2780
produce long-term stable Pt-electrodes and to (ii) further
enhance the passivation layer to protect the circuitry against
culturing media. During the same post-processing step, a Pt-
thermoresistor was fabricated, which allows for measuring
the temperature at the chip surface during experiments in
order to strictly preserve physiological temperatures. The
post-processing steps have been abstracted before.24 In brief,
Si3N4 was first deposited by means of plasma-enhanced
chemical vapor deposition (PECVD), and the pads and
electrodes were subsequently re-opened through reactive-ion
etching (RIE). Next, TiW (50 nm), for promotion of adhesion,
and Pt (270 nm), as electrode material, were ion-beam-
deposited and then patterned by using an ion-beam etching
step. A 4-layer 1.6 μm-thick passivation stack, consisting of
alternating SiO2 and Si3N4 layers was deposited by PECVD;
finally, a re-opening of the platinum electrodes was achieved
through an RIE step. The top-metal layer below the electrode
openings is free of features to provide flat structures and to
ensure good connectivity and adhesion of the post-processed
Pt-layer.

2.5. Chip preparation

Once the wafers were post-processed, and diced, the chips
were bonded to custom printed-circuit boards (PCBs). A bio-
compatible epoxy was used to encapsulate the bond-wires
and PCB tracks in order to protect them from the culturing
media. This packaging makes the devices stable and suitable
for experiments involving culturing of cells over periods of
months. To reduce the impedance of the microelectrodes, Pt-
black was electrochemically deposited on the electrodes.19

The on-chip Pt thermoresistor was calibrated by using a two-
point calibration procedure.

2.6. Culturing and imaging

Cortical neurons and glia were grown over the CMOS-MEA to
test the performance of the system. Briefly, E18 rat cortices
were dissociated enzymatically in trypsin (Invitrogen), followed
by mechanical trituration. A layer of polyĲethyleneimine)
(Sigma) and a layer of laminin (Sigma) were used to adhere
between 20 k to 40 k cells. The media used for plating
consisted of 850 μL of Neurobasal, supplemented with 10%
horse serum (HyClone), 0.5 mM GlutaMAX (Invitrogen), and
2% B27 (Invitrogen). After 24 hours, the plating medium was
changed to growth medium: 850 μL of DMEM (Invitrogen),
supplemented with 10% horse serum, 0.5 mM GlutaMAX,
and 1 mM sodium pyruvate (Invitrogen). Prior to experimen-
tation, cultures matured for 3 to 4 weeks, and experiments
were conducted inside an incubator to control environmental
conditions (36.5 °C and 5% CO2). All animal handling proto-
cols were approved by the Basel Stadt veterinary office
according to Swiss federal laws on animal welfare. To visual-
ize clusters of neurons grown on the HD-MEA, cells were
sparsely transfected with a human synapsin I promoter driv-
ing DsRedExpress from the Callaway laboratory, Salk Insti-
tute, La Jolla, USA (Addgene plasmid 22909) with
This journal is © The Royal Society of Chemistry 2015
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Lipofectamine 2000 (Invitrogen 11668). After experiments,
cell cultures were fixed in 4% paraformaldehyde (Invitrogen)
in PBS (phosphate-buffered saline; Sigma) and permeabilized
(0.25% Triton X-100 (Sigma) in PBS), Then, the primary anti-
body to MAP2 (Abcam ab5392) diluted 1 : 500 in PBS with 1%
BSA (bovine serum albumin; Sigma) and 0.1% Tween20 was
added and left overnight at 4 °C on a shaker at low speed.
The secondary antibody containing Alexa Fluor 647
(Invitrogen A21449), diluted to 1 : 200, was applied for 1 h at
room temperature in the dark. A Leica DM6000 FS micro-
scope with a 10× long-working-distance objective lens and a
Leica DFC 345 FX camera were used to collect images at
room temperature. For further details see ref. 23.
2.7. Single cell identification

The extracellular field of a single neuron can be measured up
to tens of micrometers away from the soma.20,28,29 Due to the
densely spaced microelectrodes, multiple electrodes usually
record the extracellular field potential of a single neuron.
Exploiting this fact facilitates the task of assigning extracellu-
larly recorded field potentials to individual neurons.30 As it is
computationally intractable to process all thousand channels
at once, prior to analysis, the recording electrodes were
clustered into groups of up to 16 neighboring electrodes.
Spike identification and sorting was performed within these
electrode groups, and, subsequently, spike trains of neurons,
present in more than one electrode group, were merged based
on (i) the Euclidean distance of the extracellular field poten-
tial and (ii) the similarity in the spike train time stamps.

Analysis within these electrode groups was carried out as
follows. First, traces were band-pass filtered (300–2500 Hz).
Then, spikes were identified when the negative voltage peak
crossed a threshold, which was set to 4.5 times the standard
deviation of the noise.31 Spike waveforms were cut out from
2 ms before to 3 ms after reaching their negative peak values
on all electrodes of the corresponding group. The cut out
traces were first up-sampled 8 times and subsequently
aligned with respect to the negative peaks. Principal compo-
nent analysis (PCA) was performed on the concatenated wave-
forms to reduce dimensionality of the data, and principal
components were clustered by fitting a mixture of Gaussians
through an expectation maximization (EM) algorithm as fur-
ther described in ref. 32.

Once spike times for the individual neurons have been
identified, the spike triggered average on all 1024 recorded
electrodes (the extracellular electrical signature of one single
neuron on all electrodes, on which it is visible, is sometimes
denoted electric ‘footprint’) has been estimated by re-extracting
and averaging the events from the raw data, which now have
been band-pass filtered between 100 and 9000 Hz.

It frequently happens that two nearby neurons spike
simultaneously, or very shortly after one another, causing
overlapping electrical fields. Depending on the exact relative
timing of the overlaps, this causes significant distortions to
the recorded traces, and spike sorting becomes more
This journal is © The Royal Society of Chemistry 2015
difficult. However, unless the cells are active multiple times
with the exact same relative timing, the overlaps will not pro-
duce the same compound waveform shape so that during the
clustering process, these overlaps can be identified as out-
liers and discarded. Although there have been techniques
developed to address this problem,33–36 we decided to discard
such events, as we were primarily interested in reconstructing
the accurate extracellular electric footprint for every single
cell and not in reconstructing the exact spike train for each
cell. To this end, we computed the spike-triggered-average
(STA) for single cells by taking the median over many time-
aligned AP occurrences.

When long recordings were analyzed (on the range of tens
of minutes to hours), a slightly different approach was used,
since overlaps may occur frequently, to the extent that they
form their own clusters and are erroneously identified as
neurons. For the first few minutes of the recordings, the clus-
tering process described above was applied, but then tem-
plate matching was performed on the remaining data using
the extracted electrical footprints as templates.35,37

2.8. Identification of axonal arbors

The large sensing area and the large amount of microelec-
trodes allow for electrical identification of potentially large
axonal arbors of single cells. Compared to the relatively large
amplitudes of extracellular somatic signals (hundreds of μV),
signals from axons are very small and often buried in noise
(on the order of a few μV's). Therefore, a special technique
must be applied in order to reveal such axonal signals. Once,
somatic APs of a single cell have been identified through
spike sorting, the axonal arbor of this cell can be
reconstructed by spike-triggered-averaging of multiple
instances of single axonal APs to reduce the influence of
uncorrelated noise. Since not all electrodes can be read out
at the same time, a scheme to scan through all electrodes is
employed. To this end, a few electrodes recording with the
best available signal-to-noise ratio (SNR) are used to continu-
ously record from the soma of a given cell, while the
remaining recording channels are used to consecutively scan
the activity on all other electrodes. Template matching is
performed on the fixed electrodes to identify spike timings of
the single cell (see 2.7. Single cell identification). Averaging
of all identified events reduces noise and helps to reveal elec-
trical signals originating from small neurites far away from
the cell body.23 For robustness and to eliminate outliers (in
this case spikes from other neurons), the median was calcu-
lated instead of the mean.

3. Results

We used the HD-MEA to analyze information processing in
neuronal networks at different scales of spatial resolution.
First, a coarse overview of the neuronal network was
obtained. At the next level of higher resolution, a smaller area
of the network was examined and analyzed in more detail,
revealing many spatially overlapping different single neurons.
Lab Chip, 2015, 15, 2767–2780 | 2771
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A fluorescence image of a MAP2 staining of the respective cell
culture provided the correlations between electrical record-
ings and optical imaging. Finally, at the highest resolution,
subcellular properties of single neurons were identified,
showing axonal arbors spanning over all the active sensing
area. Furthermore, precise and spatially-confined electrical
stimulation was used to evoke electrical activity of individual
axons. When an axon is stimulated, the elicited AP can be
tracked as it propagates down the axonal arbor through sev-
eral different branches. As outlined above, the HD-MEA
architecture is designed in a way that electrodes are not
equipped with individually dedicated amplifiers. Instead an
arbitrary subset out of all electrodes is connected to 1024
low-noise readout channels (including amplifiers), residing at
the periphery of the sensing area (see Methods). Thus, before
information processing in the neural network can be ana-
lyzed, the most suitable electrodes must be chosen; the
respective selection strategies are described below.

3.1. Network-wide analysis

Recording of electrical activity on all electrodes gives an activ-
ity map of the biological preparation and reveals areas with
2772 | Lab Chip, 2015, 15, 2767–2780

Fig. 3 Network of cortical neurons. Network of cortical neurons grown o
potential firing rate as measured by each electrode and displayed on a loga
electrodes used for recording of the network activity. (b) Representation o
sorting the signals of high-density electrode configurations. A circle is draw
tude of the electrical signals of a cell footprint exceed −4.5 standard devia
amplitude of the most negative peak for each neuronal electrical footprint.
Fig. 4. (c) Fluorescence image of transfected cells. Transfection ratio was a
subset of all cells lights up; clearly visible are clusters of neurons and the tr
of activity for all 1024 recording channels. The red marker indicates the ti
38.8 seconds, waves of activity propagate through the network. The histogr
no activity, which can be excluded from further analysis. Ini-
tially, dense blocks of electrodes were scanned through the
array, and activity was recorded for 2.5 minutes for each such
block. To cover all 26 400 electrodes, 27 different configura-
tions were used. After the data were recorded, a threshold-
crossing algorithm, applied offline, identified spike timings.
In Fig. 3A the neural spiking activity on each electrode is
presented on a logarithmic gray scale between 1 Hz and 2
kHz. Areas with no detectable electrical signals can be
excluded from further analysis, and the available recording
channels can be focused on areas exhibiting activity.

Once areas with active neurons have been identified, the
readout channels can be connected to electrodes most suit-
able for recording from many neurons in parallel. To gener-
ate a suitable recording electrode selection, one of two strate-
gies was applied: In the more time-consuming strategy,
single electrodes were carefully chosen to record reliably and
in parallel from as many cells as possible. The electrodes were
selected in a way to maximize the number of recorded neurons
and to minimize redundancies in recordings. This approach
requires careful analysis of all neuronal footprints and is com-
putationally intensive. It is further described in section 3.4.
This journal is © The Royal Society of Chemistry 2015

ver the 3.85 × 2.10 mm2 microelectrode array area. (a) Average action
rithmic gray-scale between 1 Hz and 2 kHz. Red dots indicate the 1024
f all 2000 individual single cells that could be identified through spike
n around each detectable cell and indicates the level where the ampli-
tions of the electrode noise. The color-coding indicates the maximum
The red rectangle indicates the area used for further analysis shown in
round 5% (according to the manufacturer) of all cells; therefore, only a
acks of interconnecting neurite bundles. (d) Raster plot of 100 seconds
me period shown in the close up view to the right. Between 38.7 and
am at the top shows the number of spikes per time bin.
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Alternatively, a more heuristic approach can be employed
by first estimating the cell density from the activity map. In
the presence of dense neurons with spatially overlapping
extracellular field potentials, a single electrode picks up
electrical activity from more than one neuron. Thus
electrodes recording high activity and many APs short after
each other, i.e., within less than a single cells refractory
period (between 1.5 ms and 3 ms), indicate overlapping
extracellular action potentials from multiple cells and may
indicate areas with high cell densities. Previous experiments
done with tetrodes38 have shown that the spike-sorting yield
of locally-dense electrode clusters is markedly better than
distributing the readout sites into isolated spots. Because
the extracellular electric fields rapidly decay in amplitude
with increasing distance,39 the fields of neighboring neu-
rons can be distinguished on nearby electrodes, which helps
to capture shapes of field potentials of individual neurons
more reliably. To maximize the number of recorded single
cells, active recording sites have, therefore, been arranged
in several hundred locally-dense, globally-sparse electrode
clusters.

The red dots in Fig. 3A represent a configuration of
locally-dense, globally-sparse distributed clusters of 1024
electrodes used to record from the neuronal network. Follow-
ing application of this configuration of electrodes, 1105 cells
could be identified after spike sorting. Fig. 3D shows a raster
plot of 100 seconds recorded with the 1024 electrodes
highlighted in Fig. 3A.
3.2. Single-cell analysis

The previously recorded data obtained from blocks of
densely-spaced electrodes was spike-sorted to yield not only
temporal information about individual neuron spike timings
but also the spatial distribution of single-cell extracellular
electrical action potentials, termed “footprints,” as described
in the section 2.6. Two distinct temporal network states were
observed: one with the majority of cells spiking sparsely in
time and weakly correlated with each other; the second state
was one in which most cells of one cell cluster were bursting
and thus were synchronously active. It is difficult to identify
single-cell activity, when all neurons are active at the same
time, due to their strongly overlapping electrical fields. To
reduce the number of overlapping extracellular action poten-
tials and to, thereby, obtain best sorting performance, only
time periods with no or small cell-cluster bursts involving no
more than a few tens of cells were analyzed (for identification
of bursts, see also ref. 40). For visualizing extracellular AP
footprints (Fig. 3B), a contour line was plotted in regions
where the electrical activity signals of that cell exceeded 4.5
standard deviations of the noise threshold, to indicate
electrodes capable of picking up the signal from that cell.
With spike sorting, an estimated total of 2000 neurons could
be identified in the culture shown in Fig. 3. From Fig. 3A–C,
it is apparent that cells in this culture aggregated into clus-
ters of densely-packed neurons. The activity map, as well as
This journal is © The Royal Society of Chemistry 2015
the spike-sorted overview (Fig. 3A, B) matches closely to the
fluorescence image of the culture in Fig. 3C. Furthermore, it
can be seen from Fig. 3C that these islands of cell clusters
are interconnected with tracks of neuronal processes; see also
section 3.5.

3.3. Correlation of electrical activity with fluorescence imaging

To prove correct identification of single cells, the electrical
activity data have been compared to the fluorescence image
of a MAP2 immunostaining of the respective cell culture.
Through staining, the cell bodies and dendrites become fluo-
rescent and can be imaged on top of the array with a micro-
scope. As can be seen in Fig. 4A, the spike-triggered averages
(STA) of the action potentials of a single cell align with the
fluorescently marked cell bodies. The largest voltage signal is
not necessarily at the cell body but offset towards the axon
initial segment, which has the highest ion-channel density.
The cell in the upper left corner (STAs plotted in green)
exhibits action potentials with very large amplitudes. The
largest peak-to-peak signal of this cell has an amplitude of
almost 3 mV and is recorded on the electrode labeled with
“5”. The very same same cell exhibits electrical activity with
large amplitudes even at electrodes quite distant from the
soma (more than 180 μm), which can be assigned to the axon
of this cell (see section 3.5).

3.4. Determination of best recording electrodes

A procedure to determine the smallest number of necessary
electrodes that are optimal for recording from a given set of
neurons was developed. In order to simultaneously record
from as many neurons as possible, only electrodes strictly
needed to properly identify neurons should be allocated for
recording and connected to readout channels. When
zooming into the culture of Fig. 3 within the area marked
with the red frame in Fig. 3B, electrical footprints of at least
five overlapping cells are revealed. Fig. 5A shows these five
cells with their STA signal on all electrodes where the ampli-
tude of their action potential exceeds the 4.5 std noise
threshold. As the neurons in this cell cluster exhibit
overlapping electrical activity in space as well as in time,
proper cell identification is difficult, and spike-sorting
algorithms are challenged. However, spike sorting is most
effective when the activity of a cell is recorded on many
electrodes, which is made possible by the high spatial
electrode density. Each of the five neurons could be detected,
on average, on 45 electrodes on which their signal ampli-
tudes exceeded 4.5 std noise levels. For two neighboring neu-
rons (e.g., the red and the green shapes in Fig. 5A), the
recorded signals might differ only marginally on a single
electrode. But by taking together many small differences
from many electrodes, the cumulative difference gets more
significant, and activities of these two cells can more reliably
be differentiated.

Thus, in a first step, all 209 electrodes below these five
neurons were used for recording AP activity. Since AP events
Lab Chip, 2015, 15, 2767–2780 | 2773
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Fig. 4 Electrical activity superimposed to a MAP2 staining of the neurons. (a) The electrical activity of three neurons is superimposed to a
fluorescence image of a MAP2 staining of the cell culture in the respective area. Spike-triggered averages of signals from 3 different neurons over
50 trials are drawn in green, red and blue. Averaged traces are only displayed for electrodes with a peak-to-peak signal amplitude exceeding
50 μV. The activity of a single cell can be recorded on fairly distant electrodes. Particularly, the green traces exhibit signals of very large amplitudes
(almost 3 mV peak-to-peak), and putative axonal signals can be seen at electrodes at more than 180 μm distance from the soma. The red set of
signal traces exhibits the largest negative peak value in the 4th row, 9th column and features signals with negative peaks in the first row and
signals with positive peaks in the 8th row. (b) Sixty milliseconds of raw data as recorded on the five electrodes marked with arrows and numbers in
(a). At least three individual spikes can be identified in this period. The activities of the single cells can be recorded through multiple electrodes.
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were recorded with approx. 45 electrodes per neuron, spike
sorting could be performed with relatively high reliability,
and its results were considered the ground truth for further
analysis.30,41 The waveforms for 100 AP occurrences per neu-
ron and for each electrode were aligned in time, and data
between 2 ms before and 3 ms after the AP peak were cut
out. Next, all 1.45 million different combinations of choosing
3 out of 209 electrodes were sampled, and their spike-sorting
performances were analyzed. To this end, the 100 AP wave-
forms for each neuron together with 100 noise waveforms
(to accommodate for the case of no AP) were taken from each
electrode. Next, PCA was performed on the concatenated
waveforms to reduce dimensionality and, subsequently, the
first 10 PCs were clustered with the k-means algorithm.42

Since it is a priori known that there should be 6 different
clusters, i.e., the 5 neurons plus the white noise, k-means was
performed with k = 6. As the k-means algorithm has a sto-
chastic component, which can mistakenly lead to correct
classifications by chance, the clustering was repeated
10 times, and the most frequently occurring solution was
chosen. For each electrode combinations, the number of
correctly classified AP waveforms that could be clustered was
analyzed. If multiple electrode combinations performed
equally well, the one that also provided the best cluster sepa-
ration, as quantified by the median of the silhouette coeffi-
cients,43 was chosen. Fig. 5A indicates the three best-
performing electrodes, marked with black and yellow circles.
In Fig. 5B, the STA for all five neurons on these three
electrodes is shown. It is apparent that the shapes provide
good separability, which can also be seen from the clustering
results in the PCA space in Fig. 5C, D. This procedure was
2774 | Lab Chip, 2015, 15, 2767–2780
repeated iteratively by choosing 1, 2, 4 or 5 out of 209
electrodes. Instead of analyzing the clustering results in the
PCA space, other measures, such as Fisher information,
could be used.44 Fig. 5G shows the best achievable spike-
sorting performance for the different numbers of selected
electrodes. It is no surprise that the electrodes yielding the
largest peak signals for the respective neurons are chosen
upon searching for the 5 optimally placed electrodes (see
ESI† Fig. SF1_e). This selection result is in accordance with
intuition. It is worth noting, however, that upon choosing a
subset of electrodes to identify different cells, in particular,
when the electrode number is smaller than the number of
neurons to be distinguished, the electrodes that record the
largest spike amplitudes are not necessarily chosen; rather,
those that collectively provide best separability for all neu-
rons are selected.

With 3 electrodes and more, performance saturates at
100% correctly classified APs, and, therefore, the three
electrodes indicated in Fig. 5A are sufficient to record the
activities of these five neurons. Hence, it is possible to reli-
ably record from a number of neurons that exceeds the num-
ber of available electrodes. Figures with more clustering and
electrode selection results are shown in the ESI,† SF1.
3.5. Subcellular-resolution analysis

The minute extracellular signals of the axonal arbor of a sin-
gle cell can be identified and tracked over the large sensing
area of the HD-MEA by spike-triggered averaging of the elec-
trical signals. The method described in section 2.8 was
applied, where three electrodes capturing the electrical signal
This journal is © The Royal Society of Chemistry 2015
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Fig. 5 Single-cell resolution. The electrical activity of five neurons has been identified and spike-sorted with 209 electrodes. Subsequently, the
performances of all combinations of selecting 3 out of 209 electrodes were analyzed in terms of correctly classified APs. Refer to text for a
detailed discussion of the procedure. (a) Spike-triggered averages of five identified neurons with overlapping electrical footprints. For each neuron,
a circle is drawn where the amplitude of their electrical signal exceeds a threshold of 4.5 standard deviations of the noise level. Black-yellow cir-
cles indicate the three electrodes yielding best sorting performance. (b) Spike-triggered average waveforms recorded with the three electrodes
marked in (a). (c) Principal component (PC) projection of 500 AP waveforms recorded with the three electrodes marked in (a). The PC projection is
used for clustering. (d) First six PCs of all 500 AP waveforms. Color coding of the neurons is identical for all subfigures. (e) Distribution of perfor-
mances for all 1.45 million tested electrode combinations. A considerable fraction yields more than 95% correct classifications. (f) Distribution of
medians of the silhouette coefficients for all 1.45 million tested electrode combinations for the clustered waveforms as in (c). (g) Comparison of
the best achievable spike-sorting performance for different numbers of electrodes. With just one electrode, only about 65% of all APs can be cor-
rectly classified. With three electrodes and more, the performance saturates at 100%, thus three electrodes chosen at suitable spots are sufficient
to reliably record and distinguish the signals from the five neurons displayed in (a). The supplementary material contains more figures that show
the analysis for one, two, four and five out of 209 selected electrodes (see ESI,† SF1_a–SF1_e).
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with the largest amplitude for a defined cell were kept fixed,
and all other array electrodes were scanned through. Between
30 and 50 AP occurrences were recorded per configuration.
Large axonal arbors of single cells could be revealed with this
method; Fig. 6A and B show the axonal arbor of one single
cell. The axonal arbor spans over almost the entire electrode
array, and signals of individual axons can be recorded at up
to 3 mm distance from the soma and up to 6 ms after the
somatic spike. The availability of multiple electrodes around
one axon enables averaging in space in addition to averaging
in time. Averaging in the time-domain, as done previously to
get the STAs, reveals the spatial arrangements of axonal seg-
ments through their electrical footprints. Once the spatial
arrangement of the axon has been identified, spatial averag-
ing can be used to reduce the noise of an individual axonal
AP (amplitudes of 5–20 μV). Fig. 6E shows 25 traces recorded
with electrodes that pick up signals of an axonal branch. The
This journal is © The Royal Society of Chemistry 2015
spike-triggered average in the time domain (50 averages) is
shown at the right, and a single axonal AP buried in noise at
the left. Temporal alignment of the signals from neighbored
electrodes with respect to the negative peak value of the axo-
nal AP (Fig. 6F left) and subsequent averaging of all signals
(Fig. 6F right) enhances the correlated signal amplitude
much more than that of the uncorrelated noise.

Fig. 6G shows how the signal amplitude increases linearly,
while the standard deviation (std) of the noise increases
according to a square-root function of the number of
summed time-aligned electrode signals. The time-aligned
summation is shown in Fig. 6G to display the linear and
square-root dependence, whereas the time-aligned average is
shown in Fig. 6E and F. In the particular case displayed in
Fig. 6G, the use of more than four electrodes makes the sig-
nal amplitude exceed 4.5 std of the noise floor and thus
makes it detectable. Under the assumption of statistically
Lab Chip, 2015, 15, 2767–2780 | 2775
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Fig. 6 Axonal arbors. Identified axonal arbor of a single cell revealing subcellular features up to more than 2 mm distance from the cell body. (a)
All electrodes capturing activity attributed to a single neuron. Color-coding indicates the time of arrival of the AP at the respective electrode. It
takes 6 ms for the AP to arrive at the left-most visible axonal segment. A video showing the AP propagation down the axonal arbor is available as
ESI† Video SM1. (b) The same neuron and electrodes as in (a), this time showing the amplitude of the most negative peak on a logarithmic color-
scale. Its putative soma is inside the box indicated with (c). (c) And (d) spike-triggered averages (30 to 50 averages) of the electrical footprint from
two areas of the array as indicated in (b). The scale bars of (d) apply to the signals in (c) and (d). (e) Left: 25 traces from electrodes that detect axo-
nal signals. Spike-triggered averaging (50 APs) reduces noise. Right: traces from the same electrodes showing a single axonal AP hidden in the
noise. Red dots indicate the timing of the negative peak. (f) Left: all 25 recording traces of one axonal AP overlaid and aligned in time with respect
to the negative peak. Right: spatial averaging of traces aligned in time with respect to the negative peak from multiple neighbored electrodes that
detect axonal signals improves axonal AP detectability. The Gaussian-like distribution of the noise is shown, and dashed red lines indicate one stan-
dard deviation. Green lines indicate 4.5 standard deviations, the detection threshold. (g) The signal amplitude (green curve, right ordinate) scales
linearly with an increasing number of electrodes (#electrodes), whereas the noise floor (blue curve, left ordinate) scales with a square root func-
tion. The dashed blue curve indicates the scaling of uncorrelated noise. When summing signals from more than four electrodes, the signal ampli-
tude is more than 4.5 times larger (70 μV) than the standard deviation of the noise (15 μV), so that the signals can be considered detectable. See
text for a more detailed discussion.
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independent noise, the power of noise on multiple electrodes
adds up linearly with the number of used electrodes, whereas
the power of the signal features a square-law dependence.45

Noise is typically not statistically independent on nearby
electrodes (blue curve). However, by whitening the signals
prior to summing them, uncorrelated noise can be approxi-
mated.34 The dashed blue curve shows how uncorrelated
noise would add up in the ideal case.
3.6. Electrical stimulation of axonal tissue

Electrical stimulation of neural tissue through single micro-
electrodes reliably elicits time-locked action potentials. Fig. 7
shows a configuration where 841 electrodes were chosen
below an axonal segment. The electrode denoted with “stimu-
lation site” in Fig. 7A was repeatedly stimulated with
biphasic, first positive then negative voltage pulses of 200 μs
duration per phase and ±400 mV amplitude. Such a stimula-
tion pulse activates the axonal segment passing across the
microelectrode so that an action potential is initiated and
2776 | Lab Chip, 2015, 15, 2767–2780
travels down the axon. It takes 2.1 ms to travel 1.56 mm, i.e.,
the average propagation speed for this axon is 0.74 m s−1.
The propagation speed has been calculated by dividing the
linear distance between two electrodes marked with the red-
white circle by the time it takes for the negative peak of the
AP to travel that same distance. While the measured speed is
highest close to the stimulation site (0.9 m s−1) it decays with
increasing distances down to 0.4 m s−1. The measured values
are in agreement with reported propagation speeds for unmy-
elinated axons.46 In Fig. 7B, a stereotypical positive-first wave-
form of the traveling axonal AP can be seen at three different
time points. Close to electrode 3, around 800 μm from the
stimulation site, the axon splits into two branches, an upper
and a lower branch. Interestingly, it appears that the AP in
the upper branch travels faster than in the lower one. At t2 =
1.0 ms the AP in the upper branch is further advanced than
that in the lower branch. It is unclear, however, whether this
difference in propagation velocity is due to, e.g., a longer
axon, i.e., an extra loop, which is not visible, or whether it is
due to differences in axonal diameters47 or other properties.
This journal is © The Royal Society of Chemistry 2015
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Fig. 7 Tracking of stimulated signals in axonal arbors. 841 electrodes below an axonal arbor record the stimulation-induced axonal propagation
of an AP. A video showing the propagating AP is available as ESI† Video SM3. (a) The site at the bottom denoted stimulation site has been stimu-
lated 200 times with biphasic 300 mV voltage pulses at 300 ms inter-stimulus intervals. Each square shows the average AP minimum value on a
clipped color scale over the 200 trials for each recorded electrode within 3 ms after stimulation. The red circles with white fillings indicate
electrodes for which voltage traces are shown in (c). Close to the electrode indicated with 3, the axon splits into two different branches. (b) Same
neuron and electrodes as in (a). This time, the propagating AP is shown at three different time points, t1 = 0.3, t2 = 1.0 and t3 = 1.8 ms after stimula-
tion occurred. At t2, the AP has already passed the branch point such that the AP can be seen in both branches. (c) Voltage traces from the 7
electrodes marked with the red-white circles in (a). Shown are voltage traces for single trials (gray) and the median over all trials (black).
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The cause for this difference in propagation velocity cannot
clearly be identified without further analysis, such as high-
resolution imaging of the axon geometry. An analysis directly
on the device is, however, very challenging due to the
nontransparent nature and corrugated surface of the CMOS
substrate (super-resolution optical methods are not applicable).

The amplitude of the axonal signal in Fig. 7 was larger
than 20 μV in some locations and varied along the axon.
These variations could be a consequence of biological mate-
rial, such as another neuron or glia residing between the
axon and the electrode, the effect of which would locally
reduce signal amplitudes. Also, such material could reside on
top of the axon towards the solution and then enhance signal
amplitudes by spatially confining the area through which
charge-carrying ions could spread.
3.7. Microelectrode characterization

A series of measurements was performed to characterize the
microelectrodes and to quantify electrode-to-electrode varia-
tions, as well as their stability over time. Impedance values
for 300 randomly selected bright Pt and 300 Pt-black
electrodes were measured at 1 kHz (see section 2.4 and 2.5
for how Pt-black electrodes are fabricated). At this frequency,
the electrodes can be approximated as being purely capaci-
tive.48 The electrode capacitances were determined via
the measured impedance at 1 kHz according to the formula:
Zimp = 1/ĲjωCel), where Zimp is the measured impedance, Cel

is the determined electrode capacitance, and ω is the angular
frequency. Using the on-chip stimulation buffers, a sinusoi-
dal current with amplitudes of ±20 nA was applied to bright
Pt electrodes and ±200 nA to Pt-black electrodes. On-chip
amplifiers were used to measure the voltage drop across the
electrodes. The capacitances of bright Pt electrodes were
found to be 45.0 ± 10 pF (mean ± std). Capacitance values of
This journal is © The Royal Society of Chemistry 2015
Pt-black electrodes amounted to 2.0 ± 0.26 nF (mean ± std).
Measurements for a device with Pt-black electrodes, after
being exposed to more than 5 months of cell culturing were
shifted to 0.65 ± 0.27 nF (mean ± std) (Fig. 8). The impedance
did not measurably change over tens of thousands of stimu-
lations. Finally, electrodes survive long periods of cell cultur-
ing. Two devices exposed to more than 5 months of cell cul-
turing were submerged in PBS, and a test signal was applied
to a counter Pt-electrode held in the PBS. All electrodes
recorded the test signal without degraded amplitude as com-
pared to an unused device.

4. Discussion and outlook

We presented a CMOS based HD-MEA capable of, at the same
time, recording from neuronal networks with hundreds of
cells as well as of capturing subtle subcellular signal details
from the axonal arbor of single neurons. This performance is
made possible by the inherent system flexibility as well as a
large number of parallel low-noise readout and stimulation
channels.

We think that the system presented here constitutes a
favorable combination of high signal quality and high spatial
resolution. The number of 1024 channels that can be simul-
taneously read out is on the same order of magnitude albeit
somewhat lower than that of other devices,12,13,16 whereas
the noise in the recordings is considerably lower (2.4 μVrms

in the action-potential band between 300 Hz and 10 kHz).
The low noise and high recording quality together with the
large dynamic range of the on-chip ADCs, enable not only
tracking of the spreading of multiple APs over many different
neurons, but, at the same time, also their propagation along
the axonal arbor of a single cell.

Compared to previous implementations, such as49,50 and,
in particular,14 the switch matrix was advanced through the
Lab Chip, 2015, 15, 2767–2780 | 2777

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/c5lc00133a


Fig. 8 Electrode impedance measurements. Shown are the
capacitances of 300 randomly selected bright Pt and Pt-black electrodes
based on impedance measurements at 1 kHz. The capacitances are plot-
ted on a logarithmic scale. The capacitances of Pt-black electrodes are
about 50 times larger than those of the bright Pt electrodes. The distribu-
tion shown in green indicates the capacitances for 300 randomly
selected electrodes after 5 months of culturing cells on top of them.
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following features: instead of a few long wires running across
the whole array, we implemented hundreds of thousands of
comparably short routing wires (420 μm average length) in
order to massively increase the number of potential routing
paths for all array electrodes; moreover, the number of wires
per line and column was increased to 6 horizontal and 6 ver-
tical wires, and the number of switches was increased to two
per electrode, enabled through the use of 0.35 μm CMOS
technology , to achieve a highly flexible electrode to readout-
circuitry routing. This flexible switch matrix structure
together with the large overall number of available array
electrodes enables the device to record the activity of neuro-
nal networks consisting of hundreds of cells by employing
globally-sparse, locally-dense configurations of recording
electrodes. The electrode array supports operation in three
different modes, or arbitrary combinations thereof: (i) locally-
dense electrode clusters of up to 23 × 23 (529) contiguous
electrodes at arbitrary positions massively improve the sepa-
ration of spatially overlapping extracellular action potentials;
(ii) sparse distribution of such clusters or single electrodes
across the whole array allows for recording from many cells
in distant regions at the same time; (iii) by recruiting all
available electrodes below a certain axonal arbor, it is also
possible to observe how cellular parameters, such as signal
propagation velocities,7,51–53 fluctuate over time, and how
axons spatially move during the course of an experiment. Sig-
nals originating from axons are often on the same order of
magnitude as the noise floor, making it difficult to detect
such signals without averaging. However, temporal averaging
only gives a population average over all observed spikes and
does not permit studying single APs. Spatial averaging,
enabled by the high spatial resolution of electrodes and the
low noise, can be employed to study temporal changes in
propagation velocity or branch point failures46,54 of single
APs. Besides spatial averaging, more sophisticated signal pro-
cessing algorithms will be developed in the future in an effort
to more reliably detect axonal signals.

Concerning the number of readout channels, it has to be
noted that the data volume produced by HD-MEAs can be
2778 | Lab Chip, 2015, 15, 2767–2780
enormous and amounts to, e.g., 1.4 GB per minute for read-
ing from 1024 channels at 20 kHz. An option to deselect
electrodes with no relevant information can be very useful, as
exclusion of non-active areas saves disk storage space, as well
as data analysis time.

To make most efficient use of available resources, record-
ing channels can be allocated only to electrodes in the vicin-
ity of neurons that are producing signals relevant to the
ongoing investigation.

Electrode-to-electrode variations in impedance values were
found to be very small over the whole array. All 26 400 micro-
electrodes could be reliably used even after long periods of
culturing cells on top. The shift in impedance values for Pt-
black electrodes, which had cells on top for more than 5
months, can be due to various reasons: (i) mechanical dam-
age to the fine Pt-black structures upon washing/cleaning the
chips, (ii) residual adhesion or protein layers from the cultur-
ing that cover the dendritic Pt structures, or (iii) cell debris,
all of which would cause an increase in impedance.

Recording the dynamics of large networks at a spatiotem-
poral resolution sufficient to simultaneously resolve individ-
ual APs of single cells is challenging for conventional tech-
niques and arrays. For example, single cells can be resolved
upon imaging calcium activity. However, in addition to being
phototoxic, the temporal resolution is limited making it diffi-
cult to capture the waveform shape and the temporal-
dynamics of single APs (in the range of kHz).55 Genetically
targeted all-optical electrophysiology methods have recently
emerged that provide better temporal and spatial resolution
and hold the promise of all-optical electrophysiology,56 but
experiments at resolutions necessary for studying axonal sig-
nals have, however, not been demonstrated to date. Intracel-
lular electrical recordings carried out with patch-clamp are
well-suited for the study of cellular or subcellular properties
of individual neurons; they can be used to record and resolve
synaptic currents with high SNR, but fail at recording from
populations of more than a few cells. Extracellular recordings
based on passive MEAs on the other hand, can access many
neurons at the same time with temporal resolutions high
enough to resolve individual action potentials. However, due
to the comparably large electrode spacing (>30 μm), it is
often the case that not all neurons in a population can be
captured, that the resolution of overlapping neurons is diffi-
cult, or that, for example, axonal signals cannot be reliably
detected. Recent developments also include small arrays of
mushroom shaped electrodes57,58 or nanowires on
electrodes,59 which can be engulfed by the cell membrane
and allow for pseudo-intracellular recordings. The arrays cur-
rently feature, however, only tens of simultaneously readable
recording sites.

Although extracellular recordings are better suited to
investigate network-wide activity than recordings with patch-
clamp setups, inferences about neuronal plasticity in extracel-
lular recordings are inherently more difficult, as the postsyn-
aptic potentials are not directly measurable.60 Exploiting, e.g.,
homeostasis in neuronal networks,61 measuring changes in
This journal is © The Royal Society of Chemistry 2015

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/c5lc00133a


Lab on a Chip Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

7 
M

ay
 2

01
5.

 D
ow

nl
oa

de
d 

on
 1

0/
22

/2
02

5 
8:

08
:0

4 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
network functional connectivity estimations could be used as
a proxy for quantifying changes in postsynaptic potentials
and network plasticity.62 This approach, will, however,
require access to potentially every cell in a network.

Possible future research with a configurable HD-MEA, as
used in this study, may include constraining a few hundred
neurons to grow on the active area of the HD-MEA. By captur-
ing the full activity of this complete neuronal population,
under-sampling of the network is avoided, and the number
of hidden variables is reduced. In this case, the inference of
network parameters, such as functional connectivity, is sig-
nificantly more robust.63 Care has to be taken, however, when
interpreting data recorded on such a network-wide scale:
spikes originating from the same cell but recorded on differ-
ent neighboring electrodes might falsely show up as strongly
correlated cells, or two or more cells might be recognized as a
single cell, thus underestimating connectivity. Spike sorting
of such datasets prior to analyzing network activity is a crucial
step, since failing to do so can distort or bias the data.
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