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Long-term laborious and thus costly monitoring of phosphorus (P) fractions is required in order to provide reasonable estimates of the levels of bioavailable phosphorus for eutrophication studies. A practical solution to this problem is the application of passive samplers, known as Diffusive Gradient in Thin films (DGTs), providing time-average concentrations. DGT, with the phosphate adsorbent Fe-oxide based binding gel, is capable of collecting both orthophosphate and low molecular weight organic phosphorus (LMWOP) compounds, such as adenosine monophosphate (AMP) and myo-inositol hexakisphosphate (IP6). The diffusion coefficient (D) is a key parameter relating the amount of analyte determined from the DGT to a time averaged ambient concentration. D at 20 °C for AMP and IP6 were experimentally determined to be 2.9 × 10⁻⁶ cm² s⁻¹ and 1.0 × 10⁻⁶ cm² s⁻¹, respectively. Estimations by conceptual models of LMWOP uptake by DGTs indicated that this fraction constituted more than 75% of the dissolved organic phosphorus (DOP) accumulated. Since there is no one D for LMWOP, a D range was estimated through assessment of D models. The models tested for estimating D for a variety of common LMWOP molecules proved to be still too uncertain for practical use. The experimentally determined D for AMP and IP6 were therefore used as upper and lower D, respectively, in order to estimate minimum and maximum ambient concentrations of LMWOP. Validation of the DGT data was performed by comparing concentrations of P fractions determined in natural water samples with concentration of P fractions determined using DGT. Stream water draining three catchments with different land-use (forest, mixed and agriculture) showed clear differences in relative and absolute concentrations of dissolved reactive phosphorus (DRP) and dissolved organic P (DOP). There was no significant difference between water sample and DGT DRP (p > 0.05). Moreover, the upper and lower limit D for LMWOP proved reasonable as water sample determined DOP was found to lie in-between the limits of DGT LMWOP concentrations, indicating that on average DOP consists mainly of LMWOP. *Best fit* D was determined for each stream in order to practically use the DGTs for estimating time average DOP. Applying DGT in a eutrophic lake provided insight into P cycling in the water column.

Environmental impact

It is well known that eutrophication is a continuous growing environmental problem, as the increase in human activity associated with urbanization and agricultural practices results in nutrient pollution in the aquatic and marine environment from point and non-point sources. However, a less known issue is the possible impact climate change and acid rain reduction may have on eutrophication in many Nordic countries with marine clay soil becoming phosphorus rich (due to the rising of land from the sea during the post-glacial period). This paper focuses on the monitoring of dissolved reactive phosphorus (DRP) and dissolved organic phosphorus (DOP), and especially the DOP subfraction low-molecular-weight organic phosphorus (LMWOP), which are known to be bioavailable. The method chosen for monitoring is passive sampling by using Diffusive Gradients in Thin-films (DGTs).

1 Introduction

1.1. The role of background P flux in eutrophication

Deterioration of water resources due to the increased rate of eutrophication has been a large and increasing environmental...
problem in most parts of the world. The problem is related to excessive input of nutrients (mainly phosphorus (P) and nitrogen (N)) from human activities: agriculture, industry, and sewage disposal. Abatement actions used in order to reduce the anthropogenic nutrient loading to water bodies have been shown to counter eutrophication. However, the progression in resolving the eutrophication problems is generally very slow, such as in the lake Vansjø, south-eastern Norway. Despite numerous and costly abatement actions, such as redirecting sewage wastewater and reducing the P input from agricultural sites in the catchment, the water quality remains poor. This has brought attention to the role of the background flux of P. The main natural transport mechanism of P from forested watersheds to surface waters is associated with Dissolved Natural Organic Matter (DNOM). With 85% of the Vansjø catchment being forested, and approx. 90% of the land being below the marine limit, it is found that this background flux accounts for 39% of the total P flux to the lake. The contribution of P to DNOM is thus a considerable portion of the total P flux to the lake. Moreover, the concentrations of DNOM in streams have increased significantly in the southern parts of the Nordic countries since the 1980’s. It is hypothesized that this has caused an increased flux of P bound to the DNOM, and that this partly compensates for the decreased anthropogenic P loading – thereby disguising the effect of abatement actions. It is furthermore likely that a considerable fraction of the P associated with DNOM is bioavailable low-molecular-weight (molecular weight <1 kDa)* organic phosphorus (LMWOP) compounds. Nucleic acid derivatives, phospholipids, sugar compounds and inositol polyphosphates are all bioavailable LMWOP species commonly found in the soil and water. The concentrations of these molecules, as well as the inorganic orthophosphate species, fluctuate, but are generally held low even in eutrophic freshwaters. This is due to rapid fixation by algae and other microorganisms as well as precipitation/co-precipitation with aluminium, iron, calcium and manganese. The fluctuating and very low concentrations of these compounds present major challenges in the monitoring of the bioavailable P fraction by standard methods.

1.2. Diffusive gradients in thin films
The use of Diffusive Gradient in Thin films (DGTs), a passive sampler based on diffusive uptake, represents a major breakthrough in environmental water-chemistry monitoring for a number of chemical species commonly present in concentrations close to the limit of detection. The DGTs’ ability to accumulate specific chemical species linearly over time (within limits) makes it possible to determine the time average concentrations of specific species. Furthermore, because DGTs accumulate the analyte, even species with concentrations near the detection limit can be determined with good precision and accuracy.

The DGTs’ linear uptake of an analyte is based on Fick’s law for steady-state diffusion in dilute solutions. The diffusion flux (J) over the permeable thin-film membrane of the DGT is dependent on the area of cross-section (A), the diffusion coefficient (D) and the concentration gradients across the membrane and diffusive boundary layer combined (dc/dx) (eqn (1)).

\[
J = -AD \frac{dc}{dx}
\] (1)

The analyte that has diffused across the membrane is rapidly and completely bound to the binding gel. The concentration of dissolved analyte in the binding gel is thus practically zero, simplifying the flux equation (eqn (2)).

\[
J = \frac{m}{t} = AD \frac{c}{x}
\] (2)

in which \(m\) is the accumulated mass on the binding gel over a period of time \(t\), \(c\) can be simplified to the ambient solute concentration outside the membrane and \(x\) is the thickness of the membrane and the diffusive boundary layer combined. This equation implies that the linear slope of \(m\) as a function of time will be linearly proportional to the ambient concentration \(c\).

DGTs fitted with Fe-oxide binding gel have been shown to adsorb phosphate, arsenate and selenate. The strong affinity of Fe-oxide for phosphate makes it a suitable adsorbent also for many LMWOP compounds. Fe-oxide binding gel has been tested in regards to some organic and condensed phosphates that are commonly encountered in the aquatic environment. These findings are strongly supported by a review of organic P sorption studies by Celi and Barberis. In this study LMWOP compounds were shown to adsorb to ferric oxide surfaces in the soil. Moreover, the sorption properties were linked to the phosphate functional group. Similar sorption–desorption properties were found to be common with the well-studied orthophosphate.

Other DGT phosphate binding gel materials, such as titanium dioxide and amorphous zirconium oxide, have been assessed. Both produced promising results regarding dissolved reactive phosphorus (DRP) in terms of sorption capacity and binding gel stability over time. Zirconium oxide has also been shown to adsorb LMWOP. It is therefore likely that titanium dioxide also adsorbs LMWOP, due to its similar properties to zirconium oxide in binding to orthophosphate. However, a minimum elution strength of 1 M NaOH is required in order to efficiently extract phosphate from both titanium dioxide and zirconium oxide. In the case of zirconium oxide this has been shown to increase the risk of hydrolysis for some P compounds. In this study only the Fe-oxide binding gel has been studied, based on its well-established record as a phosphate adsorbent and commercial availability (DGT Research Ltd).

Employing DGTs to sample LMWOP is not novel in itself, as both Moorlegham et al. and Sun et al. have studied the adsorption of LMWOP by the DGTs. However, the question how to use the amount of analyte determined from the DGTs to predict the ambient concentration of LMWOP is yet unresolved. In the study by Dougherth et al. it was shown that total dissolved phosphorus (TDP) runoff from peat soil could be empirically estimated from time average measured DRP in soil pore water using soil deployment DGT with Fe-oxide binding gel. However the application of this study in a real world
scenario is limited to risk assessment of runoff from peat soil, and not actual monitoring of water bodies for a variety of land-use. Furthermore in the study only an inorganic fertilizer was applied to the peat soil, which makes it highly likely that the relationship found between TDP in the runoff and DRP from the DGTs is actually fundamentally a relationship between DRP in the runoff and DRP from the DGTs, since TDP in this case is likely equal to DRP. This is not always the case, since different land-uses will have different DRP to dissolved organic P (DOP = TDP − DRP) ratios as will be presented in the field studies in Chapter 4.7.

Operationally defined, LMWOP is the fraction of organic molecules containing P that are small enough to diffuse through the APA-gel of the DGT and accumulate in the Fe-oxide binding gel. LMWOP is operationally determined as the difference between the TDP and the DRP, based on the amounts extracted from the DGT binding gels, see Chapter 2.4. The average ambient concentration of a phosphorus species (c) is calculated by solving eqn (2) in regards to c (eqn (3)), using the D determined for the specific molecular compound.

\[ c = \frac{mx}{ID_A} \]  

LMWOP constitutes a continuum of a poorly defined group of compounds that exhibit large spatial variation.\(^9\) This represents a challenge when converting the amount of LMWOP measured in the binding gel to the ambient concentration of the LMWOP fraction. A single diffusion coefficient for the LMWOP fraction cannot be applied since diffusion coefficients are species specific. A more accurate perspective would be to view the concentration of LMWOP (\(c_{LMWOP}\)) as the sum of the concentration of the individual LMWOP species (\(c_i\), eqn (4)).

\[ c_{LMWOP} = \sum c_i = \sum \frac{m.x}{ID_A} \]  

where \(m_i\) and \(D_i\) are the accumulated amount in the DGT binding gel and diffusion coefficient of the individual LMWOP species (\(i\)), respectively. The problem is that this is not practically possible since the specific distribution of LMWOP species in the gel and most of their \(D_i\) are unknown. In this study the suggested and applied approach for assessing \(c_{LMWOP}\) is instead to first estimate the possible range of LMWOP concentrations. This is achieved by estimating the upper and lower diffusion coefficient values for the LMWOP molecules in water. The estimated range is compared with the measured concentration of DOP fraction in the water samples. This comparison is based on the assumption that high molecular weight DNOM (>1 kDa; such as much of humic substances (HS)) contributes minimally to the overall amount of DOP accumulated by the DGT. This assumption, which is based on that compounds with a large molecular size will not pass through the DGT membrane, is assessed and found valid in this study through field measurements and experimentally and theoretically determined DGT diffusion coefficients.

Using a LMWOP D range is to some degree impractical for the application of monitoring water bodies by DGT, as it only results in giving a possible LMWOP concentration range. However for the sake of practicality it is possible to estimate a “best fit” \(D\) for the entire DOP fraction by testing different \(D\) values until the bulk temporal distribution of monitored DGT LMWOP matches the bulk temporal distribution of monitored water sample DOP. This makes it possible to “tailor” the LMWOP \(D\) for a specific water body, i.e. a form of calibrating the \(D\) for time average determination of DOP. In this study the Wilcoxon rank-sum statistical test was used to search for a “best fit” \(D\). The test was also used for the validation of DGT DRP data, discussed in depth in Chapter 4.7.

2 Materials and methods

All DGTs used in this study were solution deployment style DGTs purchased from DGT Research Ltd. Each unit consisted of a piston-cap with a 2.0 cm diameter sampling window fitted with 0.12 mm thick cellulose nitrate membranes and 0.8 mm thick agarose polyacrylamide (APA) diffusive gel situated over the Fe-oxide binding gel.\(^9\) All data were processed using R statistical software.\(^9\)

2.1. Experimental determination of the range of LMWOP diffusion coefficients

Adenosine monophosphate (AMP) and inositol hexakisphosphate (IP6; or phytic acid) were selected as model compounds since the sizes of these two compounds span most of the molecular weight range of LMWOP. Moreover, they represent nucleoside polyphosphates and inositol polyphosphates, two LMWOP compounds commonly encountered in the environment.\(^10\)

The diffusion coefficients (\(D\)) for these model compounds were experimentally determined by placing the DGTs in a 40−45 L solution containing the model compounds. The DGTs were mounted on 3 central rotating disks in the container and submerged face down into the solution. The rotor was set to a fixed rotating speed of 6 rpm (equivalent speed of 5−10 cm s\(^{-1}\) depending on the mounting distance from the center point) to ensure a low laminar diffusive boundary layer (<0.1 mm) during the experiments.\(^8\)

The DGTs were collected from the AMP solution over a period of 19 days at intervals of approx. 2 days (2 replicates). The sampling scheme for the DGTs in the IP6 solution was daily samples for 8 days (1 replicate). Aliquots of 30 mL test solution were sampled along with the DGTs for determining the concentration of P fractions in the test solution. Temperature was measured during DGT and test solution sample collection and was shown to remain relatively constant (22.4 ± 0.6 and 23.6 ± 0.5 °C for the AMP and IP6 solution respectively). Collected DGTs and water samples were refrigerated at 4 °C and kept in the dark until extraction and analysis of P fractions. Non-exposed DGTs were used as DGT blanks for background correction and determination of the limit of detection (\(n = 4\)).

The 45 L test solution containing 25 μg P/L AMP was prepared by dissolving disodium adenosine-5’-monophosphate salt (C\(_{10}\)H\(_{12}\)N\(_3\)O\(_{7}\)P, brand: Merck, purity: ≥99%) in deionized water. In order to match natural water pH and ionic...
strength (IS), the pH was adjusted to 5.0 by adding 0.1 M ammonium acetate (CH₃COONH₄) and IS was increased by adding NaCl to a final concentration of 1 mM.

In a similar manner the 40 L test solution containing 32 μg P/L IP6 was prepared by dissolving phytic acid dipotassium salt (C₉H₇O₆P₂K₂, brand: Sigma-Aldrich, purity: ≥95%) in deionized water. The pH in the tank was buffered to 5.5 by adding 1 M sodium acetate/acetic acid buffer (CH₃COO⁻/CH₃COOH). The IS was increased by adding NaCl to a final concentration of 1 mM. Both solutions were left to stabilize for 24 h prior to the experiment.

2.2. Monitoring of P fractions in stream and lake water with DGTs

The concentration of dissolved reactive phosphorus (DRP; i.e. mainly orthophosphate) and LMWOP in streams was measured using DGTs. The DGTs were placed in three 1st order streams draining catchments which differ in land-use; Dalen is a boreal forested catchment (Forest), Huggenes is a mixed catchment (Mixed), comprised of approx. 32% forest, 59% agriculture and 9% other land-use, while Stoa is an agricultural catchment (Agricultural). The streams drain into the eutrophic western basin of Vansjø, a lake located south of Oslo, Norway. The concentrations of P fractions in the stream water were monitored as a part of the Eutropia research project. The streams were therefore known to differ in the level and composition of P fractions. All DGTs were deployed in the streams for 1 to 2 week intervals over a period of approx. 3 months from June to September, 2011. Water temperature was measured at the time of deployment and collection to correct diffusion coefficients for temperature differences. Water samples for the determination of P fractions were collected along with the deployment and collection of DGTs, and occasionally more frequently during increased runoff periods. Evaluation of compliance between the DGT measured DRP and grab sample DRP was performed using the Wilcoxon rank-sum test.

A practical performance study using DGTs was performed in Greperød fjorden, a shallow sub-basin of lake Vansjø. DGTs were placed at depths ~0 m (i.e. just below the surface), 2.5 m, 3.75 m and in the sediment at ~4 m (DGT window faced down into the sediment under buoy anchor). The DGTs were deployed in replicates of 3 at each depth, except in the sediment in which only a single DGT was used. All DGTs placed in the lake water were fitted with a nylon net mesh coated with an antifouling agent (Seajet 034 spray, Sola Shipping AS) situated a few mm from the DGT window. The purpose of the net was to reduce algae growth on the DGT window. The DGTs were placed in the lake for 13 days during mid-August, 2012. Water samples at 2.5 m depth were collected and water temperature profiles were measured during deployment and collection of the DGTs. Differences in P fractionation between depths were analyzed by one-way ANOVAs on log-transformed variables. Log-transformation was necessary to stabilize variances.

2.3. Elution of P from the DGT binding gel

DGTs were dissembled and the Fe-oxide binding gels were placed in polypropylene tubes. 0.7 mL deionized water was added to the tube, followed by 0.3 mL of 4 M H₂SO₄, giving an initial concentration of 1.2 M H₂SO₄. The binding gels were left for 24 h ensuring a complete dissolution of the Fe-oxides in the binding gel. The final acid concentration was adjusted to 0.04 M H₂SO₄ by dilution with deionized water, matching the acid concentration of the standards used for the phosphate determination.

2.4. Phosphorus fractionation and analysis

The two P fractions, Total Dissolved P (TDP) and Dissolved Reactive P (DRP), were determined in the water samples by combining potassium peroxodisulfate (K₅S₂O₈) digestion and non-digestion of filtered (0.7 μm Whatman® glass microfiber filters, Grade GF/F) samples as pre-treatment steps prior to the determination of DRP by the molybdate blue method (MBM) (see Fig. 1). 0.7 μm Whatman® glass microfiber filters (Grade GF/F) were employed as this was required for the concurrent monitoring within the Eutropia research project for studying the characteristics of particulate matter. TDP and DRP fractions in the DGT extracts were analyzed in a similar manner, though without the filtration step. Still, only dissolved P compounds are sampled by DGTs as only molecules smaller than 5–10 nm pass through the APA diffusive gel of the DGTs. Discrepancies are expected between TDP determined in the water samples and DGTs due to the smaller pore-sizes of the DGT membranes (700 nm versus 5–10 nm), causing size exclusion of the fraction of large dissolved molecules by the DGT.

MBM is considered a wet chemical selective method for the determination of orthophosphate. However studies have shown that the reagents added in the MBM method alter the natural equilibrium in the water sample, resulting in an overestimation of the orthophosphate. It is nevertheless assumed here that the DRP fraction is approximately equal to the free aqueous orthophosphate concentration in solution.

The concentrations of TDP and DRP in the water and DGT samples were determined using a customized
continuous flow auto-analyzer (SKALAR San++ Automated Wet Chemistry Analyzer), with online digestion prior to analysis of TDP. pH was measured and dissolved organic carbon (DOC) was determined in all water samples. DOC was determined using a Shimadzu TOC-5000A total organic carbon analyzer after 0.7 μm filtration. pH measurements were used to determine the protonated distribution of orthophosphates, and correct the orthophosphate diffusion coefficients for this distribution.

3 Modelling

3.1. Relating range in size, mass and charge of P fractions to DGT diffusion coefficients

The Stokes–Einstein equation (eqn (5a)) can be used to theoretically predict diffusion coefficients of organic molecules in liquid media:

\[ D = \frac{k_B T}{f} \]  

(5a)

where \( f \) is the friction coefficient, \( T \) the temperature and \( k_B \) is Boltzmann’s constant. The Stokes–Einstein equation simplifies the diffusion process by treating the organic molecules as spherical particles moving at a constant velocity. The \( f \) for a spherical particle can be calculated by Stokes’ relationship (eqn (5b)):

\[ f = 6\pi \eta r_0 \]  

(5b)

where \( \eta \) is the viscosity of the media/solvent and \( r_0 \) is the solute radius of the spherical particle.\(^{33,34}\) The problem when using the Stokes–Einstein equation is that there is no simple way to determine the solute size of a molecule based on its chemical structure. Major shortcomings are that molecules are generally not spherical and they interact with each other, the solvent and other solutes. These factors which affect the diffusion coefficient are not accounted for in the calculation of the friction coefficient. Molecular interactions are especially important for charged molecules in polar solvents. DNOM has a net negative charge at the pH range of natural waters due to the large number of weak acid functional groups. This is especially the case with LMWOP, due to the negatively charged phosphate group. This net negative charge of LMWOP molecules produces a hydration sphere, thereby increasing the solvent radius.\(^{33}\) IP6, with 6 phosphate groups, may carry a charge ranging from 0 to –12 depending on the pH. Within the pH range of 5–7, commonly found in natural water, IP6 speciation is dominated by species charged in the range of –6 to –8, with overlapping distribution.\(^{34}\) The pH is therefore likely to be highly influential on the solute radius of IP6, but also, to a varying degree, for all LMWOP molecules. However, with sophisticated molecular geometry computational models it is possible to estimate the solvent accessible surface area (SASA).\(^{35,36}\) Assuming a spherical surface area it is then possible to calculate a solute radius \( r_0 \) (eqn (6)) that can be used in eqn (5) to calculate the diffusion coefficient.

\[ r_0 = \sqrt[3]{\frac{SASA}{4\pi}} \]  

(6)

This theoretical approach is explored in order to estimate the \( D \) for a number of LMWOP molecules lacking experimentally derived \( D \), and thereby help assess the upper and lower diffusion coefficient values for the LMWOP molecules.

3.2. Assessing humic substance uptake by DGT

The main DNOM fraction in water is humic substances (HS), constituting approx. 60% of the total organic carbon (TOC) in freshwater.\(^{37}\) The molecular size of HS are generally on average larger than the low molecular weight (LMW) compounds,\(^{38}\) comprising LMWOP, and thereby considered as a high molecular weight fraction (HMW). HS are also assumed to contain P, though the mass percentage of P in HS is relatively low compared to LMWOP compounds (e.g. nucleoside phosphates, inositol phosphates, some phospholipids, etc., see Table 1). Still, the abundance of HS implies that this fraction constitutes not only a significant amount of the high molecular weight organic P (HMWOP), but also the total DOP in surface waters. It is therefore necessary to assess to what degree HS may be adsorbed by the DGTs. Depending on the size, some of the HS may be able to pass through the APA membrane owing to the molecular cut-off of 5–10 nm.\(^{39}\) If successful in passing the membrane they are assumed to be efficiently adsorbed by the Fe-oxide binding gel, as HS and phosphate strongly compete for adsorption sites on Fe-oxide.\(^{40}\) A theoretical solute radius for HS cannot be determined using eqn (6) as there is no specific chemical structure. Therefore, it is not possible to determine a theoretical diffusion coefficient for the HS using the Stokes–Einstein equation (eqn (5)). The diffusion coefficient can instead be semi-empirically estimated using eqn (7), developed by Buffle,\(^{41}\) providing a relationship between molecular weight (\( M \)) and \( D \) in water at 20 °C (eqn (7)).\(^{41}\) The coefficient in this equation is based on a study of a number of organic molecules in the molecular weight range of 200–10\(^{5}\) Da. The friction coefficient, \( \phi/\phi_{0} \), is ideally equal to one, however it has been shown to increase with molecular size. For HS a friction coefficient of 1.16 was found to

<table>
<thead>
<tr>
<th>Substance</th>
<th>( M ) (Da)</th>
<th>P content (w/w%)</th>
<th>P/C mass ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>G6P</td>
<td>260</td>
<td>12</td>
<td>0.431</td>
</tr>
<tr>
<td>AMP</td>
<td>347</td>
<td>9</td>
<td>0.258</td>
</tr>
<tr>
<td>ATP</td>
<td>507</td>
<td>18</td>
<td>0.775</td>
</tr>
<tr>
<td>DLPA</td>
<td>536</td>
<td>5.8</td>
<td>0.095</td>
</tr>
<tr>
<td>IP6</td>
<td>660</td>
<td>28</td>
<td>2.584</td>
</tr>
<tr>
<td>FA (average)</td>
<td>500–2800(^b)</td>
<td>~0.004(^c)</td>
<td>~7.6 \times 10(^{-5})</td>
</tr>
<tr>
<td>HA (average)</td>
<td>1300–6500(^b)</td>
<td>~0.013(^c)</td>
<td>~2.5 \times 10(^{-4})</td>
</tr>
</tbody>
</table>

\(^a\) ATP, adenosine tri-phosphate; G6P, glucose 6-phosphate; DLPA, 1,2-dilauroylphosphatidic acid.\(^b\) Perdue and Ritchie.\(^c\) IHSS: Suwannee River FA and HA fractions.\(^{41}\)
give the best fit, and has thus been used in this study for the calculation of diffusion coefficients for HS.

\[ D = \frac{3.3 \times 10^{-5}}{\sqrt{M}} \]  

(7)

HS in freshwater consists of mainly fulvic acids (FA) and humic acids (HA). Their number- and weight-average molecular weights (\(M_n\) and \(M_w\) respectively) given in the literature vary greatly, mainly due to variations in sampling sites and the operationally defined analytical techniques used for their determination. In a comprehensive review by Perdue and Ritchie, the combined range of \(M_n\) and \(M_w\) for FA and HA was found to range from approx. 500 to 2800 and 1300 to 6500 Da, respectively.

The smaller molecular weight FA fraction will have a higher diffusion coefficient, and can therefore accumulate at a higher rate than the larger molecular weight HA fractions. It is therefore necessary to assess both the ambient concentration of both FA and HA bound P and the molecular weight distribution of these two humic fractions in order to calculate the total amount of accumulated HS bound P.

The concentrations of FA and HA bound P (\(c_{FA-P}\) and \(c_{HA-P}\)) are calculated using eqn (8a) and (8b), based on dissolved organic carbon (DOC) concentration in the collected water samples, weighted by the relative fractions of HA and FA (\(f_{FA-C} = 46\) and \(f_{HA-C} = 13\%\) from Perdue and Ritchie) and their P to C ratio (P/C) for FA and HA (Table 1).

\[ c_{FA-P} = \text{DOC} \times f_{FA-C} \times \text{P/C} \]  

(8a)

\[ c_{HA-P} = \text{DOC} \times f_{HA-C} \times \text{P/C} \]  

(8b)

It has been shown that the molecular weight distributions of FA follows a log-normal distribution. A log-normal Gaussian distribution of the molecular weight can be calculated only if \(M_n\) and \(M_w\) are known (eqn (9a)):

\[ f_i = \frac{1}{\sigma \sqrt{2\pi}} e^{-\left(\frac{\log M_i - M_e}{\sigma}\right)^2/2\sigma^2} \]  

(9a)

where \(f_i\) is the molar frequency of the \(i^{th}\) molecular weight fraction, \(M_i\), \(\sigma\) and \(M_e\) are calculated according to eqn (9b) and (9c):

\[ \sigma = \sqrt{\log \frac{M_w}{M_n}} / 2.303 \]  

(9b)

\[ M_e = \frac{M_n \sqrt{M_n}}{M_w} \]  

(9c)

Due to the polydisperse nature of HS it is presumed that HA, like FA, also follows a log-normal distribution. On the basis of this assumption the molecular weight distribution of freshwater FA and HA can be calculated by taking the mean \(M_n\) and \(M_w\) for a number of observations derived from different analytical methods (vapour pressure osmometry (VPO), cryoscopy (CRY), size exclusion chromatography (SEC), UV scanning ultracentrifugation (UV-UCGN) and flow field-flow fractionation (FFFF)) from the review paper of Perdue and Ritchie. The mean \(M_n\) and \(M_w\) are weighted for the number of observations for each analytical method. A probability density plot for the molecular weight is then created based on the determined molar frequency (Fig. 2).

Using the probability density data the probability of every molecular weight fraction, \(p(x_i)\), from 100 to 10 000 Da can be calculated for both FA and HA by multiplying \(p(x_i)\) with the calculated concentration of FA and HA bound P (\(c_{FA-P}\) and \(c_{HA-P}\) respectively), with the assumption that the P content in FA and HA is constant for the molecular weight distribution within each fraction (eqn (10a) and (10b)).

\[ FA-P_i = p(x_i) \times c_{HA-P} \]  

(10a)

\[ HA-P_i = p(x_i) \times c_{HA-P} \]  

(10b)

The total flux of FA-P and HA-P across the DGT membrane is then calculated using eqn (11):

\[ \frac{\sum_{i=1}^{n} m_i}{\sum_{i=1}^{n} AD_i \times D_i} \]  

(11)

where \(D_i\) and \(D_i\) are the P concentration and diffusion coefficient, respectively, of the \(i^{th}\) molecular weight fraction. \(D_i\) is calculated using Buffle’s equation (eqn (7)) for the mean molecular weight of the \(i^{th}\) fraction, followed by the DGT APA membrane retention correction (eqn (17)) and then temperature correction (eqn (14)). \(c_i\) is FA-P, and HA-P, calculated from eqn (10a) and (10b). The total flux of FA and HA is the summed accumulated mass \(\sum_{i=1}^{n} m_i\) of each molecular weight fraction divided by time \(t\).

3.3. Accounting for diffusion retention by the DGT APA membrane

Zhang et al. measured a 29% lower diffusion coefficient \(D\) for \(H_2PO_4^-\) using DGT compared to \(D\) measured in water. This was
explained by phosphate retention due to positively charged sites on the APA diffusive gel. Similar reduced diffusion in DGTs is thus likely to be a factor for all negatively charged compounds. Furthermore, as the molecular size increases there is likely to be an increase in friction as the molecular size approaches the pore size (5–10 nm) of the APA membrane. It is therefore important that the free-diffusion in water, as calculated by the Stokes–Einstein (eqn (5)) or Buffle’s equation (eqn (7)), is corrected for the reduced diffusion caused by the APA membrane. Three empirical regression fit models, $y = ax + \beta$, $y = ax^2$ and $y = \frac{ax^2}{1 + bx^3}$ were tested on experimentally determined free and DGT restricted $D$ in order to assess the best model for $D$ correction.

### 3.4. Theoretical determination of diffusion coefficients for LMWOP molecules

The molecular composition of the LMWOP fraction ($M_w < 1$ kDa) in any specific surface water is generally unknown as it varies in time and space. A single averaged diffusion coefficient can therefore not be theoretically calculated or directly derived from experimental data for the LMWOP fraction. Instead the adopted approach is to determine the upper and lower diffusion coefficients, covering the range of LMWOP compounds expected to be encountered in surface waters. As introduced in Chapter 1.1 the most dominant group of LMWOP compounds are nucleic acids, phospholipids, sugar phosphates and inositol polyphosphates. Some of the most common as well as most studied LMWOP compounds in soil and water are presented in Table 1. The exception is DLPA (1,2-dilauroylphosphatidic acid), which only serves as a representative of a small phospholipid, of which there are numerous varieties.

Three conceptually based models were used for theoretically estimating the upper and lower diffusion coefficients:

- Buffle’s model: estimation by Buffle’s semi-empirical equation (eqn (7)), where molecular weight is the only variable and the friction coefficient ($\phi/\phi_0$) is set by default to 1.
- ChemAxon-Stokes–Einstein model: estimation using the Stokes–Einstein equation (eqn (5)), based on the friction coefficient ($f$) achieved using the solute radius ($r_0$), which was based on the computational model for determining SASA from the chemical structure, pH and the radius of the solute water molecule (radius = 1.4 Å), pH was used to calculate the dominant molecular species. SASA was calculated at pH 5 since the pH in the experimental determination of diffusion coefficients for AMP and IP6 was 5.0 and 5.5, respectively (Chapter 2.1).
- ChemAxon-Wilke–Chang model: estimation by the Wilke–Chang correlation (eqn (12a)):

$$D = \frac{7.4 \times 10^{-8} (\phi M)^{1/2} T}{\eta V^{0.6}}$$

(12a)

where $D$ is the diffusion coefficient, $\phi$ is the association parameter (2.6 for water), $M$ is the molecular mass of the solvent molecule in Daltons (18 Da for water), $T$ is the temperature in Kelvin, $\eta$ is the viscosity in centipoise (1 centipoise = 10 kg m$^{-1}$ s$^{-1}$) and $V$ is the molecular volume given in cm$^3$ mol$^{-1}$. SASA is used to calculate the molecular radius (eqn (6)) used for estimating the assumed spherical volume (eqn (12b)):

$$V = 4\pi r_0^3 N/3$$

(12b)

where $N$ is Avogadro’s constant.

Evaluation of the three models was done by comparing the modelled $D$ of AMP and IP6 with the experimentally derived $D$.

### 4 Results and discussion

#### 4.1. Experimental determination of diffusion coefficients

In Fig. 3 the accumulated amounts of TDP and DRP by DGTs are plotted against their deployment time in the test solutions.

The results presented in Fig. 3 show a clear linear uptake of AMP and IP6 with time, where all TDP measurements are above LOD (1.7 $\mu$g P L$^{-1}$). Based on correlation slopes the uptake rates for AMP and IP6 were found to be $182 \pm 2.7$ ng P day$^{-1}$ ($p < 10^{-1}$) and $150 \pm 7.0$ ng P day$^{-1}$ ($p < 10^{-6}$), respectively.

In the AMP experiment the amount of DRP found in the extract remained below LOD (1.2 $\mu$g P L$^{-1}$), with no clear increasing trend with time ($0.15 \pm 0.27$ ng P day$^{-1}$, $p = 0.58$). This indicates that there was negligible or no AMP degradation in the tank or when bound to the DGT binding gel, or during the extraction step. The IP6 experiment, on the other hand, showed a slight indication of an increase in DRP concentration with time ($3.0 \pm 1.5$, $p = 0.086$). This may be due to degradation. However, this is conceptually unlikely since IP6 had a shorter experiment time than AMP. A possible explanation may instead lie in the relatively lower purity of the IP6 chemical reagent compared to the AMP chemical reagent ($\geq 95\%$ vs. $\geq 99\%$ purity, respectively). Nevertheless DRP measurements for IP6 experiment were below LOD.

Uptake flux rates for the two experiments cannot be directly compared due to different concentrations of analyte and temperatures. In order to compare the uptake of AMP with IP6 the diffusion coefficient ($D$) for each TDP measurement presented in Fig. 3 must therefore be calculated by eqn (13), derived by rearranging eqn (3).

$$D = \frac{m x}{\eta c A}$$

(13)

Moreover, the concentration of analytes (measured as TDP) in the tanks decreased over time during both experiments.
Interpolation through linear regression was therefore used to estimate the time average concentration \(c\). \(D\) needs to be corrected for different ambient temperatures. The correction is calculated by eqn \(14\) (derived from the Stokes–Einstein equation, eqn \(5\)), in which \(D_T\) is the diffusion coefficient for temperature \(T\), \(\eta\) is the viscosity of water at temperature \(T\), \(D_T\) is the diffusion coefficient for temperature \(T\), and \(\eta\) is the viscosity of water at temperature \(T\), where temperature is given in Kelvin and viscosity in kg m\(^{-1}\) s\(^{-1}\).

\[
\frac{D_T}{D_T} = \frac{T_1}{T_2} \eta_{T_2}/\eta_{T_1}
\]  

(14)

The water viscosity is calculated using a quadratic empirically based equation (eqn \(15\)), where \(T\) is the temperature given in Kelvin. The constants \(a = 5.53 \times 10^{-7}, b = -3.51 \times 10^{-4}\) and \(c = 5.65 \times 10^{-2}\) were determined using a second degree regression model \((R^2 = 0.998)\) to fit the equation to measured viscosities for water at different temperatures (0 to 40 °C in 5 °C increments) taken from Zwolinski and Eicher.\(^{37}\) Eqn \(15\) is only applicable for temperatures between 0 and 40 °C.

\[
\eta = a T^2 + b T + c
\]

(15)

From these equations the diffusion coefficient at 20 °C was calculated. The average \(D\) for AMP and IP6 were found to be 2.9 ± 0.4 × 10\(^{-6}\) cm\(^2\) s\(^{-1}\) and 1.0 ± 0.3 × 10\(^{-6}\) cm\(^2\) s\(^{-1}\), respectively.

4.2. Elution efficiency from DGT

The elution of AMP and IP6 from the Fe-oxide binding gel was conducted using 1.2 M H\(_2\)SO\(_4\). This acid concentration is far stronger than the 0.25 M H\(_2\)SO\(_4\) recommended by Zhang et al.\(^{29}\) The higher acidity was used to ensure a total recovery of organic phosphates and orthophosphate which has been shown to increase with increased acid concentration.\(^{29}\) Since organic phosphates and orthophosphate have similar adsorption/desorption chemistry (Chapter 1.2) it is fair to assume complete elusion. On the other hand, a high sulphuric acid strength increases the risk of hydrolysis (i.e. of the ester-bonds linking phosphate to the adenosine or inositol molecule) decomposing the organic compounds. As addressed in Chapter 4.1 the DRP concentration remained low in the test solution (Fig. 3), which documents that AMP and IP6 were not significantly hydrolysed. However, the study by Moorlegham et al.\(^{21}\) suggests that a few LMWOP compounds are susceptible to hydrolysis under strong acidic conditions (pH ≤ 0). It is therefore perceivable that some LMWOP compounds accumulated by the DGT from the natural aquatic environment may have hydrolysed during elusion.

4.3. DGT APA membrane resistance

The plots presented in Fig. 4 show the relationship between the determined \(D\) for water \((D_{\text{H}_2\text{O}})\) with the determined \(D\) for DGTs with APA diffusive gel \((D_{\text{DGT}})\). Out of the three models presented, the linear regression fit model, \(y = a x + b\) (left plot), shows the strongest correlation with the \(D\) data \((R^2 = 0.9997)\), with the estimated values for parameters, \(a\) and \(b\), highly significant for explaining the variations \((p < 0.001)\). It should be noted that the linear empirical model is not applicable for correcting all \(D_{\text{H}_2\text{O}},\) as it intersects the \(x\)-axis at \(D_{\text{H}_2\text{O}} = 0.71\). The non-linear model, \(y = a x^2\) (centre plot), also shows a strong correlation with the data \((R^2 = 0.9967)\). However it remains the weakest correlation of the three plots. The advantage of the equation \(y = a x^2\) is that as \(D_{\text{H}_2\text{O}}\) decreases towards 0, \(D_{\text{DGT}}\) also decreases towards 0, making the model applicable for all \(D_{\text{H}_2\text{O}}\).

The third model, \(y = \frac{a x^2}{1 + bx}\) (right plot), is a combination of a quadratic and linear equation \((R^2 = 0.9989)\). The choice of this equation is because it supports the linear trend as \(D_{\text{H}_2\text{O}}\) increases \((\lim_{x \to \infty} \frac{a x^2}{1 + bx} = \frac{a}{b} x)\), while allowing a non-linear trend towards 0 as \(D_{\text{H}_2\text{O}}\) decreases \((\lim_{x \to 0} \frac{a x^2}{1 + bx} = 0)\), thereby making the model applicable for all \(D_{\text{H}_2\text{O}}\).

The main difference between the linear model and the two non-linear models is the conceptual understanding of the
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relationship between \( D_{H_2O} \) and \( D_{DGT} \) as a result of membrane resistance. Presented in Fig. 5, where membrane resistance (MR) can be calculated from \( D_{H_2O} \) and \( D_{DGT} \) (eqn (16)), the linear model presents the cut-off point (100% retention) for \( D_{H_2O} = 0.71 \), while the non-linear models show a continuous increase in retention only reaching 100% once \( D_{H_2O} = 0 \).

\[
MR = \left(1 - \frac{D_{DGT}}{D_{H_2O}}\right) \times 100\% \quad (16)
\]

Using the Stokes–Einstein equation (eqn (5)) the molecular radius can be calculated to be approx. 3 nm for \( D_{H_2O} = 0.71 \). This is a diameter of approx. 6 nm, which is within the range of the pore size, 5–10 nm, for the APA membrane. It seems therefore likely that molecules larger than ~6 nm in diameter are unable to diffuse through the APA membrane. This is a molecular weight of approx. 64 000 Da calculated by Buffel’s equation (eqn (7)) for a friction coefficient = 1.16–1, respectively. On the basis of this concept and the good fit with the data, the linear model (eqn (17)) is chosen for correcting the free \( D \) for MR.

\[
D_{DGT} = 0.7907D_{H_2O} - 0.5621 \quad (17)
\]

4.4. Assessment of the amount of adsorbed humic substance P and HMWOP by DGT

Based on the model approach presented in Chapter 3.2 followed by MR correction, an assessment was made to estimate the amount of phosphorus associated with HS accumulated by the DGT. Mean concentrations of DOC in the water samples (Table 2) were used in eqn (8a) and (8b) to determine the amount of FA and HA bound P (FA-P and HA-P) for each of the three studied sites (Table 2).

The mean total flux of DOP was calculated by taking the accumulated amounts of DOP (TDP–DRP) adsorbed and dividing by the field deployment time of the DGTs. The mean HA-P and FA-P flux could then be calculated, in accordance with eqn (7)–(11), (14) and (17), as a fraction of the mean total DOP flux for each study site. The non-HS DOP, which is presumed to be accounted for by the LMWOP, was calculated by subtracting the HA-P and FA-P flux from the total DOP flux. The results given in Table 3 show that the amounts of HA-P and FA-P (i.e. comprising HMWOP) accumulated by the DGTs are negligible compared to the LMWOP fraction.

The negligible contribution is mainly attributed to the extremely low P/C ratio reported for the FA-P and HA-P fractions (Table 1). These data are based on HS that were isolated using the XAD solid phase column extraction method and fractionated by precipitation of FA at pH < 1 (HHSS Suwannee River FA and HA fractions\(^*\)). It is possible that the XAD alters the natural equilibrium of phosphate bound to Al and Fe complexed by HS. The low pH (1–2) and high pH (13) used in the XAD extraction method may desorb phosphate bound to the Al and Fe (ref. 50 and 51) on the HS. In the review by Copper et al.,\(^*\), it was shown that even after isolating HMW organic matter (>1 kDa) from natural waters, the large majority of organic phosphorus species determined for this fraction by mass spectrometry techniques were below 1 kDa. The confounding result was assumed to be a result of disruption of ionic interaction between large humic-like substances and LMWOP species, due to the electrospray ionization step, i.e. they were separated before analysis, despite being naturally found to be weakly linked together in natural waters. A study of freshwater from the Everglades, by Ged and Boyer\(^*\) showed that approx. 40% of their DOP was associated with compounds larger than 10 kDa. That being said the study also showed that approx. 44% of the DOP was associated with low molecular weight species (<1 kDa), leaving only ~16% DOP in the molecular weight fraction between 1 and 10 Da. Based on these DOP data a rough estimated calculation of DOP uptake by the DGTs can be conducted in which the flux is calculated using the concentration of DOP for each fraction \( c \) and \( D \) of the middle molecular weight of each molecular weight fraction. Unfortunately, no middle molecular weight can be estimated for >10 kDa, so a “worst case scenario” is used in which the average molecular weight for the >10 kDa fraction is assumed to be equal to 10 kDa. The results presented in Table 4 show that despite the relatively high concentration of DOP associated with HMW compounds, the relative flux of >10 kDa DOP into the DGT is only 16% vs. approx. 75% being associated with <1 kDa. However unlike the first assessment made from Table 3, where HS are shown to be negligible, these data show that >1 kDa or HMWOP may account for approx. 25% of the accumulated DOP fraction. Since much of DONM larger than 1 kDa is HS, it cannot be exactly concluded to what degree HS contributes to the
fraction of DOP adsorbed by the DGT. Instead it can be concluded that more than 75% of the DOP accumulated by the DGT is associated with LMWOP.

### 4.5. Assessment of ambient LMWOP from adsorbed DOP by the DGT

Diffusion coefficients at 20 °C for five LMWOP compounds (Table 3) were calculated using the three theoretically based methods discussed in Chapter 3.4, and corrected for MR using the linear empirical model derived in Chapter 4.3 (eqn (17)).

The estimated lower and upper $D$ ranges were found to be 2.4–3.5, 1.2–2.6 and 1.2–4.7 for Buffle, ChemAxon-Stokes–Einstein and ChemAxon-Wilke–Chang models, respectively. ChemAxon-Wilke–Chang gave a much larger range, with a difference of 3.3 from the lowest to the highest $D$, compared to the spans of Buffle and ChemAxon-Einstein–Stokes (1.1 and 1.4, respectively). Overall, Buffle produced slightly higher $D$ values than ChemAxon-Einstein–Stokes. All three models show G6P to have the highest $D$. The lowest $D$, however, varies among the Buffle and ChemAxon models. The Buffle equation indicates that IP6 is the slowest molecule, because it has the largest mass of the five compounds. However based on the molecular structure the largest $r_0$ is DLPA, which is why the ChemAxon model indicates that this compound has the lowest $D$. This reflects the weakness of using Buffle’s equation for LMWOP. Buffle’s semi-empirical equation is based on that the organic molecules have a mole fraction dominated by the atoms $^{12}$C, $^1$H, $^{16}$O and small amounts of $^{14}$N. This generates rather similar molecular densities for the organic molecules. However, molecules dense in $^{31}$P, such as IP6, have considerably higher molecular density. However, the phosphate groups cause the compound to have a relatively high net negative charge, producing a large hydrodynamic radius (possibly not accounted for by the ChemAxon model) and retention by the DGT APA membrane. IP6 has a strong negative charge of $-6$ to $-8$ at the pH range of $5–7$ (Chapter 3.1), encountered in the studied water bodies. This results in a high absolute charge to mass/size ratio, explaining the relatively lower diffusion coefficient than what might be expected considering mass and size based on structure.

Deviations between experimentally measured diffusion coefficients for AMP and IP6 (Chapter 4.1) and their three theoretically derived constants are given in Table 6. The diffusion coefficients of AMP and IP6 are assumed to cover the range of $D$ values encountered by LMWOP. Estimated $D$ based on Buffle’s equation deviates only 9% from the observed value for AMP, while both the ChemAxon models have an absolute error of 23%. Moreover, all models perform extremely poorly in estimating $D$ for IP6. The estimated values using the ChemAxon-Stokes–Einstein model is slightly closer, with only 81% deviation, though still too high to be useful for any meaningful prediction of $D$. Apparently, retardation of the charged IP6 by the slightly positively charged APA gel (Chapter 3.3) considerably reduces the diffusion of the molecule causing the experimentally observed $D$ value to be significantly lower than the modelled $D$ estimates.

ChemAxon-Wilke–Chang appeared to be the poorest model in this test. The other two models performed slightly better, but were also poor predictors for lower and upper $D$ of LMWOP. However, the combined $D$ range of Buffle and ChemAxon-Stokes–Einstein models for the five studied compounds (1.2–3.5; Table 5) does not deviate much from the experimental $D$ range of 1.0–2.9, captured by measuring IP6 and AMP.

The experimentally derived values of $D$ for AMP and IP6 will be used for determining the ambient LMWOP concentration in the catchment study (Chapter 4.7) since they span the theoretically derived $D$ values based on a set of LMWOP with large differences in physiochemical characteristics.
Table 5  Buffe and ChemAxon estimated MR corrected DGT diffusion coefficients for five selected LMWOP at pH 5

<table>
<thead>
<tr>
<th>Substance</th>
<th>M (Da)</th>
<th>Solute radius (Å)</th>
<th>Estimated $D_{DGT}$ ($10^{-6}$ cm$^2$ s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Buffe</td>
</tr>
<tr>
<td>G6P</td>
<td>260</td>
<td>5.3</td>
<td>3.5</td>
</tr>
<tr>
<td>AMP</td>
<td>346</td>
<td>6.1</td>
<td>3.2</td>
</tr>
<tr>
<td>ATP</td>
<td>507</td>
<td>7.1</td>
<td>2.7</td>
</tr>
<tr>
<td>DLPA</td>
<td>533</td>
<td>9.7</td>
<td>2.7</td>
</tr>
<tr>
<td>IP6</td>
<td>656</td>
<td>7.1</td>
<td>2.4</td>
</tr>
</tbody>
</table>

4.6. pH correction of dissolved reactive phosphate (DRP)

The common $D$ constant used for determining ambient DRP from DGT measurements is $5.28 \times 10^{-6}$ cm$^2$ s$^{-1}$ for H$_3$PO$_4^-$ (Zhang et al.$^{39}$). The problem however is that H$_3$PO$_4^-$ is not the dominant species at all pH commonly encountered in the environment. E.g., the median pH during the monitoring period for the Forest, Mixed and Agricultural catchment streams was 4.4, 6.9 and 7.8, respectively. Within this range the dominant species of orthophosphate differ between H$_3$PO$_4^-$ and HPO$_4^{2-}$. As each of these species has its own $D$ the distribution of H$_3$PO$_4^-$ and HPO$_4^{2-}$ with pH needs to be accounted for. The distribution ($\alpha$) for each species can be calculated from eqn (18) and (19), where the $K_a$ values for H$_3$PO$_4$, H$_2$PO$_4^-$ and HPO$_4^{2-}$ are 2.16, 7.21 and 12.3, respectively.

$$\alpha_1 = \frac{K_a_1[H^+]^2}{[H^+]^3 + K_a_1[H^+]^2 + K_a_2[H^+] + K_a_1K_a_2K_3} \quad (18)$$

$$\alpha_2 = \frac{K_a_1K_a_2[H^+]}{[H^+]^3 + K_a_1[H^+]^2 + K_a_2[H^+] + K_a_1K_a_2K_3} \quad (19)$$

In the forest catchment stream, with pH 4.4, 99.3% ($\alpha_1$) is in the form of H$_3$PO$_4^-$ and 0.2% ($\alpha_2$) is HPO$_4^{2-}$. In the mixed catchment stream, having pH 6.9, 63.2% is in the form of H$_3$PO$_4^-$ and 36.8% is HPO$_4^{2-}$, while for the agricultural catchment stream, with pH 7.8, only 34.9% is in the form of H$_3$PO$_4^-$ and 65.1% is HPO$_4^{2-}$. The challenge is that there exists no experimentally DGT determined $D$ value for HPO$_4^{2-}$. There is however a water determined $D$ for HPO$_4^{2-}$ ($6.40 \times 10^{-6}$ cm$^2$ s$^{-1}$ at 20 °C),$^{32}$ which after correction for DGT retardation due to MR (eqn (17)) is calculated to be $4.50 \times 10^{-6}$ cm$^2$ s$^{-1}$. One can then calculate a pH adjusted $D$ for DRP at any given pH by multiplying the fractional contribution of the two species, with their corresponding $D$ and adding the two products (eqn (20)).

$$D_{1,2} = \frac{\alpha_1}{\alpha_1 + \alpha_2} D_1 + \frac{\alpha_2}{\alpha_1 + \alpha_2} D_2 \quad (20)$$

It should be noted that the reason eqn (20) does not use the fractions directly is due to the fact that the forest catchment stream, with a median pH of 4.4, also contains the H$_4$PO$_4$ species (0.5%). There is however a lack of available data on $D$ for H$_4$PO$_4$, making it difficult to employ for this special case.

4.7. Field study of DGTs in stream water

Median, mean, variation and range in DRP and DOP concentration, derived from DGTs and water samples collected from the streams draining Forest, Mixed and Agricultural catchments, are shown in Fig. 6. As expected the drainage from agricultural catchment shows a considerably higher concentration of DRP compared to the mixed and forested catchment. The agricultural stream shows also a greater concentration of DRP compared to DOP, while the opposite is the case for the forest stream. The reason is without doubt the large amount of inorganic phosphate fertilizer used in the cultivation of the agriculture sites, governing the higher DRP to DOP ratio. In forest catchments the DRP is kept low as it is efficiently consumed by the perennial forest vegetation. It is the leaching of DNOM from the forest soil which contributes most to the DOP found in the Forest stream. The stream water from the Mixed catchment has inherently a DRP to DOP ratio that lies between the ratios found for the Forest and Agricultural streams.

Validation of the DGT’s ability to measure time average concentrations of DRP was performed by comparing the DRP concentrations derived from DGTs with the DRP measured directly in water samples collected from the streams during the DGT deployment period. The Wilcoxon rank-sum statistical test (also known as the Mann–Whitney $U$ test) is a nonparametric test.

Table 6  Validation of the DGT diffusion coefficient models$^a$

<table>
<thead>
<tr>
<th>Compound</th>
<th>Observed $D_{DGT}$ ($10^{-6}$ cm$^2$ s$^{-1}$)</th>
<th>Estimated $D_{DGT}$ ($10^{-6}$ cm$^2$ s$^{-1}$)</th>
<th>Deviation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMP</td>
<td>2.9</td>
<td>3.2</td>
<td>2.2</td>
</tr>
<tr>
<td>IP6</td>
<td>1.0</td>
<td>2.4</td>
<td>1.8</td>
</tr>
</tbody>
</table>

test for the null hypothesis of two sample groups originating from the same population. The main advantage of the Wilcoxon test is its efficiency and robustness in comparing populations, which are not necessarily normally distributed and vary in the number of observations, i.e. non-paired test. This is practical, considering that DGTs are time average measurements, while grab samples are only momentary measurements. For good comparison more grab samples than DGT measurements are required. The test does not require an interval dataset, only that the data is ordinal, which is necessary since sampling intervals varied during the period (Chapter 2.2). The statistical test found no significant difference \( p < 0.05 \) between DRP from DGTs and water samples for the Forest, Mixed and Agricultural catchment streams \( (p = 0.053, p = 0.39 \) and \( p = 0.078 \), respectively). However it should be noted that both the Forest and Agricultural catchments were borderline to failing the null hypothesis. It is important also to note that without pH correction (Chapter 4.6) the Wilcoxon rank-sum test would have predicted a significant difference \( (p = 0.032) \) for the Agricultural catchment stream. From the boxplots in Fig. 6 it can be seen that the median values of the forest DRP values for DGT and water sample are close \( (2.0 \mu g \text{ PL}^{-1} \) and \( 1.7 \mu g \text{ PL}^{-1} \) respectively), but that the bulk distribution of measurements overlap poorly. The DGT time average measurements show an overall slightly higher DRP concentration than the water samples. For the stream draining the Agricultural catchment there is good agreement between the two distributions of DGT and water sample DRP measurements. However, the DGT show a far

Fig. 6 Boxplots comparing concentrations of P fractions from the DGTs and water samples collected from the study sites, forest, mixed, and agricultural, during the period from June to September. The black star dot (*) denotes the mean value.
narrower spread in measurements as these are time averaged values. All the water sample DRP measurements from the median to the 3rd quartile are higher than the main bulk distribution of DGT DRP measurements. It is possible that this larger DRP concentration in the water sample is a result of over-estimation, possibly contributed by P lightly adsorbed to colloid-particles bypassing the 0.7 μm filter (see Chapter 2.4).

Overall there is clearly far less difference between the two methods of DRP determination (i.e. DGT and water sample), relative to the difference in DRP concentration between the three catchment streams.

Validation of DOP by comparing significant deviations between DGT determined LMWOP and water samples determined DOP is not sound for the following two reasons:

1. DOP in the water sample may also contain a significant fraction of HMWOP (Chapter 4.4).

2. Only minimum and maximum concentrations of LMWOP can be determined. The actual amount remains unknown until further information is acquired regarding the relative distribution of DOP molecular species for the streams draining the different catchments. It can however be assumed, based on the findings in Chapter 4.4, that the large majority of the DGT accumulated DOP is LMWOP (>75%).

For all streams the maximum LMWOP concentration determined is higher than the DOP concentration determined from the water sample. This simply reflects that on average not all of the DOP molecular compounds in the water samples are as large or have a D as low as IP6. The minimum LMWOP concentration has to be smaller than or equal to the DOP in the water samples, since LMWOP is a fraction of the DOP fraction. Based on the good match between DOP in the water sample and the minimum LMWOP concentration in the Agricultural stream it appears that the average size of the DOP molecules in the agricultural runoff is of the size of AMP. The mixed catchment shows closer match with the larger molecular compounds, such as IP6. For the forest stream the DOP on average consists of a medium sized LMWOP. The results clearly show that streams draining from catchments with different land-use have different distributions of LMWOP.

For the practical application of using DGTs to monitor time average DOP we need to determine a “best fit” D, which results in the best match between DGT determined LMWOP and water determined DOP. Using the same Wilcoxon rank-sum test, which was used to validate the DRP data, we can compare the DGT LMWOP with the water sample DOP data for different D from 1.0 to 2.9 in 0.05 increments. The D resulting in the highest p-value for the test will indicate minimum significant difference between the two datasets (Table 7). It should however be noted that this serves only as a practical means of using the DGTs to determine time average DOP, because there is an assumption that the relative distribution of LMWOP/DOP compounds remains constant within each stream, despite changes in the overall LMWOP/DOP concentration. However even if the assumption of constant relative distribution is likely correct, the D determined by this stream calibration method is likely smaller than the true unattainable number average D for LMWOP, because the DOP concentration in water samples (also containing HMWOP) is always larger than LMWOP.

4.8 Field study of lake water DRP and LMWOP using DGT

The DGT study at the lake basin Grepperødfjorden provides some insight into the dynamics of P bioavailability through the water column (Fig. 7). Temperature showed a fairly minor and constant decline with depth, from 21.3 to 18.7 °C. The lake basin is shallow and was non-stratified due to mixing by water turbulence. This is however not always the case, as the lake basin occasionally experiences stratification and hypoxia in the hypolimnion. During the summer and early autumn periods (the warmest months) the lake experiences algae blooms, dominated mainly by Gonyostomum semen (phytoplankton fraction approx. 60–80%). This phytoplankton species is typically found in humic lakes and is capable of diel vertical movement (DVM). This means it is able to migrate towards the surface for enough light for photosynthesis during the day and migrate towards the sediments for a source of P, typically during the night. It would be expected that the DVM of phytoplankton and lack of stratification would result in a fairly even distribution of DRP and LMWOP concentration through the water column. The DGT results presented in Fig. 7 show however that DRP decreased significantly with depth (p < 0.05), while there was no significant difference between depths for LMWOP (p > 0.05). The highest concentrations of both DRP and LMWOP were found near the surface. Based on conventional grab samples the levels of bioavailable P species in the photic zone are commonly found to be close to the detection limit even in eutrophic lakes, due to efficient phosphorus assimilation by phytoplankton during the day. On the other hand, DGTs capture the time average concentration, and thus integrate out diurnal variation, while grab samples are usually only taken during the day. This may mean that biochemical processes that may give the net production of DRP and LMWOP during the night are not detected by the conventional sampling method. For instance, it is known that macrozooplankton migrate towards the sediments during the day to avoid predation due to reduced visibility in deeper, darker waters. During the night however they are safe to migrate back towards the surface where they can feed on phytoplankton in the warmer epilimnion. As a result of sufficient food and warmer temperatures, their metabolic rate increases, which results in the release of DRP and LMWOP through excretion. The second explanation for the high DRP and LMWOP near the surface is cell death, which is common near the surface due to the intense solar radiation.

### Table 7 "Best fit" diffusion coefficients for minimum difference between DGT LMWOP and water sample DOP, using the Wilcoxon rank-sum test

<table>
<thead>
<tr>
<th>Location</th>
<th>D (10⁻⁶ cm² s⁻¹)</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forest</td>
<td>1.6</td>
<td>0.959</td>
</tr>
<tr>
<td>Mixed</td>
<td>1.15</td>
<td>0.936</td>
</tr>
<tr>
<td>Agricultural</td>
<td>2.45</td>
<td>0.973</td>
</tr>
</tbody>
</table>
Phytoplankton are dependent on getting sufficient photosynthetically active radiation (PAR, ~380–710 nm), which declines exponentially with depth, known as vertical light attenuation. Furthermore UV-radiation, but also wavelengths (WL) in the blue spectrum of PAR, decline exponentially with increase in DNOM. In humic water bodies, such as GrepperødFjorden, this results in a thin euphotic zone at the surface of the water. Minimal change in distance from the surface results in large changes in the amount of available PAR. A little too far below the surface results in insufficient photosynthesis to balance their energy demand for metabolic activity. A little too near the surface and the high intensity of light, in particular UV-radiation, result in DNA damage and cell death, not to mention that photo-degradation of DNOM results in reactive oxygen species toxic to biota. Cell death is followed by lysis, which results in the release of DOP to the water. In addition many of the enzymes capable of hydrolysing phosphate from DOP are also released as a result of cell lysis, which may explain the high DRP concentration in the surface waters.

At the deeper depths of the water column it appears that P uptake keeps the P concentration low, and the reduced UV-radiation keeps the phytoplankton safe from harmful exposure. Finally the DGT placed in the sediment measures high concentrations of both P fractions, as would be expected due to internal loading from the sediments.

It remains unclear why DRP measured from the water sample collected at 2.5 m is far greater than the DGT determined DRP at 2.5 m. DOP from the water sample remains near the LMWOP determined concentrations.

5 Conclusion

The solution type DGTs fitted with Fe-oxide binding gel proved to be successful in the linear uptake of AMP and IP6, and will therefore most likely capture other LMWOP, and thus bioavailable, compounds in a similar manner. Modelling of HA-P and FA-P uptake indicated that the DGTs only collect negligible amounts of P associated with HS. Even using higher P/C ratios reported by Ged and Boyer, less than approx. 25% of the DOP that was accumulated could be over >1 kDa. It should be noted that a negligible amount of this is associated with HS as this is the largest DNOM fraction. More studies are needed to better quantify the distribution of DOP with molecular weight for a variety of catchments with different land-use. Nonetheless, the results remain fairly conclusive that more than 75% of the DOP accumulated by the DGT is LMWOP.

Both the Buffle and the ChemAxon-Stokes–Einstein models are still in their infancy in regards to predicting DGT diffusion coefficients (D) of LMWOP molecules. This is partly because there is currently insufficient observed/experimental data available to develop good models. More LMWOP molecules need to have their D determined experimentally so that better calibration and validation can be performed. There is little doubt that charge plays an important role in the diffusion of molecules through the DGT APA membrane. It is therefore inherent that the D needs to be determined at different pH, in order to compensate for the changes in negative charge as a result of protonation and de-protonation of phosphate and other weak acid functional groups.
The catchment study indicates that there is a reasonable match between the dissolved P fractions determined from water samples and by DGTs, and that molecular weight distribution of LMWOP/DOP is different for the three study sites. However, accurate determination of the concentration of the LMWOP fraction remains infeasible without knowing the distribution of LMWOP molecules in the streams. The application of DGTs will not be practical for the determination of the time average LMWOP fraction if one needs to determine the relative distribution of the LMWOP molecules each time the DGT is used. A practical compromise was however found by determining a “best fit” D for each study site that results in the least significant difference between the two datasets, DGT LMWOP and the water sample DOP. In this way “tailored” D for the individual water bodies can be determined as a means to roughly assess the time average DOP.

The lake study clearly shows the strengths of the DGT as a better means of capturing the spatial variation of DRP and LMWOP in the lake. Further studies are still required to better explain P cycling in the lake. Nevertheless, the use of DGTs provides a far better ambient approach to monitoring bioavailable P concentrations than the conventional grab sample, which often fails to capture long-term diel, seasonal and spatial variations due to the practical restraints of sampling.
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