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Electronic coherence and the kinetics of
inter-complex energy transfer in light-harvesting
systems

Pengfei Huo and Thomas F. Miller III*

We apply real-time path-integral dynamics simulations to characterize the role of electronic coherence

in inter-complex excitation energy transfer (EET) processes. The analysis is performed using a system-bath

model that exhibits the essential features of light-harvesting networks, including strong intra-complex

electronic coupling and weak inter-complex coupling. Strong intra-complex coupling is known to generate

both static and dynamic electron coherences, which delocalize the exciton over multiple chromophores

and potentially influence the inter-complex EET dynamics. With numerical results from partial linearized

density matrix (PLDM) real-time path-integral calculations, it is found that both static and dynamic

coherence are correlated with the rate of inter-complex EET. To distinguish the impact of these two types

of intra-complex coherence on the rate of inter-complex EET, we use Multi-Chromophore Förster

Resonance Energy Transfer (MC-FRET) theory to map the original parameterization of the system-bath

model to an alternative parameterization for which the effects of static coherence are preserved while the

effects of dynamic coherence are largely eliminated. It is then shown that both parameterizations of the

model (i.e., the original that supports dynamic coherence and the alternative that eliminates it), exhibit

nearly identical EET kinetics and population dynamics over a wide range of parameters. These observations

are found to hold for cases in which either the EET donor or acceptor is a dimeric complex and for cases

in which the dimeric complex is either symmetric or asymmetric. The results from this study suggest that

dynamic coherence plays only a minor role in the actual kinetics of inter-complex EET, whereas static

coherence largely governs the kinetics of incoherent inter-complex EET in light-harvesting networks.

1 Introduction

The extraordinary efficiency of excitation energy transfer (EET)
in natural light-harvesting systems is generally attributed to
rapid timescales of incoherent exciton-transfer (B50 ps) in
comparison to the nanosecond-timescale excitation lifetime.1

Nonetheless, recent 2D-spectroscopy experiments have observed
transient intra-complex electronic coherence in natural2–6 and
artificial light harvesting systems,7–9 which raises questions
about the role of intra-complex electronic coherence in facilitating
EET across multi-meric complexes.10–12 In this work, we combine
real-time path-integral dynamics simulations13,14 and analysis
from Multi-Chromophore Förster Resonance Energy Transfer
(MC-FRET) theory15–17 to examine the role of electronic coherence
on the kinetics of EET in light-harvesting systems.

Light-harvesting systems are typically comprised of multiple
complexes, which are in turn comprised of multiple light-absorbing
chromophores. For example, Photosystem II is comprised of the

CP43, CP47, and reaction center complexes, each of which
includes multiple chromophores.18–20 In most light-harvesting
systems, chromophores within a complex exhibit strong electro-
nic coupling due to their close-packed configurations.11,12,18,19

The electronic coupling between chromophores in different
complexes, however, is typically much weaker due to the larger
distances of separation, leading to incoherent dynamics for EET
between complexes. The manifestation of electronic coherences
in EET has been the subject of significant experimental2,3 and
theoretical11,12,21–32 attention. In the current work, we specifi-
cally focus on the way in which intra-complex electronic coher-
ence affects inter-complex EET kinetics, which is crucial to the
efficiency of light-harvesting systems. We address this issue by
distinguishing between static and dynamic types of electronic
coherence and by examining the relative impact of these two
types of intra-complex coherence on the kinetics of inter-
complex EET.

Fig. 1 introduces the simple model for inter-complex energy
transfer that is employed in this study.11,12,22 The model exhibits
an EET donor complex that consists of a pair of chromophores
and an acceptor complex that consists of a single chromophore
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(Fig. 1a). Inter-complex electronic coupling is described via the
parameter d and intra-complex electronic coupling is given by D,
where the latter is a function of the tilt angle, y, between the
two chromophores of the dimer (Fig. 1b). The intra-complex
coupling can be varied via the chromophore-dipole tilt angle
(Fig. 1c); previous theoretical work has found that the sign of
the intra-complex coupling has a significant influence on both
the rate of inter-complex EET and non-linear spectroscopic
features.22,33,34 Despite its simplicity, this model exhibits many
of the essential features of EET in light-harvesting systems for
regimes in which the intra-complex coupling is relatively large
(bD 4 B1, where b = 1/kBT) and the inter-complex coupling is
small (bd { 1).

The current work focuses on characterizing the effect of
electronic coherence on the kinetics of EET in light-harvesting
systems. In doing so, we will follow earlier work by distinguishing
between static coherence and dynamic coherence.10,12,35

Static coherence (also known as ‘‘exciton delocalization’’) is
a time-independent feature associated with shifts in the intra-
complex energy eigenspectrum.10,18,36,37 It can be characterized
in terms of the off-diagonal elements of the projector for the
donor-complex eigenstates, such that

hD1|r̂a|D2i = hD1|aiha|D2i = c1ac2a*, (1)

where |ai is the ath exciton eigenstate of the donor complex
(in isolation from the acceptor complex and the dissipative
environment) and |Dji is the single excitation basis function

(site basis) associated with the jth individual chromophore in
the donor complex.

Dynamic coherence is a time-dependent feature associated
with transient superpositions among the local excitations on
individual chromophores.12,18,38 It is most commonly charac-
terized in terms of the off-diagonal elements of the projector for
the time-dependent wavefunction of the exciton, such that

hD1|r̂(t)|D2i = hD1|c(t)ihc(t)|D2i = c1(t)c2*(t), (2)

where |c(t)i = c1(t)|D1i + c2(t)|D2i is the exciton wavefunction.
Although it is a well know result that static coherence effects
can strongly impact the EET rate,15,16,37 the role of dynamic
coherence in EET is less clear.2,10,21

To characterize the relative contributions of static and dynamic
electronic coherence in facilitating inter-complex EET, we use
MC-FRET theory15–17 to construct an alternative parametrization
of the model in Fig. 1, such that the effects of static coherence are
preserved, while dynamic coherence is eliminated via the removal
of the intra-complex electronic coupling. Using the partial linear-
ized density matrix (PLDM) path-integral method,13,14 we investi-
gate the EET for the model system, considering both the original
parameterization that supports dynamic coherence and the alter-
native parameterization that eliminates dynamic coherence.
The numerical results show nearly identical inter-complex
EET kinetics for both sets of parameters over a broad range
of EET regimes. These results suggest that static coherence
largely governs the kinetics of inter-complex EET in light-
harvesting networks, whereas dynamic coherence plays only a
minimal role.

2 Model system

The model system employed in this study (Fig. 1) assumes the
form of the Frenkel-exciton tight-binding Hamiltonian,39

Ĥ = Ĥs + Ĥint + Ĥb. (3)

The system part of the Hamiltonian includes contribution
from the donor complex, the acceptor complex, and the inter-
complex coupling, such that

Ĥs = ĤD
s + ĤA

s + ĤC
s . (4)

In general, each complex is comprised of multiple chromo-
phores, each of which contributes a single basis function for
the description of the exciton. The contributions to the system
Hamiltonian from the donor and acceptor complexes are thus

Ĥ
D

s ¼
X
j

eDj Dj

�� �
Dj

� ��þX
jaj0

DDjDj0 Dj

�� �
Dj0
� ��

Ĥ
A

s ¼
X
k

eAk
Akj i Akh j þ

X
kak0

DAkAk0 Akj i Ak0h j;
(5)

where the coefficients for the diagonal terms correspond to
the chromophore site energies and the coefficients for the off-
diagonal terms correspond to intra-complex electronic couplings.

Fig. 1 Model system for EET that consists of two strongly coupled donor
chromophores and a single acceptor chromophore. (a) An illustrative
atomistic representation of the model, indicating the donor and acceptor
single excitation states. (b) A schematic of the model, indicating the
coupling parameters and the tilt angle between the chromophores of the
dimer. (c) The intra-complex electronic coupling, D, plotted as a function of
the tilt angle. Positive values of the intra-complex coupling correspond to
H-type chromophore aggregates, and negative values correspond to J-type
aggregates.
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Coupling between the donor and acceptor complexes in the
system Hamiltonian is given by

Ĥ
C

s ¼
X
jk

dDjAk
Dj

�� �
Akh j; (6)

where the coefficients are the inter-complex electronic
couplings.

Within the dipole approximation, the intra-complex electronic
coupling can be related to the relative orientation of the transi-
tion dipole associated with individual chromophores using

DDjDj0 ¼
1

4pe0rDjDj0
3
~mDj

~mDj0
� 3 ~mDj

r̂DjDj0

� �
~mDj0

r̂DjDj0

� �h i
; (7)

where ~mj is the transition dipole associated with the ground
to excited transition on chromophore Dj, rDjDj0 and r̂DjDj0 are

the vector and unit vector pointed from chromophore Dj to Dj0. As
illustrated in Fig. 1c, Djj0 can be modulated by varying the tilt
angle y of the dipoles. For tilt angles associated with positive
value of intra-complex electronic coupling, the donor complex
corresponds to an H-type aggregate; for negative values of the
coupling, the donor complex is a J-type aggregate.34,40 While the
inter-complex electronic couplings can also be modeled in terms
of the tilt angle, this dependence is much weaker and is thus
assumed here to be independent of the tilt angle.

The model incorporates the effect of a dissipative environ-
ment via linear coupling of each chromophore site to a corre-
sponding harmonic bath, using

Ĥ int ¼ Ĥ
D

int þ Ĥ
A

int

Ĥ
D

int ¼
X
Dj;i

cDj;iRDj;i Dj

�� �
Dj

� ��

Ĥ
A

int ¼
X
Ak;i

cAk;i
RAk;i

Akj i Akh j:

(8)

The bath terms of the Hamiltonian are

Ĥb = ĤD
b + ĤA

b (9)

Ĥ
D

b ¼
X
Dj;i

1

2
PDj;i

2 þ oDj;i
2RDj;i

2
� �

1̂

Ĥ
A

b ¼
X
Ak;i

1

2
PAk;i

2 þ oAk;i

2RAk;i

2
h i

1̂;

(10)

where 1̂ ¼
PAk

n¼Dj

jnihnj.

The system-bath coupling constants cDj,i
and cAk,i

are sampled
from the Debye–Drude form of the spectral density,21,41

JnðoÞ ¼
p
2

X
i

cn;i
2

on;i
d o� on;i

	 

¼ 2lnot

o2t2 þ 1
; (11)

where n = Dj� � �Ak. The solvent reorganization energy associated
with each chromophore state |ni is ln ¼

P
i

cn;i
�
on;i

2 ¼

1
�
p
Ð1
0 JnðoÞ=o, and the bath relaxation time is t. We assume

that an independent and identical bath is coupled to each
chromophore state.

For use in the following sections, we introduce notation for
the Hamiltonian operators associated with the donor and
acceptor complexes,

ĤD ¼ Ĥ
D

s þ Ĥ
D

int þ Ĥ
D

b

X
Dj

Dj

�� �
Dj

� ��

ĤA ¼ Ĥ
A

s þ Ĥ
A

int þ Ĥ
A

b

X
Ak

Akj i Akh j:
(12)

3 Partial linearized density matrix
dynamics

EET rate constants and time-dependent reduced density matrix
elements are obtained from thermal time correlation functions.
In this study, we use the PLDM path-integral dynamics method
to compute the necessary correlation functions.13,14 In this
section, we review expressions for the EET rate constant and
reduced density matrix in terms of time correlation functions,
we briefly outline the PLDM method for describing EET
dynamics, and we present benchmark results for EET between
a single donor and single acceptor model.

The general expression for the time-dependent reduced
density matrix is13,42

rij(t) = Tr[ r̂(0)eiĤt/�h|iihj|e�iĤt/�h], (13)

where r̂(0) is the initial density operator. Unless otherwise
specified, EET rate constants are obtained from the flux-side
correlation function42,43 using

k ¼ Qr
�1 lim

t!tp
CfsðtÞ; (14)

where Cfs(t) = Tr[ r̂F̂eiĤt/�hĥe�iĤt/�h ], tp is the ‘‘plateau time’’ for

flux-side correlation function,42,43 r̂ = e�bĤ, Ĥ is the total

Hamiltonian operator, and Qr ¼ Tr½ r̂ð1̂� ĥÞ� is the reactant

partition function. The side operator ĥ ¼
P
Ak

Akj i Akh j distin-

guishes between the reactant and product regions, and F̂ ¼

i

�h
½Ĥ; ĥ� is the associated flux operator. The rate constant can be

equivalently expressed as k ¼ Qr
�1Ð tp

0 Cff ðtÞdt, where Cff(t) =

Tr[ r̂F̂eiĤt/�hF̂e�iĤt/�h ], or it can be computed directly from the

population dynamics.44–46

The time correlation functions in eqn (13) and (14) are
computed using the PLDM method.13,14 Expressing the total
Hamiltonian in terms of its nuclear kinetic and total potential
energy contributions, Ĥ = T̂ + Vnm(R̂)|nihm|, where |ni, |mi A
{{|Dji}, {|Aki}} are the site basis functions, we use the mapping
representation of Meyer–Miller–Stock–Thoss47 to transform the
discrete electronic states into continuous variables

jnihmj ! âynâm, where âyn ¼
1ffiffiffiffiffi
2�h
p q̂n � ip̂nð Þ. Applying a lineariza-

tion approximation42 to the nuclear degrees of freedom and
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keeping the explicit propagation of the electronic degrees of
freedom, we arrive at the general PLDM expression13,14

CABðtÞ ¼ hÂB̂ðtÞi ¼ Tr r̂Âe
i
�hĤtB̂e�

i
�hĤt

 �

�
Xn0 0 nt 0
nt ;n0

ð
d �R

d �P

2p�h
dqdpdq0dp0G0G0

0

� ðr̂ÂÞn0 ;n0
0

W ð0ÞB̂nt
0
nt

W ðtÞ � T n0;nt½ �T
0

nt
0
;n0
0½ �;

(15)

where T[n0,nt] = 1
4(qnt

+ ipnt
)(qn0

� ipn0
) are the electronic

transition amplitudes, and ðr̂ÂÞn0 ;n0
0

W ¼
ð
dZ0

�R0 þ
Z0

2
n0jr̂Âj �R0 �

Z0

2
n0
0

� �
e�

i
�h

�P0Z0 and B̂
nt
0
;nt

W ðtÞ� ¼
Ð
dZt

�Rt �
Zt

2
nt
0 jB̂j �Rt þ

Zt

2
nt

� �
e
i
�h

�PNZt are partial Wigner transforma-

tions of operators r̂Â and B̂. G0 ¼ e
�1
2

P
b

qb0
2þpb02ð Þ

provides the
initial distributions of electronic degrees of freedom. The terms

G0
0 and T

0

n0
0
;nt
0½ � are similarly defined with respect to time

propagation in the reversed direction.
Classical trajectories are used to evaluate the approximate

quantum time correlation function in eqn (15). These trajec-
tories are propagated using the equations of motion13

_qnt ¼ @Hcl
m

�Rtð Þ
�
@pnt ; _pnt ¼ �@Hcl

m
�Rtð Þ
�
@qnt

F ¼ �1
2
r �Rt

Hcl
m

�Rt; pnt ; qntð Þ þHcl
mð �Rt; p

0

nt
0 ; q

0

nt
0 Þ

h i
;

(16)

where Hcl
mð �R; p; qÞ ¼ 1

2

P
nm

Vnmð �RÞ pnpm þ qnqmð Þ is the classical

mapping Hamiltonian,13 and F is the force that acts on the
nuclear degrees of freedom.

In recent work, we have demonstrated the accuracy of the
PLDM method for non-adiabatic reaction dynamics associated
with electron transfer.14 To further benchmark the accuracy of
the method for EET processes, Fig. 2 presents a comparison of
PLDM with numerically exact results for the EET rate associated
with excitation transfer from a single donor chromophore to a
single acceptor chromophore. These results provide a clear
picture of how different quantities control the EET rate, as well
as the accuracy of the PLDM method in various regimes. Unless
otherwise specified, the excitation energy gap between the
donor and acceptor is e = eD � eA = 100 cm�1, the inter-
complex electronic coupling is d = 5 cm�1, the solvent reorga-
nization energy is l = lD = lA = 100 cm�1, and the solvent
response time is t = 0.1 ps. The solvent bath are discretized
following the description in Section 4.

The rate constant in Fig. 2a is calculated from an exponen-
tial fit of the population decay of an excitation on the donor.
The initial condition for the excitation is r̂0 = |DihD|(r̂b)w. The
exciton transfer rate constants in Fig. 2b–d are calculated as the
long-time plateau value of the flux-side correlation function, as
described in eqn (14). To evaluate the partial-Wigner

transformation of the thermal flux operator (e�bĤF̂)w, we use
the approximation14,42,45

e�bĤ F̂
� �

w
� e�b Ĥ

D
sbþĤ

A
b

	 
� �
w

F̂

¼ e�bĤ
D
sb

� �
w

e�bĤ
A
b

� �
w
F̂ ; (17)

where ĤD
sb = ĤD

int + ĤD
b , and the Wigner distribution for ĤD

sb is

e�bĤ
D
sb

� �
w
¼
Y
i

tanh
boD;i

2

� �

� exp �
tanh

boD;i

2

� �
oD;i

PD;i
2 þ oD;i

2 RD;i þ
cD;i

oD;i
2

� �2
 !2

664
3
775;

(18)

and the Wigner density for acceptor bath ĤA
b is

e�bĤ
A
b

� �
w
¼
Y
i

tanh
boA;i

2

� �

� exp �
tanh

boA;i

2

� �
oA;i

PA;i
2 þ oA;i

2RA;i
2

	 

2
664

3
775:
(19)

Fig. 2a presents the numerical results of EET rate over a
range of solvent reorganization energies, l, using an inter-
complex coupling of d = 20 cm�1. The EET rate is computed
using the PLDM method, as well as with classical Marcus
Theory (MT)45 and a Fermi Golden Rule (FGR) expression41,45

that accounts for nuclear quantization (see Appendix A for
details). Also included are numerical exact results obtained
from the hierarchy equation of motion (HEOM).41 Whereas the
FGR and MT descriptions only agree with the exact results for
large reorganization energies, PLDM works well over the entire

Fig. 2 The thermal rate k (ps�1) for EET between monomeric donor and
acceptor complexes, as a function of (a) reorganization energy, (b) inter-
complex electronic coupling, (c) site energy gap e, and (d) solvent response
time. See text for details.
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range of l. Note that a maximal transfer rate is obtained with
changing l; this behavior has been previously discussed in
terms of ‘‘environment-assisted quantum transport’’.12,25,48,49

Fig. 2b presents the numerical results for the EET rate upon
varying the inter-complex electronic coupling, d, and with eD = eA.
For small couplings (bd { 1), the system exhibits non-adiabatic
EET dynamics and PLDM agrees with the FGR result. For larger
couplings (bd 4 1), PLDM correctly deviates from FGR,14,45 which
assumes weak coupling.

Fig. 2c presents PLDM results for the EET rate over a range
of values of the energy gap between donor and acceptor
states, e = eD � eA. Here, inter-complex coupling is small
(bd { 1) such that FGR provides an accurate description. The
FGR results predict a turnover with maximal rate at e = l.
Classical MT gives the correct qualitative trend of the EET
rate, but it underestimates the rate in the inverted regime
(e 4 l). This effect is well understood from the fact that
quantized vibrational levels provide additional transfer channels
between donor and acceptor states, especially in the inverted
regime.50

In Fig. 2d, we explore the effect of the memory time
of the bath, t. By varying t for the asymmetric model system
(e = 500 cm�1), the EET rate exhibits classical Kramers behavior,
as expected.51 For the more interesting symmetric case (e = 0),
the rate increases at the low friction regime (small t) due to
interference effects, as been discussed in previous semi-classical52

and numerically exact51 studies.

4 Calculation details

All remaining results in this paper are performed at T = 300 K.
The PLDM method is used to calculate all needed time corre-
lation functions, using 106 trajectories obtained from the
equations of motion in eqn (16) to generate tightly converged
results.

The Debye–Drude form of the spectral density described in
eqn (11) is discretized into 500 oscillators,53 with frequencies

oj ¼ 1=tð Þ tan j

N
tan �1 omtð Þ

� �
and coupling constants

cj ¼ 2oj

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l tan �1 omtð Þ=pN

p
, where j = 1,. . .,N and om = 20/t is

the cutoff frequency for the oscillators. The solvent reorganiza-
tion energy for the donor and the acceptor baths is lD = lA =
100 cm�1, and the solvent response time is t = 0.1 ps. These
parameters are chosen to be consistent with natural light
harvesting systems.11,41

The time-dependent reduced density matrix rij(t) is calcu-
lated as described in eqn (13), using r̂(0)w = 1/2[|D1ihD1| +
|D2ihD2|](r̂b)w for the D = 0 case and r̂(0)w = |D1ihD1|(r̂b)w for
the D = �200 cm�1 cases where (r̂b)w are evaluated in the
manner of eqn (19).

The EET rate constant is calculated using eqn (14). Although
the Wigner transformed thermal flux operator (e�bĤF̂)w could
be sampled exactly from a path-integral Monte-Carlo based
procedure,54,55 we use an approximate expression,14,42 as
described in eqn (17)–(19).

For the case of dimeric donor and monomeric acceptor, the
site and flux operators are ĥ = |AihA| and

F̂ ¼ i

�h
d D1j i Ah j � Aj i D1h j þ D2j i Ah j � Aj i D2h j½ �; (20)

respectively. For the case monomeric donor and dimeric accep-
tor, the site and flux operators are ĥ = |A1ihA1| + |A2ihA2| and

F̂ ¼ i

�h
d Dj i A1h j � A1j i Dh j þ Dj i A2h j � A2j i Dh j½ �; (21)

respectively.

5 Results

We now present numerical results and analysis for EET between
monomeric and dimeric chromophore complexes.

5.1 Dynamic coherence in multimeric EET process

We begin by demonstrating the appearance of dynamic coherence
in intra-complex EET, for the model system with a dimeric donor
complex and a monomeric acceptor complex. For simplicity, we
assume that the site energies of the two chromophores in the
dimeric complex are degenerate (i.e., eD1

= eD2
= eD for the case of

a dimeric donor); the more general case of non-degenerate
chromophore dimers will be discussed in Section 5.3. The
donor–acceptor energetic gap e = eD � eA = 500 cm�1 and inter-
complex electronic coupling d = 5 cm�1. The remaining para-
meters, as well as the initial conditions for these calculations,
are described in Section 4.

Fig. 3a and b presents the real and imaginary components of the
intra-complex dynamic coherence hD1|r̂(t)|D2i, as defined in eqn (2).
These results demonstrate that the amount of dynamic coherence
depends upon the magnitude and sign of the intra-complex electro-
nic coupling, D. As the sign of D changes from positive to negative
values, the dynamic coherence changes correspondingly.

Fig. 3c presents the time-dependence of the exciton population
on the donor complex, hD1|r̂(t)|D1i + hD2|r̂(t)|D2i. This result
indicates that the EET kinetics are also strongly influenced
by intra-complex coupling. By varying D from 200 to �200 cm�1,
the EET rate accelerates by nearly a factor of five.

These results are consistent with recent theoretical results12,21

which illustrate that intra-complex dynamic coherence correlates
with the inter-complex EET kinetics. The results might be inter-
preted to suggest that the EET rate is sensitive to an important
role of dynamic coherence; however, in the next sections, we show
that if we derive a parameterization of the model that preserves
the effects of static coherence in Fig. 3 while largely eliminating
the intra-complex dynamic coherence, then the EET kinetics are
essentially unchanged.

5.2 Reparametrization of the model

In this section, we derive an alternative parameterization of
the system from Section 5.1. In particular, for any original set
of parameters for the model, we derive an alternative set of
parameters that preserves the effects of static coherence while
strictly eliminating the intra-complex electronic coupling, D.
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We end this section by demonstrating that the alternative
parameterization largely (and in some cases exactly) eliminates
the dynamic coherence for the EET processes studied here.

In order to develop an alternative parameterization of the
model that eliminates the intra-complex electronic coupling,
we follow previous theoretical work40,56 that compares MC-FRET
theory,15–17 a rate theory for energy transfer among weakly-
coupled multimeric complexes, in both the site and exciton bases.
We begin by expressing MC-FRET rate for the system with the
original parameterization

kMC ¼
X
jj0kk0

dDjAk
dDj0Ak0Re

ð1
�1

dtIk;k
0

A ðtÞE
j;j0

D ðtÞ
 �

; (22)

where

Ej0 j
D ðtÞ ¼ TrDb

e�iĤ
D
b t
�

�h Dj0 e
iĤDt=�hr̂D
��� ���Dj

D E �

Ikk
0

A ðtÞ ¼ TrAb
eiĤ

A
b t
�

�h Ak e�iĤ
At=�h

��� ���Ak0

D E
r̂Ab

 �
;

(23)

dDjAk
is the inter-complex coupling between donor |Dji and

acceptor |Aki, ĤD is the donor complex Hamiltonian defined
in eqn (12), and ĤA

b is the bath Hamiltonian for acceptor
complex. The density operators associated with excited donor

complex and ground state acceptor complex are r̂D = e�bĤD

/ZD

and r̂Ab ¼ e�bĤ
A
b

.
ZA

b . The notation TrDb[� � �] indicates the trace

taken over the bath degrees of freedom associated with the
donor complex.

We now switch from the MC-FRET expression in the chromo-
phore site basis (eqn (22) and (23)) to the corresponding expres-
sion in terms of the subsystem exciton representation, for which
the basis functions {|ai} and {|gi} satisfy

ĤD
s |ai = ea|ai and ĤA

s |gi = eg|gi. (24)

The site basis functions can be expanded in terms of the exciton
basis functions using

Dj

�� �
¼
X
a

caj jai and Akj i ¼
X
g

cgj jgi; (25)

where caj = ha|Dji = cja* are the expansion coefficients that
quantify static coherence, as described in eqn (1). In the exciton
representation, the intra-complex electronic couplings vanish,
such that ha|ĤD

s |a0i = hg|ĤA
s |g0i = 0. The MC-FRET rate from

(eqn (22) and (23)) can be rewritten in the exciton representa-
tion as56

kMC ¼
X
ag

X
jj0kk0

cj0acja
�djkckgck0g�dj0k0

 !
Re

ð
dtIgAðtÞE

a
DðtÞ

 �
;

(26)

where

Ea
DðtÞ ¼ TrDb

e�iĤ
D
b t
�

�heieat=�he�beaeiĤ
D
sbt
�

�he�bĤ
D
sb

�
ZD

 �

I
g
AðtÞ ¼ TrAb

eiĤ
A
b t
�

�he�iegt=�he�iĤ
A
sbt
�

�he�bĤ
A
b

�
ZA

b

 �
:

(27)

In arriving at eqn (26) and (27), we employ the split-operator
approximation eðit=�h�bÞĤ

D ¼ eði=�h�bÞĤ
D
s eðit=�h�bÞĤD

sb .
Comparison of the MC-FRET rate expressions in the site and

exciton bases reveals two ways in which static coherence
impacts the EET rate. Firstly, static coherence simply shifts
the eigenspectrum ea and eg associate with donor and acceptor
complexes, due to the electronic coupling between the sites.
Secondly, comparison of eqn (22) and (26) reveals that static
coherence leads to the rescaling of the inter-complex coupling
djk by a factor of cja*ckg. Both of these effects have been
emphasized in previous work.11,12,40

This analysis shows that for any original parameterization of
the model system in the site basis, we can prescribe an
alternative parameterization also in the site basis such that the
effects of static coherence are preserved and intra-complex
electronic coupling is strictly eliminated. Table 1 summarizes
the way in which this Static Coherence Preserving (SCP) para-
meterization of the model can be obtained from the original

Fig. 3 EET dynamics of the model with a dimeric donor and monomeric
acceptor. (a) Real and (b) imaginary components of the intra-complex
dynamic coherence, and (c) the exciton population on the donor complex,
hD1|r̂(t)|D1i + hD2|r̂(t)|D2i. Results are presented for a range of intra-
complex electronic couplings.
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parameterization; more general expressions for the SCP para-
meterization are provided in Appendix B.

Note that in the SCP parameterization of the model, the bath
modes remain diagonally coupled to the single-chromophore
states; the Hamiltonian in the SCP parameterization is thus not
an exact similarity transform of the Hamiltonian in the original
parameterization. The SCP parameterization should be viewed
as a procedure to construct a new system with site energies and
inter-complex couplings that preserve the effects of static
coherence in an original system, while (as is now shown) largely
eliminating dynamic coherence.

Finally, we numerically demonstrate that the SCP para-
metrization largely eliminates intra-complex dynamic coherence
during the EET process. In Fig. 4 we present the modulus of
dynamic coherence JhD1|r̂(t)|D2iJ for the SCP-parametrized
model. We consider the SCP parametrization that corresponds
to the original parameterization with D = �200 cm�1, donor–
acceptor energetic gap e = eD � eA = 500 cm�1, inter-complex
electronic coupling d = 5 cm�1, and a range of values for the intra-
complex energy gap ZD = eD1

� eD2
. The initial condition for these

calculations is hD1|r̂|D1i = hD2|r̂|D2i = 1/2.
It is clear from the figure that in all cases the intra-complex

is dramatically reduced from the levels seen in Fig. 3a and b,
and for the special case of degenerate donor chromophores
(ZD = 0) and symmetric donor–acceptor coupling (dD1A = dD2A),
the intra-complex dynamic coherence vanishes completely.

Similar results are obtained for D = 200 cm�1 with a range of
values for ZD (not shown).

For any original parameterization of the model, we have
derived an alternative parametrization that preserves the effects
of static coherence while largely (and some cases exactly)
eliminating dynamic coherence. In the next section, we will
directly compare the EET kinetics for the two different para-
meterizations to examine the isolated effects of dynamic coher-
ence in the EET process.

5.3 The role of dynamic coherence in EET kinetics

Having derived the SCP parameterization to isolate the effects
of dynamic coherence from those of static coherence, we return
to the model system with a donor complex comprised of a
symmetric dimer of chromophores and a monomeric acceptor
complex that was studied in Section 5.1.

Fig. 5 compares the EET dynamics obtained for the two
parameterizations with a range of values for the electronic
coupling. In each case, the results for the SCP parameterization
are obtained from the mapping of the original parameteriza-
tion described in Table 1; furthermore, the initial condition
hD1|r̂|D1i = hD2|r̂|D2i = 1/2 employed for the SCP parameter-
ization was chosen such that the initial exciton population
matches that which was considered for the original parameter-
ization (Fig. 3).

In Fig. 5a, we present the time-dependence of the exciton
population on the donor complex, hD1|r̂(t)|D1i + hD2|r̂(t)|D2i,

Table 1 Relationship between the original and SCP parameterizations for
the case of a dimeric donor complex and monomeric acceptor complex

Original SCPa

D ~D ¼ 0

eD1 ~eD1
¼ �eD þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ZD

2=4þ D2
p

eD2 ~eD2
¼ �eD �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ZD

2=4þ D2
p

eA ~eA = eA

dD1A ~dD1A ¼ dD1A cosðf=2Þ þ dD2A sinðf=2Þ
dD2A ~dD2A ¼ dD1A sinðf=2Þ � dD2A cosðf=2Þ
a Here, �eD = (eD1

+ eD2
)/2, ZD = eD1

� eD2
, and f = arctan(2D/ZD).

Fig. 4 Dynamic coherence in the SCP parameterization of the model.
Results are presented for various degrees of asymmetry of the donor site
energies, ZD = eD1

� eD2
. Note the small scale of the y-axis.

Fig. 5 EET dynamics for the model with a dimeric donor and monomeric
acceptor, comparing the original parameterization (solid curves) and the
SCP parameterization (dashed curves). (a) The exciton population on
the donor complex. (b) The normalized flux–flux correlation function,
Cff(t)/Cff(0). The solid curves in part (a) are identical to those in Fig. 3c.
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for the two different parameterizations; the results from the
original parameterization are identical to those presented in
Fig. 3c. The similarity of the exponential decay in each case
makes clear that the kinetics of EET for the two parameteriza-
tions is nearly identical. Fig. 5b presents the normalized flux–
flux correlation function Cff(t)/Cff(0) for the EET process, which
shows that the transient dynamics associated with inter-
complex EET is also nearly identical for the two parameteriza-
tions. Taken together, these results indicate the static coherence
effects play a major role in the kinetics of EET, whereas dynamic
coherence makes a much smaller contribution.

Fig. 6 further illustrates this point by presenting the EET
rates for the system discussed in Fig. 5. Indeed, across a wide
range of electronic couplings for the original parameterization,
the corresponding SCP parameterization exhibits essentially
identical rates for inter-complex EET across all regimes.

The turnover behavior seen in Fig. 6 as a function of electronic
coupling21 has previously been attributed to a balance between
intra-complex dynamic coherence and dissipation to the bath,25,28

which is seemingly inconsistent with the fact that the SCP
parameterization (for which dynamic coherence is largely elimi-
nated) still exhibits the turnover behavior. We now investigate the
mechanistic origin of this turnover behavior.

The energy-level diagrams at the right of Fig. 6 illustrate how
the electronic coupling in the original parameterization leads
to a shift of the site energies in the SCP parameterization. For
the original parametrization, the donor complex consists of
a symmetric dimer (shown at center in red) with a donor–
acceptor energy gap of e = eD � eA, and the two donor
chromophores are equally coupled to the acceptor chromo-
phore by d. In the corresponding SCP parameterization, only
one of the two donor chromophores remains coupled to the

acceptor chromophore (~dD1A ¼
ffiffiffi
2
p

d, ~dD2A = 0) and the energy
gap associated with the donor state with non-zero coupling is
shifted to a value of ~e = eD � eA + D. As in the turnover behavior
illustrated in Fig. 2c (and also as in the familiar Marcus theory
for electron transfer), the relative values of the energy gap ~e and
the total solvent reorganization energy determine whether the
system in Fig. 6 is in the normal, activationless, or inverted
regimes. Indeed, the observed turnover in Fig. 6 occurs precisely
at the Marcus theory prediction of ~e = l, for which D =�300 cm�1,
since eD � eA = 500 cm�1 and l = 200 cm�1. We thus see that the
turnover behavior in Fig. 6 is simply due to a static coherence
effect, namely the alignment of the donor and acceptor energy
levels that exhibit non-zero coupling, rather than a dynamic
coherence effect.

Finally, Fig. 7 explores the competing roles of static and
dynamic coherence in the EET kinetics for the model system
comprised of a monomeric donor complex and an asymmetric
dimeric acceptor complex. In the original parameterization,
both acceptor chromophores are coupled to the donor chromo-
phore by d = 5 cm�1, the electronic coupling among the
acceptor chromophores assumes values of D = �200 cm�1,
and a range of asymmetries between the acceptor site energies
ZA = eA1

� eA2
is explored while keeping the donor–acceptor

energetic gap eD � (eA1
+ eA2

)/2 fixed at a value of 500 cm�1.

In addition to the EET rates for the system in the original
parameterization (red, blue), the figure also presents the
corresponding results for the SCP parameterization that largely
eliminates dynamic coherence. It is clear that that the rates for
the two parameterizations are nearly identical; as for the
previously considered case of a dimeric donor complex and a
monomeric acceptor complex (Fig. 6), this version of the model
indicates that static coherence plays a dominant role in deter-
mining the EET kinetics, whereas dynamic coherence plays
only a minimal role.

6 Conclusions

In this work, we have used real-time path-integral simulations to
characterize the roles of dynamic and static electronic coherence
in inter-complex excitation energy transfer (EET) processes that
involve multimeric donor and acceptor complexes. Focusing on
the regime of weak inter-complex coupling that is of relevance to
many light-harvesting networks, we develop a strategy for map-
ping any original parameterization of the considered system-
bath model to an alternative parameterization that preserves the

Fig. 6 EET rates for the model with a dimeric donor and monomeric
acceptor, comparing the original (red) and the SCP (black) parameteriza-
tions over a range of values for the intra-complex electronic coupling in
the original parameterization. At right, energy-level diagrams illustrate how
different values for the electronic coupling in the original parameterization
lead to splitting of the site energies in the SCP parameterization.

Fig. 7 EET rates for the model with a monomeric donor and dimeric
acceptor, comparing the original (red, blue) and the SCP (black) para-
meterizations at two different values for the intra-complex electronic
coupling in the original parameterization.
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effects of static coherence (including inter-complex energy level
alignment) while eliminating dynamic coherence, thus enabling
the analysis of the relative impact of these two types of electronic
coherence. Across many different regimes for intra-complex
coupling and site-energy bias, and considering the cases of
EET from a dimeric donor complex to a monomeric acceptor
complex and from a monomeric donor complex to a dimeric
acceptor complex, we find that both the kinetics of EET and the
transient EET population dynamics are almost entirely domi-
nated by static coherence effects; dynamic coherence is found to
cause only minor effects. In particular, this conclusion is found
to hold for EET systems that exhibit an inversion in the EET rate
as a function of intra-complex electronic coupling (Fig. 6), which
had in some cases been previously attributed to a dynamic
electronic coherence effect. Although the results presented here
do not preclude the role of interesting dynamic electronic
coherence effects in regimes of larger inter-complex electronic
coupling,26,27 nor are they inconsistent with previous findings
for the role of vibrational coherence effects,57–64 the conclusions
of the present work suggest that static electronic coherence
effects are a more important consideration than dynamic elec-
tronic coherence effects in the analysis and design of efficient
inter-complex EET kinetics for light-harvesting networks. These
conclusions are thus consistent with the historical view that
emphasizes the importance of energy-level alignment for effi-
cient incoherent energy transfer (i.e., hopping), while suggesting
a less important role for more exotic electronic coherence effects
that have been recently emphasized.

7 Appendix A: Fermi Golden Rule rate

The FGR rate expression is employed in Fig. 2 is

kFGR ¼
d2

2p
Re

ð1
�1

doEDðoÞIAðoÞ
 �

; (28)

which employs Förster Resonance Energy Transfer (FRET)
theory for monomeric donor and acceptor chromophores in a
weak-coupling regime. Here, d is the inter-complex electronic
coupling, and the emission spectrum for the donor and the
absorption spectrum for the acceptor are respectively given by

EDðoÞ ¼
ðþ1
�1

dte�iotTrDb
eiĤ

D
sbt
�

�he�iĤ
D
b t
�

�h

 �

IAðoÞ ¼
ðþ1
�1

dte�iotTrAb
eiĤ

A
b t
�

�he�iĤ
A
sbt
�

�h

 �
:

(29)

For a linearly coupled harmonic bath, these spectra can be
analytically evaluated as

EDðoÞ ¼
ð1
�1

dte�iote�i eD�lð Þ�g�ðtÞ

IAðoÞ ¼
ð1
�1

dteiote�i eAþlð Þ�gðtÞ;

(30)

where the harmonic bath correlation function is given by

gðtÞ ¼
ð1
0

do
JðoÞ
po2

coth
bo
2

� �
½ð1� cosðotÞ þ i sinðotÞ�; (31)

such that nuclear quantum effects are included at this level.

8 Appendix B: general SCP
parameterization

Here, we provide expressions for the SCP parametrization for
the general case of multimeric donors and acceptor complexes.
These relations are summarized in Table 2. For the notation in
the table, j and j0 index the chromophores in the donor
complex, k and k0 index the chromophores in the acceptor
complex. As shown in eqn (24) and (25), the sets {ea} and {eg}
corresponds to the intra-complex energy eigenvalues for the
donor and acceptor, respectively, and {caj} and {cgk} are the
associated expansion coefficients for the energy eigenvectors.
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