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The effect of external heat transfer on thermal
explosion in a spherical vessel with natural
convection

A. N. Campbell

When any exothermic reaction proceeds in an unstirred vessel, natural convection may develop. This

flow can significantly alter the heat transfer from the reacting fluid to the environment and hence alter

the balance between heat generation and heat loss, which determines whether or not the system will

explode. Previous studies of the effects of natural convection on thermal explosion have considered

reactors where the temperature of the wall of the reactor is held constant. This implies that there is

infinitely fast heat transfer between the wall of the vessel and the surrounding environment. In reality,

there will be heat transfer resistances associated with conduction through the wall of the reactor and

from the wall to the environment. The existence of these additional heat transfer resistances may alter

the rate of heat transfer from the hot region of the reactor to the environment and hence the stability of

the reaction. This work presents an initial numerical study of thermal explosion in a spherical reactor

under the influence of natural convection and external heat transfer, which neglects the effects of

consumption of reactant. Simulations were performed to examine the changing behaviour of the system

as the intensity of convection and the importance of external heat transfer were varied. It was shown

that the temporal development of the maximum temperature in the reactor was qualitatively similar as

the Rayleigh and Biot numbers were varied. Importantly, the maximum temperature in a stable system

was shown to vary with Biot number. This has important consequences for the definitions used for

thermal explosion in systems with significant reactant consumption. Additionally, regions of parameter

space where explosions occurred were identified. It was shown that reducing the Biot number increases

the likelihood of explosion and reduces the stabilising effect of natural convection. Finally, the results of

the simulations were shown to compare favourably with analytical predictions in the classical limits of

Semenov and Frank-Kamenetskii.

1. Introduction

When any exothermic reaction occurs in a closed vessel then
there is a risk of thermal explosion. Such explosions occur when
the rate of heat production by the reaction exceeds the rate of
heat removal through the vessel’s walls. The pioneering works
on thermal explosion by Semenov1 and Frank-Kamenetskii2

considered two extreme cases. Semenov investigated cases where
the mixing within the vessel was so efficient that its contents
could be considered to be spatially uniform. He proposed a
dimensionless group, which has come to be known as the
Semenov number,

c ¼ k0c
n
0qE

hSvRT0
2

(1)

Semenov showed that an explosion would occur when c exceeds
the critical value of 1/e. In contrast, Frank-Kamenetskii consid-
ered a case without mixing. In such a scenario, spatial tempera-
ture gradients develop. Frank-Kamenetskii realised that these
gradients would significantly impact the heat removal from the
system, and hence the tendency to explode. In particular, he
considered cases where heat transfer occurred by conduction
only. Frank-Kamenetskii defined the parameter d = L2k0cn

0qE/
kr0CPRT0

2 and showed that explosion occurred when d exceeded
a critical value, which was dependent on the geometry.

If the temperature gradients become sufficiently large, the
resulting buoyancy forces will cause the gas to move. This natural
convection can have a significant influence on the progress of the
reaction. The nature of the induced flow is determined by the
Rayleigh number, Ra = (bgL3DT)/(kn). Frank-Kamenetskii2 suggested
that in a gaseous system, natural convection becomes significant
when Ra 4 104; however, further studies3–5 have shown that natural
convection becomes important when Ra exceeds B500.
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The initial experimental evidence3 for a greater influence of
natural convection than was allowed for by Frank-Kamenetskii
in his model inspired a number of experimental and numerical
investigations of exothermic reactions with natural convection.
The experimental work of Merzhanov and Shtessel6 on liquid
systems in a horizontal cylinder showed that natural convection
is significant at Rayleigh numbers well below 104. These empirical
observations of the effects of natural convection at lower values of
Ra are supported by the analytical and numerical work of Jones7

and Shtessel et al.;8 they showed that when a zeroth-order reaction
(i.e. one in which the depletion of the reactant is ignored) occurs
between parallel plates, the critical Rayleigh number for the onset
of convection is again B500. Jones7 also noted that inside a
horizontal cylinder or a sphere, there is always some convection,
because of the existence of temperature gradients perpendicular
to the gravity vector; the ‘onset’ of convection is in fact merely the
point where the effects of this flow become observable. In a
seminal work on the interaction of thermal explosion and natural
convection, Merzhanov and Shtessel9 presented a detailed numerical
and experimental analysis of explosion in a liquid system. They
showed that natural convection suppresses explosion, and that when
explosion does occur, the ignition delay is longer in the presence
of natural convection.

In all of these numerical studies, the effect of Ra on thermal
explosion was quantified by calculating a new critical value of the
Frank-Kamenetskii number, d. More recently, a new approach
was proposed by Liu et al.,10 who presented an analysis in which
the explosive limits were described in terms of a series of ratios of
characteristic timescales for the important physical processes
that are at work, namely natural convection, diffusion (of both
heat and mass) and heating due to the chemical reaction. This
approach is very attractive, as it describes the transition to explosion
in terms of simple groups, which have clear physical meaning. Liu
et al.10 summarised their results using a new regime diagram, where
the ordinate is the ratio of the timescales for heating and diffusion
and the abscissa is the ratio of the timescales for heating and
convection. Liu et al.10 also presented clear criteria whereby the
effect of consumption of reactant on the progress of an explosion
could be ignored. Thus, they identified regions of parameter space
when explosions occurred without10 and subsequently with11 reac-
tant consumption included. Significantly, Liu et al.11 also revisited
the issue of defining when an explosion can be deemed to have
occurred in a system with significant depletion of reactant. This
transition to explosion is obvious in systems with minimal
reactant consumption, where in an explosive case the tempera-
ture will increase without bound; however, when the reactant is
depleted, this will significantly reduce the production of heat by
the reaction. Consequently, a plot of the temporal development
of the maximum temperature in the vessel will display a clear
maximum. Liu et al.11 proposed a simple criterion to determine
whether an explosion has occurred based solely on the maximum
dimensionless temperature achieved. When this exceeds 5, an
explosion is said to have occurred. This simple criterion was also
shown to be applicable in cases with more complex chemical
reactions occuring,12,13 and in reactors where both natural and
forced convection are important.14,15

Many other numerical studies have considered the effect of
natural convection on explosion in so-called class A geometries
(i.e. parallel plates, infinite cylinders and spheres). A comprehen-
sive listing can be found elsewhere.10 These studies, however, all
consider cases in which the fixed boundaries of the reactor are
held at a constant temperature. This constant temperature at the
wall implies there is an infinite heat transfer coefficient between
the reactor and its surroundings. In reality, this is unlikely to be
the case. There will, of course, be a heat transfer resistance
associated with conduction through the solid wall of the reactor,
and a finite resistance between the wall and the environment.
It is obvious that these additional heat transfer mechanisms
may significantly alter the rate of heat removal from the reactor,
and hence the tendency of the fluid to explode. Despite this
important fact, very few studies have included the effect of
external heat transfer in their analyses. Frank-Kamenetskii2 did
derive an approximate expression for the dependence of d in a
purely diffusive system on external heat transfer, via what he
called a Nusselt number, but what is in reality a Biot number.
He found that the inclusion of external heat transfer made an
explosion more likely. Boddington et al.16 performed an elegant
asymptotic analysis of a purely diffusive system in which con-
sumption of reactant is important. They showed that external
heat transfer, again characterised by a Biot number, had a more
significant effect in a spherical system, when compared with the
other class A geometries.

This work aims to perform an initial investigation into the
transition from a slow reaction to explosion in a spherical
reactor in which natural convection is significant. As will be
justified below, the depletion of the reactant will be ignored.
The governing equations are presented in Section 2. The results
of numerical simulations are discussed in Section 4. In addition,
the results are compared with the analytical results of Semenov
and Frank-Kamenetskii.

2. Theoretical background
2.1 Dimensional equations

The reaction occurring in a spherical reactor is considered to be
of the form

A - products + heat (2)

i.e. it is considered to be an nth order exothermic, thermal
decomposition reaction. The governing equations express the
conservation of the reactant, energy, momentum and mass.
The Boussinesq approximation, in which density changes
are ignored in all terms except the body forces (which drive
natural convection) in the Navier–Stokes equations, is applied
to considerably simplify the equations. The Boussinesq approxi-
mation requires that the characteristic temperature rise DT is
such that DT { T0; otherwise, full compressibility needs to be
taken into account. This approximation is commonly used in
the analysis of buoyant flows.17 This approach has been used
extensively in the study of thermal explosion,6–15,18–20 as well as
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other exothermic reactions,21–28 under the influence of natural
convection.

The equation governing the conservation of the reactant can
be written as:

@c

@t
þ u � rc ¼ DCr2c� kðTÞcn; (3)

where c is the concentration of the reactant, �u is the velocity
vector, DC is the molecular diffusivity and n is the order of the
reaction. The rate constant k is assumed to have Arrhenius
temperature dependence, i.e. it has the form k = Z exp(�E/RT),
where Z is the pre-exponential factor and E is the activation
energy. It should be noted that the diffusion is assumed to be
Fickian, i.e. the diffusive flux is proportional to concentration
gradients, as opposed to gradients in mole fraction. This is a
consequence of the adoption of the Boussinesq approximation.
The conservation of energy within the reactor is described by:

@T

@t
þ u � rT ¼ kr2T þ qkðTÞ

r0CP
cn; (4)

where CP is the mixture’s specific heat at constant pressure, T is
its temperature, k is the thermal diffusivity, r0 is the density
at the initial temperature T0 and q is the exothermicity of the
reaction. The familiar Navier–Stokes equations:

@u

@t
þ u � ru ¼ � 1

r0
r P� P0ð Þ þ nr2uþ r� r0

r0
g; (5)

describe conservation of momentum, where P is the pressure in
the reactor and n is the kinematic viscosity. Per the Boussinesq
approximation, the density only varies in the buoyancy term of
eqn (5), in which r = r0[1 � b(T � T0)], where b is the coefficient
of thermal expansion.

The final equation required is the continuity equation.
Adoption of the Boussinesq approximation allows the continuity
equation to be written in its incompressible form, i.e.

r��u = 0 (6)

Initially, the reactor is considered to contain the reactant at a
concentration c0, and the contents are assumed to be well-mixed.
The gas is also assumed to be initially motionless and at a uniform
temperature T0; this is the temperature of the surrounding
environment, which remains fixed throughout the course of the
reaction. The external resistance to heat transfer is modelled
via a heat transfer coefficient. This condition, of course, means
that the temperature of the wall will not remain constant over
the duration of the simulation. It is assumed that the no-slip
condition applies at the wall and that there is no flux of any
species at the wall. The effects of any heterogeneous reactions
at the wall have hence been ignored. The initial and boundary
conditions can thus be stated:

t = 0: c = c0; T = T0; �u = 0 8�x

At the wall: �n�rc = �u = 0; �n�(�kTrT) = h(T � T0), (7)

where �n is a unit vector perpendicular to the wall of the vessel.

2.2 Dimensionless equations

Following the method proposed by Liu et al.10 the governing
eqn (3)–(7) can be made dimensionless by the introduction of
the following dimensionless variables:

c ¼ c

c0
; T 0 ¼ T � T0

DT
; u0 ¼ u

U
; P 0 ¼ P� P0

r0U2
; x0 ¼ x

L
and t 0 ¼ Ut

L
;

(8)

where DT = RT0
2/E is a characteristic scale for the rise in

temperature due to the reaction, U = (bgLDT)1/2 is a character-
istic velocity when natural convection dominates transport and
L is the characteristic length scale for the reactor, taken to be
the radius in the present work. Additionally, the following
characteristic timescales can be defined:

tD ¼
L2

k
; tC ¼

L

U
and tH ¼

r0CPRT0
2

k0c
n
0qE

; (9)

for diffusion, natural convection and heating due to the reac-
tion, respectively. Here, k0 is the rate constant evaluated at the
initial temperature T0. Eqn (8) and (9) allow the governing
eqn (3)–(7) to be written as dimensionless form as:

@c0

@t 0
þ u0 � r0c0 ¼ 1

Le

tC
tD
r02c0 � 1

Tad
0
tC
tH

exp
T 0

1þ ZT 0

� �
c0n; (10)

@T 0

@t 0
þ u0 � r0T 0 ¼ tC

tD
r02T 0 þ tC

tH
exp

T 0

1þ ZT 0

� �
c0n; (11)

@u0

@t 0
þ u0 � r0u0 ¼ �r0P0 þ Pr

tC
tD
r02u0 �

g

g
T 0; (12)

r0��u0 = 0, (13)

t0 = 0: c0 = 1; T0 = 0; �u
0 = 0 8�x0

At the wall: �n�r0c0 = �u
0 = 0; ��n�r0T0 = BiT0, (14)

where Le = k/DC is the Lewis number, Tad
0 = qc0E/(r0CPRT0

2), Z =
RT0/E, Pr = n/k is the Prandtl number and Bi = hL/kT is the Biot
number. It should be noted that the form of Bi is slightly
different to the classical definition, which uses the ratio of volume
and surface area as the characteristic length scale.29 For a spherical
reactor this length is L/3, hence the form in eqn (14) only differs
from the classical definition by a factor of 3. The limiting cases
of constant wall temperature and perfect mixing are repre-
sented by Bi = N and Bi = 0, respectively. The governing
dimensionless eqn (10)–(13) are the same as those presented
previously,10 whilst the boundary conditions in eqn (14) differ.

The following criteria were proposed,10 based on the equa-
tions above, to determine whether the consumption of reactant
is significant. Specifically, if

tH
tC
� 1

Tad
0 and

tH
tD
� Le

Tad
0 (15)

then it may be assumed that the concentration of the reactant
is approximately constant throughout the course of the reaction
and eqn (10) can be ignored. For the purposes of this initial
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study, this is assumed to be the case. Thus, only the equations
for the conservation of energy, momentum and mass must be
solved. The behaviour of this system can therefore be charac-
terised by the following six dimensionless groups:

tH
tD
;
tH
tC
; Z; Pr; n; Bi (16)

and for a given chemical system, where Z, Pr and n are fixed,
then the behaviour of the system is governed by the ratios tH/tD

and tH/tC, as well as Bi. For a system with a constant wall
temperature, the behaviour is only a function of the ratios of
timescales as Bi would be infinite. This led to the proposal10 of
the regime diagram, such as shown in Fig. 1, to describe the
system. The vertical axis represents the purely conductive limit,
i.e. that considered by Frank-Kamenetskii. Lines of constant Ra
can be drawn by recognising that

Ra ¼ bgL3DT
kn

¼ tD
tC

� �2

Pr �1 ¼ tH
tC

� �2 tH
tD

� ��2
Pr �1 (17)

and hence straight lines through the origin in Fig. 1 will have
constant Ra. Shown in Fig. 1 are lines for Ra = 500 and 106.
For Ra o 500 diffusion is the dominant transport mechanism,
for 500 o Ra o 106 laminar natural convection is present
and for Ra 4 106 the convection is turbulent.

3. Numerical method

The governing eqn (4)–(7) were solved using COMSOL Multi-
physicss 4.3a,30 which utilises the finite element method. The
solution was assumed to be axisymmetric about the vertical axis
of the spherical vessel. Accordingly, the equations were solved on
a semi-circular, 2-dimensional mesh consisting of approximately
3000 linear triangular elements. The algorithm was tested

through comparison with previous numerical studies of
single10,11,19 and two-step23–26 exothermic reactions. The algorithm
used in these previous studies was verified through comparison
with analytical solutions31 and experimental results.19 Indeed,
the explosive limit for a constant wall temperature (i.e. Bi = N)
shown in Fig. 1 is consistent with that found by Liu et al.10 in
their numerical study, which they showed agreed well with
experimental measurements.

For the numerical simulations the thermal decomposition
of azomethane was considered. The order of this reaction has
been found experimentally as n = 1.4.5 The physico-chemical
properties employed were: Cp = 2250 J kg�1 K�1, Z = 1.24 �
1014 mol�0.4 m1.2 s�1, E/R = 23 280 K (so E = 193.6 kJ mol�1).
The exothermicity of the reaction was assumed to be q =
124 kJ mol�1. In accordance with previous studies, the radius
of the reactor was taken to be L = 0.064 m, corresponding to a
reactor with a volume of 1100 dm3. The temperature of the
environment was taken as T0 = 636.2 K, which matches the wall
temperature used in previous studies.10,11 The concentration of
azomethane in the reactor was assumed to remain constant, as
discussed above, with c0 = 0.37 mol m�3. The ratios tH/tD and
tH/tC were varied by changing the value of k and g, respectively.
The external heat transfer coefficient h was then varied to give
the desired Bi. Simulations were performed for Ra o 106,
i.e. cases where the natural convection was laminar. The system
was further simplified by assuming that Pr = 1, i.e. the diffusivities
of heat and momentum were assumed to be equal. This is
approximately true for gasses but not for liquids.

4. Results and discussion
4.1 Temporal and spatial development of the temperature
and speed

The inclusion of an external heat transfer resistance alters the
heat removal from the system. Additionally, the temperature of
the wall is no longer constant throughout the duration of the
reaction. Both of these factors may alter the way the reaction
proceeds, and hence the spatial structures within the reactor.
To investigate this difference, eighteen simulations were run to
examine the difference between stable and explosive reactions
at three different values of Bi. The values considered are Bi = 10
(where external heat transfer is significant, but internal resis-
tances still dominate overall), Bi = 1 (where internal and external
thermal resistances are similar in magnitude) and Bi = 0.1 (where
external heat transfer is the dominant mechanism). Additionally,
three intensities of natural convection, as characterised by Ra
(calculated via eqn (17)) were considered: Ra = 103, where
natural convection is becoming important, Ra = 104, where
laminar convection is dominant and Ra = 105, where the system
is approaching the transition to turbulence. The conditions for
the eighteen cases (A–R) are summarised in Table 1. Plotted in
Fig. 2 are the temporal developments of the maximum dimen-
sionless temperatures in the reactor for each of cases A–R. For
Bi = 10, it is clear that the temporal development of the stable
cases (A, C and E) is remarkably similar. In each case, the

Fig. 1 The explosion diagram proposed by Liu et al.10 Plotted on the
ordinate is the ratio of the characteristic timescales for heating by the reaction
and the diffusion of heat and on the abscissa, the ratio of the timescales for
heating and convection. The dashed lines represent constant values of Ra
(500 and 106) and separate the parameter space into regions where
diffusion, laminar natural convection and turbulent natural convection
dominate the transport of heat and mass. The solid black line represents
the boundary between the stable and explosive regions for Bi = N (i.e.
when the temperature of the wall remains constant) in a spherical vessel.
The explosive boundary was found by performing many simulations and
agrees with that found previously.10

Paper PCCP

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

1 
Ju

ne
 2

01
5.

 D
ow

nl
oa

de
d 

on
 1

1/
21

/2
02

5 
10

:2
6:

21
 P

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/c5cp02302e


16898 | Phys. Chem. Chem. Phys., 2015, 17, 16894--16906 This journal is© the Owner Societies 2015

temperature rises at a relatively constant rate initially, before
the rate of increase slows as the natural convection develops

and enhances heat removal. When convection becomes fully
established, the maximum temperature reaches its steady
value. In all three cases the maximum value at steady state
is T 0 B 1.5. The explosive cases (B, D and F) show a similar rise
in temperature to the non-explosive cases initially. Unsurpris-
ingly, after this initial period, the maximum temperature in the
vessel is higher than is the case for the stable reactions. In all
three cases there is clearly a decrease in the slope of the
temperature versus time curve (i.e. q2T 0/qt02 o 0) before an
upward inflection in the curve, after which the temperature
increases without bound. Such a shape of curve is, of course,
characteristic of an explosive system in which reactant consump-
tion is ignored. If consumption of reactant was important, then
the increase in temperature would remain bounded, due to the
limited heat production by the reaction of a finite mass. In each
case, the inflection in temperature can be seen to occur when T 0

is in the range 1.5–2. It has been noted previously,10 that this
upward inflection in temperature, which is often used to define
whether or not an explosion has occurred, can be seen in non-
explosive cases when natural convection is important. In parti-
cular, it is characteristic of cases where significant reaction
occurs before natural convection has been established, and once
the flow is significant, the heat removal at the wall increases and
thus stabilises the reaction. It is worth pointing out, however,
that the observation of such non-explosive inflections occurred
in the temperature histories of fixed points in the reactor rather
than the overall maximum plotted here. It may be that this

Table 1 The eighteen cases considered in Fig. 2 and 3. The constant
physico-chemical parameters used appear in Section 3. The dimensionless
groups tH/tC and tH/tD, which locate a point on the regime diagram in
Fig. 1, were varied by changing g and k respectively. The values of these
ratios were chosen to give Ra = 103, 104 or 105, as found using eqn (17).
The Biot number was chosen by varying h. The cases A–R are separated
into stable reactions (S) and explosive reactions (E)

Case
tH
tC

tH
tD Bi Ra State

A 9.5 0.300 10 103 S
B 8.7 0.275 E
C 22.7 0.227 104 S
D 20.5 0.205 E
E 55 0.174 105 S
F 50 0.158 E

G 34.5 1.09 1 103 S
H 32.5 1.02 E
I 106 1.06 104 S
J 98 0.98 E
K 325 1.03 105 S
L 300 0.949 E

M 290 9.17 0.1 103 S
N 275 8.69 E
O 915 9.15 104 S
P 870 8.7 E
Q 2900 9.17 105 S
R 2750 8.70 E

Fig. 2 The temporal evolution of the maximum dimensionless temperature in the reactor for cases A–R. These cases fall either side, but close to, the
explosion boundary. The stable reactions are plotted as solid lines, whilst the explosive cases are dashed lines. The plots are ordered such that Bi is constant
along a row and Ra is constant along a column. The three values of Bi considered are 10, 1 and 0.1, whilst the three values of Ra are 103, 104 and 105.
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procedure, which allows for the migration of the location of the
maximum temperature as the reaction proceeds, means that
such non-explosive inflections are not seen. It is also interesting
to note that the dimensionless time to explosion increases
with increasing Ra. An elegant analysis of localised explosion
and convection, which should be independent of geometry and
boundary conditions, has been preformed,18 and analytical expres-
sions for the transitions between convective and non-convective
explosive cases, and the time for the onset of convection developed;
however, the time for onset of convection and explosion, and
comparison with the analytical expressions developed have not
been considered further here.

Similar trends are evident when comparing the stable and
explosive cases for reduced values of Bi. For Bi = 1, the shapes of
the stable cases (G, I and K) and the explosive cases (H, J and L)
are very similar for the three values of Ra, with the only obvious
quantitative difference being the time taken to reach the stable
steady state or the upward inflection which indicates that the
system is proceeding to explosion. The time for both increases
with increasing Ra as was the case for Bi = 10. When compared
with the cases for Bi = 10, it is evident that the temperatures in
cases G–L are lower than those in A–F. Specifically, the upward
inflection in the temperature occurs at T0 B 1.5 for cases H, J
and L and the maximum temperature in the stable cases G, I and
K is T0B 1. This makes intuitive sense as the increasing levels of
external resistance to heat transfer as Bi decreases mean that the
ability to remove heat from the system is reduced and hence, the
reaction will run away at lower temperatures. Additionally,
comparison of cases A–F and G–L indicates that the dimension-
less timescales for the onset of explosion or the establishment of
the steady state are increased as Bi is decreased.

When Bi = 0.1, i.e. when the heat transfer is largely con-
trolled by the external resistance, the behaviours seen in the
stable (M, O and Q) and explosive (N, P and R) cases are again
similar to those described above. The temperature at which the

upward inflection is seen is lower than in those cases with
higher Bi and the maximum temperature of the stable systems is
once again T0 B 1. Therefore, comparison of all nine explosive
cases and all nine stable cases reveals that the evolution of the
maximum temperature in the vessel is qualitatively similar
across the range of Bi and Ra considered. The most obvious
quantitative difference is that the temperatures seen, both at the
point where the explosive reaction accelerates to infinity and in
the maximum temperature of the stable system, are smaller as Bi
is increased, but remarkably similar as Ra is varied at fixed Bi.

It is clear from Fig. 2 that temporal development of the
maximum temperature in the vessel is affected very little by
either Bi or Ra, with the primary quantitative difference being
in the magnitude of the temperatures observed. It is, however,
to be expected that the spatial development of the temperature,
and hence velocity fields will be more significantly altered by
the existence of external heat transfer. Plotted in Fig. 3 are the
spatial variations of the temperature and speed of the flow as
explosive reactions proceed. Specifically, cases B, F, H, L, N and
R are presented, i.e. the explosive cases for Bi = 10, 1 and 0.1
with Ra = 103 and 105.

Fig. 3(a) shows case B, which has Bi = 10 and Ra = 103. It is
clear that the system heats up due to the reaction and a hot
zone begins to form above the centre of the reactor at t = 2 s. In
this case there is weak natural convection and this is what
displaces the hot zone towards the top of the reactor. As the gas
heats up, its density decreases and the higher temperature,
lower density gas near the centre of the reactor experiences
buoyancy forces which cause it to move vertically upwards.
This high speed zone at the centre of the reactor is evident for
t 4 2 s. As the hot gas moves vertically upwards it contacts the
cold wall and hence begins to descend, cooling further as it
goes. This moderately high speed gas descending near the wall
is also evident in Fig. 3(a). In the bottom half of the reactor, the
density gradients are intrinsically stable and so the buoyancy

Fig. 3 The temporal development of the spatial dimensionless temperature (left semi-circle) and speed (right semi-circle) profiles in the reactor for (a)
case B (Bi = 10, Ra = 103), (b) case F (Bi = 10, Ra = 105), (c) case H (Bi = 1, Ra = 103), (d) case L (Bi = 1, Ra = 105), (e) case N (Bi = 0.1, Ra = 103) and (f) case R
(Bi = 0.1, Ra = 105). The times are given in dimensional units for ease of comparison and indicative colour scales are given on the right.
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forces are small, as are the velocities. There is also a large
region of relatively cold gas, in fact close to the initial tempera-
ture, near the bottom of the reactor. As the reaction proceeds,
the hot spot in the reactor shifts further up the vertical axis and
eventually the explosion initiates in this hot region. There is
evidence for all times shown in Fig. 3(a) of a thin thermal
boundary layer at the top of the vessel which remains close to
the initial temperature. This is despite the fact that the wall
temperature is no longer held constant due to the existence of
external heat transfer.

Shown in Fig. 3(b) is case F, where Bi = 10 and Ra = 105. It can
be seen that the temperature in the vessel increases relatively
uniformly over the first second of reaction, and thereafter a hot
zone forms close to the top of the vessel. This hot zone can be seen
to develop for t 4 2 s. As the convection is much more intense
than that shown in Fig. 3(a), the hot zone is much closer to the top
of the reactor. Additionally, the familiar horizontal stratification of
the temperature, which is characteristic of cases when natural
convection is significant, is evident. Due to the more intense
convection and the proximity of the hot zone to the top of the
reactor, the thermal boundary layer at a temperature close to the
initial temperature, as seen in Fig. 3(a) for all times, persists only
for the first 3 s of reaction. After that, it is evident that the intense
natural convection, coupled to the removal of heat externally leads
to the wall of the vessel heating up. The speed profiles show that as
the vessel warms uniformly at the beginning of the reaction, there
is significant upflow around the centreline of the reactor, and the
warm gas descending along the cold walls moves very rapidly.
Indeed, Fig. 3(b) shows that the flow in the thin layer close to the
wall is very fast compared to the central up flow for t 4 2 s. These
temperature and velocity fields are structurally very similar to
those presented previously10 for explosive cases with a constant
wall temperature. This is perhaps unsurprising given that when
Bi = 10, the internal heat transfer will still largely control the overall
heat transfer. As mentioned above, the principal difference
between Fig. 3(a) and (b) and their constant wall temperature
counterparts is the erosion of the thermal boundary layer near the
top of the vessel, due to the variation in the wall temperature that
accompanies the external heat loss.

If the heat transfer coefficient describing heat loss from the
external wall is decreased, then Bi will also decrease. Shown in
Fig. 3(c) is the case where Bi = 1 and Ra = 103 i.e. the internal
and external heat transfer resistances are of similar order and
natural convection is just becoming significant. The temporal
development of the temperature shows a similar pattern to that
in Fig. 3(a), with the temperature increasing approximately
uniformly over the entire cross section of the reactor over the
first 2 seconds of reaction before a hot zone develops above the
centre of the reactor due to the effects of the convection. The
location of this hot zone is similar to that in Fig. 3(a), which is
to be expected given the similar intensities of natural convec-
tion. The shape of the temperature contours is also qualitatively
similar in the two cases. Where Fig. 3(a) and (c) differ though is
in the magnitude of the temperature gradients. Whilst the case
with Bi = 10 in Fig. 3(a) shows a cold zone, with a temperature
close to its initial value, toward the bottom of the reactor and

around the wall, when Bi is decreased in Fig. 3(c) then these
regions show significant warming. There is therefore still
spatial variation in the temperature in this case, but the
gradients are considerably smaller. If the development of the
velocity field is examined there is again some similarity to what
is seen in Fig. 3(a) i.e. there is an area of higher speed that
develops in the centre of the reactor after approximately 1 s of
reaction and a region of higher speed flow near the wall. It is
interesting to note that this downflow close to the wall takes
longer to develop in this case than it does for the higher Bi case.
This is most likely due to the fact that the wall temperature is
much larger in case H in Fig. 3(c) than in case B in Fig. 3(a) and
therefore the descending gas is cooled less and so is less dense
than in case B and hence there is less of a buoyancy driving
force for downflow.

Fig. 3(d) shows the development of temperature and speed for
case L, where Bi = 1 and Ra = 105. It can be seen from Fig. 3(d) that
the temperature increases virtually uniformly over the entire cross
section of the reactor for the first 3 s, with only a small cold zone
existing toward the bottom of the reactor. Subsequently, the hot
zone begins to develop close to the top of the reactor. Its location is
very similar to that seen in Fig. 3(b) for Bi = 10, but as was the case
for the low Ra system at Bi = 1, the variation in temperature
throughout the reactor is much less than in the higher Bi cases.
Thus, the hot zone in Fig. 3(d) (e.g. at t = 12 s) is much larger than
that seen in Fig. 3(b) (e.g. at t = 6 s). The development of the speed
in Fig. 3(d) in comparison to that in Fig. 3(b) is also interesting. In
both cases after B1 s a region of relatively strong upflow develops
about the centreline. Subsequently, a region of faster downflow
along the wall in the upper half of the vessel emerges. It is
interesting to note that the extent of this region is much less in
the case of Bi = 1 in Fig. 3(d) than when Bi = 10 in Fig. 3(b). As
discussed above, this is most likely due to the higher wall tem-
perature that exists in the lower Bi case. As the flow field develops
in Fig. 3(d) it is clear that flow near the vertical axis in the top half of
the vessel is more significant than was the case for Bi = 10.

Fig. 3(e) shows case N where Bi = 0.1 and Ra = 103. When Bi { 1,
the temperature within the system is expected to be approximately
spatially uniform.29 It is evident from Fig. 3(e) that this is indeed
the case. Virtually no gradients in the temperature are visible. The
development of the speed is similar to the previous cases with
Ra = 103 in that there is a higher speed region around the centreline.
It can be seen that this region is not however shifted towards the top
of the reactor as is the case in Fig. 3(a) and (c). This is obviously
because there is not a hot zone formed above the centre of the
reactor, rather the temperature is uniform over the whole cross
section. In Fig. 3(f) is plotted case R with Bi = 0.1 and Ra = 105. As
in the low Ra case, the temperature can be seen to develop similarly
across the entire cross section. The velocity field is established in the
first second of reaction and then changes very little. The intense
mixing of course contributes to the spatial uniformity in temperature.

4.2 The effect of Bi on the maximum temperature in a stable
system

It was shown above that the primary difference between the
temporal developments of the maximum temperature in stable
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systems as Bi varied was the final temperatures reached, with
lower temperatures occurring for lower values of Bi. There also
seemed to be little difference between the cases at fixed Bi as Ra
varied. To elucidate further these effects, simulations were
performed to capture the maximum temperature that occurs
in the steady state for a stable solution on the explosion
boundary (such as is shown in Fig. 1). This was done for a
range of Bi and at three values of Ra, i.e. 103, 104 and 105. The
results are plotted in Fig. 4. When Bi = 0, the system is perfectly
mixed and as predicted by Semenov,1 the maximum dimen-
sionless temperature of a stable system is 1. When Bi is
increased, it is clear that there is an increase in the maximum
temperature that can be achieved before explosion occurs.
Indeed, for Bi 4 5, for the range of Ra considered, it can be
seen that the maximum temperature rises above the value of 1.6
that was predicted by Frank-Kamenetskii2 for a purely diffusive
system. For each Ra when Bi o B10 there is very little
difference in the maximum temperatures achievable in a non-
explosive case. What is interesting to note, however, is that the
maximum temperature for each Bi in this range is actually seen
for the lowest value of Ra. This result is somewhat counter-
intuitive and will be discussed further below. Of course, it
should be borne in mind that these maximum temperatures
were derived numerically and the maximum temperature is
sensitive to the proximity to the explosion boundary, neverthe-
less the trend is evident for all Bi o 10. This trend is reversed as
Bi increases above 20, where the increased intensity of convec-
tion indicated by a larger Ra results in a higher temperature
being achieved in a stable reaction. When Bi increases above 25,
the maximum temperatures achieved diverge and the effect of
the more intense convection is obvious. The maximum tempera-
tures then clearly approach the values achieved in a constant
wall temperature case (i.e. Bi = N) asymptotically. Thus, for
Ra = 103, the maximum temperature is approximately 2.5, for
Ra = 104 it is 3.15 and for Ra = 105 it is 3.45. Unsurprisingly, all
three values are comfortably above the value of 1.6 suggested for
diffusive systems,2 with a higher temperature being possible in a

system with strong convection, due to the improved heat removal.
Interestingly, all three values are below the T0 = 5 threshold
suggested11 as a criterion for explosion in systems with consider-
able consumption of reactant. The most important consequence
of the variation of the maximum temperature in a stable system
with Bi is that a simple criterion for explosion, based on a constant
value of dimensionless temperature, may be inappropriate for
cases with external heat transfer. This is a topic which clearly
merits further study, when systems with significant consump-
tion of reactant are investigated.

As remarked upon above, there is a shift in the relative
values of the maximum dimensionless temperature for stable
cases with fixed Ra from the temperatures being very similar,
but with the maximum occurring at the lowest value of Ra
considered, at low Bi to those with the maximum temperature
being observed for the highest value of Ra when Bi 4 B20. To
investigate this further, nine simulations were performed for
cases very close to the explosion boundary, but in the stable
region, for Bi = 1, 10 and 100 with Ra = 103, 104 and 105.
A summary of the conditions used for these simulations
appears in Table 2. Shown in Fig. 5 are the temperature profiles
along the vertical axis and around the surface of the vessel at
steady state for each of the nine cases considered. For Bi = 100,
it can be seen that the vertical profiles are very similar to those
seen, both numerically19 and experimentally,5 when the wall is
held at a fixed temperature. The bottom surface of the reactor
remains close to its original temperature, and a skewed tempera-
ture profile develops, with the point of maximum temperature
occurring well above the centre of the reactor. Indeed, as Ra
increases and the convection becomes more intense, the point of
maximum shifts closer to the top of the vessel, and the increased
heat removal leads to a higher temperature in the hot zone. It can
also be seen that the difference in temperature between the hot
zone and the wall, which is the driving force for heat transfer, is
largest for the highest Ra. When considering the surface tempera-
ture it can be seen that there is significant variation in tempera-
ture around the vertical circumference of the reactor. This is
despite the fact that Bi = 100 implies that internal heat transfer is
dominant. As one would expect, the temperature of the surface
increases monotonically from the bottom towards the top, with
the highest temperature occurring at the very top of the reactor.

Fig. 4 The maximum temperature in the reactor at steady state found
numerically for a stable system on the explosion boundary as a function of
Bi and Ra. The diamonds are for cases with Ra = 103, the squares represent
Ra = 104 and the triangles are Ra = 105. Also plotted are horizontal lines
which show the maximum temperatures for non-explosive cases with a
constant wall temperature (i.e. Bi = N). The dotted line is for Ra = 103, the
dashed line for Ra = 104 and the open dashed line for Ra = 105.

Table 2 Summary of the conditions for the simulations presented in Fig. 5
and 6 for stable cases on the explosion boundary with Bi = 1, 10 or 100 and
Ra = 103, 104 or 105

tH
tC

tH
tD Bi Ra

6.8 0.215 100 103

13.7 0.137 104

26.75 0.0846 105

9.1 0.288 10 103

21.85 0.219 104

53.95 0.171 105

33.75 1.067 1 103

102.35 1.024 104

310.9 0.983 105
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There is very little variation in the surface temperature in the
bottom half of the reactor, whereas the hot gas that has passed
through the hot zone and cools as it descends along the wall
causes a more significant increase in the temperature in the top
half of the vessel. Clearly also the more intense the convection, the
more heat is transferred to the surface and hence the hotter the
surface becomes. It should also be noted that although there is
significant variation in the surface temperature upon moving
from the bottom to the top of the reactor, the maximum dimen-
sionless surface temperature is an order of magnitude smaller
than that in the hot zone of the reactor.

When considering the cases with Bi = 10, it is evident that
there are many qualitative similarities between the vertical and
surface temperature profiles and their counterparts for Bi = 100.
Considering first the vertical profile, the lowest temperature
can be seen at the bottom of the reactor and the hot spot is
located above the centre and shifts upwards with Ra. Indeed, it
can be seen that the location of the hot spot for each Ra is in a

very similar location to those when Bi = 100. When comparing
the cases for Bi = 10 and Bi = 100 it is obvious from Fig. 5 that
the temperature of the bottom of the reactor is increased only
very slightly when Bi is reduced from 100 to 10. There is clearly
a much more significant increase in the temperature at the top
surface of the reactor for Bi = 10. Additionally, when Bi = 10, as
described above, the maximum temperature that is achieved in
a stable system decreases with increasing Ra, although the
values are much closer together than is the case when Bi = 100.

When Bi is reduced to 1 then internal and external resis-
tances to heat transfer are of similar order. This has the clear
effect of making the temperature both within, and on the
surface of the reactor much more uniform. The skewed vertical
profile is still evident, but the gradients are clearly much
smaller, due to the higher surface temperatures. The reduction
in temperature difference between the hot zone and the vessel
walls means that there is a lower driving force for heat transfer
and hence lower temperatures than those seen in the high

Fig. 5 The variation in the vertical temperature profile (left column) and the surface temperature (right column) at steady state for stable reactions very
close to the explosion boundary. For the vertical profiles, the origin is taken as the centre of the vessel, and the location on the surface of the vessel is
represented by the positive angle (y), measured anti-clockwise from the horizontal axis of the reactor. The conditions used are summarised in Table 2.
The horizontal pairs correspond to simulations at constant Bi, with values taken as 100, 10 or 1. In each case the solid line represents Ra = 103, the dotted
line Ra = 104 and the dashed line Ra = 105.
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Bi cases can be sustained without explosion. Whilst the spatial
location of the hot spot in the reactor as a function of Ra is very
similar for Bi = 100 and 10, the hot zone occurs lower down the
vertical axis when Bi = 1, indicating the reduced significance of
the flow due to natural convection. Once again, the maximum
temperatures on the vertical axis decrease with increased Ra as
do the temperature differences between the hot zone and the
top surface. When considering the surface temperature, it is
clear that the most significant change upon decreasing Bi from
10 to 1 is in the temperature distribution in the bottom half of
the reactor. The surface temperatures in the top half change
comparatively little, whereas those in the bottom half increase
markedly, to give a more uniform profile.

To further investigate the effect of varying Bi on the intensity of
convection, and hence the ability to remove heat from the system,
the maximum dimensionless speed in each of the nine cases
described in Table 2 was plotted as a function of Ra in Fig. 6. For
each Bi it is clear that the value of the dimensionless speed is the
largest when Ra = 1000; however, it should be noted that this is
most likely due to the fact that the scale used for velocity assumes
that convection is dominant, whereas for Ra = 1000, diffusive
processes will still play a significant role. For the larger values of Ra
it is obvious that the maximum dimensionless speed in the reactor
at steady state decreases as Bi increases. For the case with Bi = 10
and 1, the maximum speed decreases slightly as Ra is increased
from 104 to 105. This is in contrast to the Bi = 100 cases where the
maximum speed increases very slightly upon a similar increase in
Ra. These observations may indicate that Ra as defined in eqn (17)
does not give a true reflection of the intensity of convection in
cases where the wall temperature is changing (i.e. cases with
smaller Bi). This may also go some of the way to explaining the
trends in maximum temperature (i.e. the maximum temperature
of a stable system decreases with Ra for low Bi and increases with
Ra at high Bi) discussed above.

4.3 Identification of explosive conditions as Bi varies

As has been shown above, the variation of external heat
transfer, characterised by Bi, can have a significant effect on
the behaviour of an exothermic reaction under the influence of

natural convection. Of course, one of the most important
questions that must be addressed is what effect does this
external heat transfer resistance have on the tendency of a
system to explode? To investigate this, many simulations were
performed to find the boundaries of the explosive region for
different values of Bi. These limits are summarised in Fig. 7,
which shows a regime diagram, such as presented in Fig. 1,
plotted on logarithmic scales. The boundary for Bi = N is the
same as that shown in Fig. 1, and agrees well with previous
studies.10 The region below the boundary is where explosions
occur, and that above it represents stable reactions. Two regions
of behaviour are shown very clearly in Fig. 7. For Ra o 500,
diffusion dominates and the explosion limit is approximately
constant. For Ra 4B1000, then natural convection is important
and there is clearly a power law variation in the explosion limit
of the form

tH
tD

� �
explosion

� tH
tC

� �a

(18)

where Liu et al.10,11 found this exponent to be �0.74 for 500 o
Ra o 106. The value found in this work is �0.82, which agrees
reasonably well given the precision with which the boundary
was found previously. Simulations for Ra 4 106 (i.e. turbulent
flows) have not been considered here, although the value of the
exponent a has been predicted analytically10 to be �2.

When a small amount of external heat transfer is allowed for
(i.e. when Bi = 100), it can be seen that for Ra o 500, the
explosion limit is virtually identical to that for the constant wall
temperature case. As Ra increases above 500 and natural con-
vection becomes more significant, it can be seen that explosions
occur at a slightly higher value of tH/tD than when Bi = N. This
is of course due to the fact that the external resistance to heat
transfer lessens somewhat the stabilising effect of the increased
fluid flow and hence heat transfer from the contents of the vessel

Fig. 6 The maximum dimensionless speed at steady state for the nine
stable cases, close to the explosion boundary, described in Table 2. The
diamonds represent those cases with Bi = 100, the squares are cases with
Bi = 10 and the triangles are those with Bi = 1.

Fig. 7 The regime diagram for explosion showing the numerically derived
explosion limits (for Ra o 106) for a range of Bi. Also shown are two dashed
lines which show constant values of Ra. The diamonds show the limit for
Bi = N, the circles show Bi = 100, the triangles Bi = 10, the filled squares
Bi = 1, the crosses Bi = 0.1 and the open squares Bi = 0.01. The horizontal
lines show Semenov’s prediction, via eqn (20), for the explosive limit in a
well-mixed system with varying Bi. The dot-dash line shows eqn (20) for
Bi = 1, the grey line Bi = 0.1 and the black line Bi = 0.01.
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to the wall. It is also evident that the power law behaviour described
in eqn (18) still exists, though the value of the exponent is reduced.

For Bi = 10 it is shown in Fig. 7 that the critical value of tH/tD

in the diffusive region is increased slightly and that the
stabilising effect of convection has been substantially lessened.
For Bi = 1, there is still a very slight stabilising effect of
convection evident for 500 o Ra o 106, however for Bi o 1,
the explosive limit has an approximately constant value of tH/tD. It
is shown very clearly in Fig. 7 that external heat transfer has two
main effects viz. it increases the critical value of tH/tD indicating
that the system is more prone to explode and it also lessens the
stabilising effect of natural convection.

The extent to which the stabilising effect of convection is
suppressed can be characterised by the exponent in eqn (18).
The variation of this exponent is shown, as derived from a best-
fit of the numerical results, in Fig. 8. Clearly, when Bi is very
small, the explosive limit is approximately constant so a is close
to zero. The bulk of the variation in a is seen over the range
1 o Bi o 100, which is similar to the range reported for main
effect of Bi on explosion in diffusive systems with consumption
of reactant.16 For Bi 4 100, the value of the exponent in
eqn (18) approaches the Bi = N value asymptotically.

4.4 The Frank-Kamenetskii and Semenov limits

The numerically derived explosion limits presented in Fig. 8
can be compared to analytical solutions in the Frank-
Kamenetskii and Semenov limits. Frank-Kamenteskii derived2

an approximate expression for the transition to explosion which
can be written as

tH
tD

� �
explosion;FK

¼ tH
tD

� �
Bi¼0

1þ e

Bi

� �
(19)

Plotted in Fig. 9 are the numerically derived explosive limits for
a purely diffusive system and a line representing eqn (19). There
is clearly an excellent agreement between Frank-Kamenetskii’s
prediction and the numerical results. As observed above, the
value of tH/tD at the explosive limit is approximately constant
for Bi 4 10 and as predicted by eqn (19) tH/tD is proportional to
Bi�1 as Bi tends to zero and hence 1 + e/Bi tends to e/Bi.

At small values of Bi, where external heat transfer is the
dominant mechanism, the Semenov limit of a well-mixed

system is approached. Eqn (1) can be re-written in terms of
the characteristic timescales used here as

tH
tD

� �
explosion;Semenov

¼ e

3Bi
: (20)

Eqn (20) is plotted for Bi = 0.01, 0.1 and 1 in Fig. 7. For Bi = 1,
eqn (20) slightly under predicts the explosive limit and, of
course, does not capture the marginal stabilising effect of
convection. This discrepancy is unsurprising given that there
is still some spatial variation in the temperature field, as shown
in Fig. 5. For Bi { 1, the agreement between eqn (20) and the
numerically derived boundaries can be seen to be excellent
in Fig. 7, with the numerically derived results agreeing with
Semenov’s prediction to within 2%. This excellent agreement
between the analytical predictions in both limits not only
provides further validation of the numerical methods used, but
also shows that the inclusion of external heat transfer in systems
with natural convection truly bridges these two classical limits.

5. Conclusions

The behaviour of an exothermic chemical reaction occurring in
a spherical vessel under the influence of natural convection and
an external heat transfer resistance, but without consumption
of reactant, has been studied numerically. It has been shown
that the external heat transfer, as characterised by a Biot number,
has very little qualitative impact on the temporal development of
the maximum temperature in the reactor during explosive and
non-explosive reactions. The main quantitative effect is that the
reactions take place at a lower temperature when Bi is reduced.
Indeed, it has been shown that the maximum dimensionless
temperature achieved in a non-explosive reaction on the explosion
boundary increases from 1 in the well mixed limit to its constant
wall temperature value asymptotically. For Bi o B10, the
maximum temperature varies little with Rayleigh number, but
interestingly is lower for higher values of Ra. This is in contrast
to what is observed at higher Bi where more intense natural
convection means that higher temperatures can be sustained in
non-explosive cases. This effect may be due to the reduction in

Fig. 8 The exponent in eqn (18), which characterises the stabilising effect
of natural convection on the system, as a function of Bi.

Fig. 9 A comparison of the numerically derived explosion limit for a
purely diffusive system for different values of Bi with Frank-Kamenetskii’s
approximate expression in eqn (19). The diamonds are the numerically
derived limits and the solid line represents eqn (19).
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driving force for heat transfer from the hot zone of the reactor to
the wall. This is primarily due to the fact that the wall tempera-
ture increases much more significantly as Bi is reduced. Impor-
tantly, this variation in maximum temperature achieved in stable
systems means that explosion criteria based on the maximum
temperature achieved in the reactor may be inappropriate for
systems with significant external heat transfer.

A region of parameter space where explosions occur has
been defined for a series of values of Bi. It has clearly been
shown that the inclusion of external heat transfer means that
the region of parameter space where explosions occur is larger
and that the stabilising effect of natural convection on the
reaction is greatly diminished as Bi is reduced, particularly over the
range 100–1. Finally, the numerical results have been shown to
agree very well with the analytical solutions of Frank-Kamenetskii
and Semenov in the purely diffusive and well-mixed limits.

7. Nomenclature

Bi Biot number, Bi = hL/kT

c concentration of reactant
c0 dimensionless concentration of reactant, c0 = c/c0

c0 initial concentration of reactant
CP specific heat at constant pressure
DC diffusion coefficient of reactant
E activation energy
g acceleration due to gravity
h external heat transfer coefficient
k rate constant
k0 rate constant evaluated at T = T0

kT thermal conductivity
L characteristic length (radius) of the reactor
Le Lewis number, Le = k/DC

n order of the reaction
P pressure
P0 initial pressure
P 0 dimensionless pressure, P 0 = (P � P0)/r0U 2

Pr Prandtl number, Pr = n/k
q exothermicity of the reaction
r radial coordinate
R universal gas constant
Ra Rayleigh number, Ra = bgL3DT/kn
Sv surface area per unit volume
t time
t0 dimensionless time, t0 = Ut/L
T temperature
T 0 dimensionless rise in temperature,

T 0 = E(T � T0)/RT0
2

Tad
0 dimensionless adiabatic temperature increase,

Tad
0 = qc0E/(r0CPRT0

2)
T0 constant temperature of the environment

�u velocity

�u
0 dimensionless velocity, �u

0 = �u/U
U characteristic velocity

�x spatial coordinates

�x
0 dimensionless spatial coordinates, x0 = x/L

Z pre-exponential factor in the Arrhenius term
b coefficient of thermal expansion
d Frank-Kamenetskii parameter, d = L2k0cn

0qE/kr0CPRT0
2

DT characteristic temperature increase, DT = RT0
2/E

Z dimensionless parameter, Z = RT0/E
y angle measured anti-clockwise from the horizontal

axis of the reactor
k thermal diffusivity
m viscosity
n kinematic viscosity
r density
r0 density at T = T0

tC timescale for convection
tD timescale for diffusion of heat
tH timescale for heating by reaction
c Semenov number, c = k0cn

0qE/hSvRT0
2
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