
This journal is© the Owner Societies 2015 Phys. Chem. Chem. Phys., 2015, 17, 4483--4491 | 4483

Cite this:Phys.Chem.Chem.Phys.,

2015, 17, 4483

Storage, transport, release: heme versatility in
nitrite reductase electron transfer studied by
molecular dynamics simulations†

Anna Bauß and Thorsten Koslowski*

Using molecular dynamics simulations of the thermodynamic integration type, we study the energetics

and kinetics of electron transfer through the nitrite reductase enzyme of Sulfurospirillum deleyianum,

Wolinella succinogenes and Campylobacter jejuni. In all of these five-heme proteins, the storage of an

even number of electrons within a monomeric chain is thermodynamically favoured. Kinetically, two

of these electrons are usually transferred almost simultaneously towards the active site. Although the

free energy landscape for charge transfer varies significantly from organism to organism, the heme

cofactor closest to the interface of a protein dimer always exhibits a particularly low free energy,

suggesting that protein dimerization is functional. Interheme electron interaction effects do not play a

significant role.

1. Introduction

Despite the abundance of nitrogen in the earth’s atmosphere,
biological growth processes are frequently limited by the availability
of this element in a biologically suitable form.1 Preceding biological
nitrogen fixation, nitrogen compounds have been created at hydro-
thermal wells,2,3 via nitrogen oxidation through combustion or
lightning4–7 or by mineralization.8 Since the early 20th century,
ammonia has been produced from elementary hydrogen and
nitrogen utilizing the Haber–Bosch process.

Bacteria use nitrate or nitrite reductases to turn nitrogen
compounds into ammonia, and are thus able to rely upon these
substrates as their sole source of nitrogen.1 Reduction processes
in the nitrite reductase enzymes are either based on a mixed
valence copper chemistry or on a heme cofactor as an active site.
In all of the nitrite reductases, electronic charges have to be
transferred sequentially to an active site, so that the substrate,
nitrite, can be reduced in the presence of protons. Little is
known about the details underlying the thermodynamics and
kinetics of the interheme charge transfer processes, apart from
arguments based on the geometrical arrangements of the cofactors.
Redox and catalytic properties of a number of NrfA enzymes have
been determined,10 the range of experimental midpoint potentials
also defines a benchmark for computational studies as the one

presented here. The question of electron transfer between a chain
of identical or similar subunits is also interesting from a
nanotechnological perspective, where such arrangements may
substitute conducting wires. In the past, quantum chemical
studies have focussed on the reaction taking place at the active
site11,12 rather than charge transfer.

In our work, we focus on a family of nitrite reductases of the
NrfA type of three closely related organisms, Sulfurospirillum
deleyianum, Wolinella succinogenes and Campylobacter jejuni,
which all contain an anaerobic respiratory pathway for nitrate
ammonification.1,13–16 The cytochrome c nitrite reductases are
pentaheme proteins catalyzing the reaction

NO2
� + 6e� + 8H+ # NH4

+ + 2H2O. (1)

In d- and e-proteobacteria, NrfA builds a membrane-associated
respiratory complex with NrfH, a membrane integrated tetraheme
cytochrome c.17 This complex is located on the extracellular side
of the cytoplasmic membrane and promotes electron transfer
efficiently to the terminal acceptor nitrite.18 Our choice of
organisms was motivated by the relative simplicity of the multi-
heme charge transfer chains, which only reside in two different
proteins, viz. NrfA and NrfH, as opposed to the complex struc-
ture of its E. coli counterpart, which consists of four proteins,
including an electron carrier.19

The general architecture of this class of multiheme cytochromes
c consists of a homodimer. The ten hemes—five in each mono-
mer—are covalently linked to cysteins via thioether bonds. The five
heme groups in a monomer are closely packed in a conserved
geometrical arrangement, which is likely to favour efficient electron
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transfer. As a typical example, Fig. 1 shows a cartoon model of
the crystal structure of the nitrite reductase of S. deleyianum,20

displaying two chains believed to also interact in vivo. The dimer
exhibits a C2v symmetry. The heme enumeration used here follows
that of the sequence of the chromophores given in the PDB files.
For all organisms studied in this work, the corresponding number
is listed in Table 1 (provisional for NrfA from C. jejuni). For
convenience, the chromophore 2 is referred to as the entry site,
to which electrons are delivered by NrfH17 from the quinone pool.
The heme closest to the active center, 1, is called the exit or active
site, and the heme cofactor closest to the interface between the two
chains, 5, is denoted as the perimeter or interface site. At the dimer
interface, the two perimeter hemes exhibit a particularly small
separation, a feature that has also been attributed to promoting fast
charge transfer.20,21 As the exact orientation of the protein chains
with respect to the membrane is not known, it should be kept in
mind that these assignments of sites to functions are tentative, in
particular that of the entry site. With the exception of the active
site heme, all other cofactors are coordinated by two histidines.
Depending on the organism, the NrfA active site heme of the
systems investigated here is either linked to a single histidine
(C. jejuni) or a single lysine residue (W. succinogenes, S. deleyianum)
via the Nz atom of this residue.

Charge transfer between a donor and an acceptor—such as
the hemes encountered in NrfA—is usually described within the
seminal theory of Marcus,22,23 later extended by Hush, Jortner,
Dogonadze and Levich, a list by no means exhaustive. In the
weak-coupling regime usually applicable for chromophores in

proteins, the rate of charge transfer between a donor molecule D
and an acceptor molecule A can be estimated as

kDA ¼
tDA

2

�h

ffiffiffiffiffiffiffiffiffiffiffiffi
p

lkBT

r
exp �flþ DGg2

�
4lkBT

� �
: (2)

Marcus’ equation contains three characteristic energies, the
thermodynamic driving force DG, the reorganization energy l
and the effective electronic donor–acceptor coupling tDA. We
aim at computing two of these parameters related to the
thermodynamics of the system, l and DG, with the help of
molecular dynamics simulations. The effective electronic coupling
tDA is estimated using a phenomenological scheme, and the results
are integrated into a kinetic theory to access the overall electron
dynamics.

The remaining part of this article is organized as follows.
The underlying systems and methodology will be introduced in
the following section, with a focus on the thermodynamic
integration procedure and the analysis of the charge transfer
kinetics. In the results section, the free energy landscapes
relevant to charge transfer are computed, they form the basis
of a description of the electron transfer kinetics. The results are
discussed with reference to biochemical findings. Conclusions
will be derived in the final section.

2. Model and methods
2.1. Systems

All system geometries are based on X-ray crystallography. The
structure of the NrfA protein of S. deleyianum has been solved by
Einsle et al. (protein database entry 1QDB20). The unit cell contains
a protein dimer and a monomer chain. For W. succinogenes, the
corresponding protein has been described by Einsle et al. (PDB
entry 1FS7 (ref. 21)), the protein crystallizes as a dimer. The NrfA
structure of C. jejuni has been kindly made available by Einsle and
Hermann.24,25 Again, the X-ray structure shows a dimerization of
the protein.

Interheme distances were computed from the X-ray struc-
ture coordinates as the minimum interatomic separation of two
porphyrin atoms belonging to two different cofactors. Unsur-
prisingly, the emerging patterns are similar for all three nitrite
reductases, they follow a characteristic heme arrangement
identified by Einsle and coworkers.16 The distances r13, r23,
r34 and r45 are always close to a value chacteristic of p-stacking
between aromatic molecules (B3.4 Å), while r14 varies between
4.8 Å (NrfA from W. succinogenes) and 5.6 Å (NrfA from C. jejuni).
Hence, a prospective charge transfer chain 2–3–4–5 appears
reasonable, with a branch at heme 3 pointing towards heme 1.
Interheme distances between the perimeter hemes in dimers
are also particularly small, e.g. a value of 3.9 Å can be observed
for the NfrA dimer of S. deleyianum.

2.2. Molecular dynamics

Molecular dynamics simulations have been performed using the
pmemd module of the Amber 14 program package.26 As a force
field, we used ff10 for the protein, modified heme parameters

Fig. 1 Cartoon model of the NrfA protein dimer of S. deleyianum after the
X-ray structure of Einsle et al.20 In the color version, the protein chains are
shown as blue and green strands, non-iron heme atoms as red sticks, iron
atoms as orange spheres and calcium ions as magenta spheres. The
enumeration follows Table 1.

Table 1 Heme enumeration in the A chain of the nitrite reductases
studied in this work

ID 1qdb 1fs7 C. jejuni

1 474 508 1001
2 475 509 1002
3 476 510 1003
4 477 511 1004
5 478 512 1005
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from Giammona27 and Burggraf and Koslowski,28 and the TIP3P
water model. In the work of Giammona, heme containing an
Fe2+ ion has been parameterized using the Hartree–Fock procedure
to compute the electronic structure and an electrostatic fit of the
restrained electrostatic potential type to assign the atomic charges,
which we denote as qi,ref. To handle Fe3+, the unusual coordination
of the active site heme and those hemes coordinated by lysine, the
following procedure has been applied. Electronic properties have
been calculated on the density functional theory level using the
OLYP exchange–correlation functional and a 6-31G* basis with the
help of the Gaussian 09 program suite.29 These calculations have
been performed for heme molecules exhibiting an iron +II and a
+III oxidation state. For each calculation, an electrostatic potential
fit (ESP option) has been performed, leading to charges qi,II and qi,III

for each atom i. Special care has been taken to insure that the heme
molecules carry the correct integer charge. As charges for the FeII

heme, we use those of Giamonna27 which have been determined in
a manner consistent with the Amber force field amino acid charges.
For the FeIII heme, the charges are given by qi = qi,ref + qi,III � qi,II.
The resulting heme charges are given as ESI.† In the parametriza-
tion, no reaction field has been used, and no attempt has been
made to model the protein environment classically, again consis-
tent with the Amber approach to parameterizing new cofactors. In
this way, the resulting charges can be used universally rather than
having to be determined specifically for each novel type of environ-
ment. Heme bond, angle and dihedral angle parameters have been
obtained from the gaff force field. The antechamber tool has been
used to generate the parameters for lysine residues that coordinate
the heme cofactors.

For each of the structures described above, we have isolated
one of the monomeric protein chains, added a water box of a
10 Å side length and made the system charge neutral by adding
sodium cations. A minimization has been followed by a 500 ps
equilibration of the system at a temperature of 298 K and a
pressure of 1 bar. Production runs have been performed for
1 ns for each of the proteins. Alternately, a Berendsen thermostat
and a rheostat have been used to keep temperature and
pressure fluctuations at bay. System sizes typically amount to
B60 000 atoms including water and the counterions.

2.3. Free energy calculations

In this section, we closely follow Krapf et al.30 in describing the
application of thermodynamic integration schemes to charge
transfer reactions. Free energy calculations in general, and espe-
cially thermodynamic integration calculations, aim at computing
the difference in free energy between two states.31,32 In this work,
thermodynamic integration has been applied to study the charge
transfer in nitrite reductases by considering these states as a charge
located on the donor and acceptor heme, respectively.

The most important quantity to describe a given state of
a system is its standard free energy A0, which can be described
by its fundamental connection to a system’s configuration
integral Z:

A0 ¼ �kBT ln Z ¼ �kBT ln

ð
exp �Et=kBTð Þdt; (3)

where kB is the Boltzmann constant, T the absolute temperature
and the integral is taken over the whole conformational space
of the system, t.

We will later compute Gibbs free energies, G0 instead of
Helmholtz free energies A0 as the difference, which is the pressure
work pV, is normally negligible when changes in condensed phase
systems are studied. Since absolute free energies can only be given
with respect to an arbitrary zero, free energy calculations are
normally concerned only with computing relative free energies DG.

In a thermodynamic integration, the free energy difference
between two states A and B is calculated. Additional to the two
potential energies VA and VB, a coordinate L is used; which
couples the educt and product states so that the transition from
A to B can be calculated along this non-physical reaction
coordinate. A mixed potential V(L) results, chosen so that it
corresponds to VA for L = 0 and VB for L = 1:

V(L) = (1 � L)VA + LVB. (4)

In this scheme, the free energy difference between the two
states can be described as

DG ’ DA ¼ AB � AA ¼
ð1
0

@VðLÞ
@L

� �
L
dL (5)

The integral is either approximated by numerically integrating over
qV(L)/qL for discrete values of Li, or by analytically integrating a
function approximating V(L). Boltzmann-weighted averages of this
function are generated by molecular dynamics simulations for a
finite number of points along this curve. A TI calculation can
therefore be considered as proceeding along a sequence of MD
simulation windows, while calculating the gradient of the free
energy curve at a different L-point.

2.4. Charge transfer kinetics

Charge transfer in a chain or network of donor and acceptor
molecules can be described by a sequence of chemical reac-
tions, e.g.

hi
�hjhkg " hihj

�hkg " hihjhk
�g - hihjhkg�, (6)

for three molecules hi, hj and hk that act as donors and acceptor
and a single trap g. For each of the states, a time-dependent
concentration can be defined, such as ci(t) = [hi

�hjhkg] and cg(t) =
[hihjhkg�]. In an average, non-stochastic kinetic approach the
changes of the concentrations with time are given by the Master
equations

_ciðtÞ ¼
X
j

kjicjðtÞ � ciðtÞ
X
l

kil (7)

supplemented by similar expressions for reactions involving a
trap. Here, kij denotes the reaction coefficient for transferring an
electron from the species hi to the species hj. The eqn (7) can be
solved by the ansatz

-c(t) = (c1(t),c2(t),. . .,cn(t),g(t))T = -c(0) exp(�ot). (8)

It transforms the system of first-order differential equations to
an eigenvalue problem,
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(K � o1)-c(0) =
-

0, (9)

where the matrix K consists of the reaction coefficients kij. The
concentrations as a function of time can now be expressed
semianalytically as

~cðtÞ ¼
X
m

Am~c
ð0Þ
m exp �omt

� �
; (10)

i.e. in terms of the eigenvalues om and the eigenvectors -
c(0)
m . The

expansion coefficients Am have to be selected to meet the initial
conditions of the kinetics, leading to a simple system of equations.
This approach permits the computations of the concentrations over
many orders of magnitude in time without having to perform a
tedious numerical integration.

3. Results and discussion
3.1. Thermodynamics

Two characteristic energies entering Marcus’ expression of charge
transfer rates, the driving force DG and the reorganization energy,
l, can be computed with the help of the thermodynamic integra-
tion approach, as outlined in Section 2.3. We will now turn to
technical details of the analysis of the underlying molecular
dynamics simulations and present numerical results.

In a charge transfer calculation, the two states A and B are
defined as initial and final state of the charge transfer process
and the corresponding potentials VA and VB therefore only differ
in their charge distributions. The simulated transition from
L = 0 to L = 1 corresponds to moving a charge from A to B.

The computation of DG values has been performed in two
different ways. Either, a numerical integration is performed, and
the integral in eqn (5) is approximated by the trapezoid rule,

DG ¼
ð1
0

@VðLÞ
@L

� �
L
dL ’

X11
i¼1

wið@VðLÞ=@LÞi: (11)

In this case, the reorganization energy l can be obtained from
the average values of qV(L)/qL at L = 0 and L = 1, which we
denote as V0 = l + DG and V1 = l � DG, respectively. It equals l =
(V0 + V1)/2. In our computations, forward and backward reaction
reorganization energies do not differ significantly, as is evident
from the equal width of the qV(L)/qL distributions.

Alternatively, the data points representing qV(L)/qL can be
approximated by a straight line, as appropriate in Marcus’
theory for two intersecting parabola with an identical curvature.
The integral now becomes

DG ¼
ð1
0

ðaþ bLÞdL ¼ aþ b

2
(12)

As an additional benefit of this method, the reorganization
energy can be computed directly as l = a � DG = �b/2. As the
slope b of qV(L)/qL is negative, all l values become positive as
expected.

In previous work28 Burggraf and one of us have tested the
scheme for a four-heme cytochrome. In that work, we have been
able to reproduce the rollercoaster pattern of the free energies
(or midpoint potential differences) between the four hemes and

their overall spread. More specifically, the computed and
experimental midpoint potential differences amount to DE12 =
�160 mV (exp.: �320 to �390 mV), DE23 = 360 mV (exp.: 245
to 310 mV) and DE34 = �340 mV (exp.: �345 to �400 mV),
the statistical error in the simulations is given by �80 mV.
Furthermore, the outer sphere reorganization energies vanish,
a result compatible with a surface accessibility argument given
by Bortolotti et al.9

Thermodynamic driving forces, DG, have been computed for
the four most likely charge transfer reactions, all other DG
values can be derived using simple thermodynamic cycles. As
an additional element of verification, DG for the reaction 1-4
has been computed for NrfA from S. deleyianum and C. jejuni.
For W. succinogenes, three additional reactions have been
investigated. For S. deleyianum, a sample analysis is presented
in Fig. 2. The calculated driving forces are presented in Table 2,
both for the trapezoid rule and the linear regression analysis. In
all three organisms, the site free energies computed from the
driving forces can be grouped into a high and a low free energy
fraction. For NrfA from S. deleyianum, the active and the
interfacial heme form thermodynamic basins of attraction,
with free energies that are 13 to 15 kcal mol�1 lower than those
of the other cofactors. For NrfA from C. jejuni, the entry and the
interfacial heme are energetically favoured by 11 to 16 kcal mol�1.
For NrfA from W. succinogenes, we observe a single high-energy
state, the active site heme cofactor, which is preferred to the
other hemes by 8 to 11 kcal mol�1. Although the free energy
landscape looks different for each organism, two features
are common to all of them. First, storage of an even number
of electrons is thermodynamically favoured. For NrfA from
S. deleyianum and C. jejuni, two electrons can be stored in low-
energy hemes, whereas W. succinogenes NrfA can accommodate
four electrons per monomer. Second, the interfacial heme 5
shows a particularly low DG value, it is likely to be populated by
an electron at thermodynamic equilibrium. Hence, it shows the
potential of acting as a site participating in frequent intermono-
mer charge transfer. We will return to this issue once the charge

Fig. 2 Thermodynamic integration analysis for charge transfer in NrfA
from C. jejuni. The symbols refer to the reactions 2-3 (K), 1-3 (J) and
4-5 (�). The straight lines represent a least squares linear fit. For details,
see Section 3.1.
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transfer kinetics is discussed. The energetics described in this
section is also presented schemetically in Fig. 3.

To study the influence of long-range electron–electron inter-
actions, we have computed reaction free energies for (i) the
transport of one excess electron (i.e. one Fe2+ heme and four
Fe3+ hemes) and (ii) a single hole transferred in a system
carrying four excess charges. In the absence of long-range
correlations, the corresponding reaction free energies should
only differ in sign. Within the statistical errors of our calcula-
tions, this relation is fulfilled, as evident from Fig. 4. In the
absence of correlation effects, the thermodynamic potentials
can be compared to electrochemical midpoint potentials. To
our knowledge, these quantities are not available for the NrfA
proteins studied here. For proteobacteria—such as the organisms
under review here—midpoint potentials are spread over a range
from 259–297 mV (E. coli, S. oneidensis, D. vulgaris) over 470 mV

(T. nitratireducens) to 630 mV (D. desulfuricans).10 This compares
well to the 8 kcal mol�1 (=350 meV) to 16 kcal mol�1 (=700 meV)
scale observed here.

Typical statistical errors in the reaction DG values amount to
1–3 kcal mol�1 for the linear regression analysis, they increase
slightly for the trapezoid rule integration. Both methods differ
by 1 kcal mol�1 or less. Systematic errors are more difficult to
access. The lack of polarization degrees of freedom inherent to
the force fields used here is likely to play a role. For simple
model systems, characteristic charge transfer energies seem to
be reduced upon the introduction of polarizable force fields,33

although effects of the order 22% reported in that study are not
dramatic once biological systems are concerned. A more serious
problem arises from the reduction of the protein complex
structure (consisting of NrfH and a NrfA dimer) to a single
monomer. Heme cofactors close to protein interfaces may now
become exposed to water and thus experience a model environ-
ment considerably more polarizable than within the complex.
From a mean-field perspective of dielectrics, this increases the
1 � e�1 prefactor characteristic of classical reaction field
approaches, e.g. of the Onsager type. In our computations, the
entry and the interface hemes, 2 and 5, may be affected most and
show DG values that are too low.

The reorganization energies, l, lie within a comparatively
narrow range of 25–36 kcal mol�1 for the linear regression
analysis. Statistical errors are even smaller than those com-
puted for the driving forces, they amount to 1–2 kcal mol�1.
Whereas DG is a well-defined thermodynamic state function,
dynamic effects have an influence on the magnitude of l, which
is usually overestimated in a straightforward application of the
TI scheme. For the outer sphere reorganization energy of a
donor–acceptor charge transfer within a simple model of two
hard spheres of diameter s and separation R dispersed in a
polarizable dielectric medium, Marcus has given the expression

lout ¼
e2

4pe0

1

e1
� 1

es

� 	
z1

2

s
þ z2

2

s
� z1z2

R

� 	
: (13)

Table 2 Characteristic charge transfer energies in kcal mol�1 for the
nitrite reductase of three organisms. Driving force (DG(R)) and outer
sphere reorganization energy (l(R)) from a linear regression analysis,
driving force (DG(I)) from a numerical integration, outer sphere reorgani-
zation energy (l(H)) from a histogram analysis. Reorganization energies are
unscaled, see Section 3.1

Organism Reaction DG(R) l(R) DG(I) l(H)

S. deleyianum 1-3 13 � 6 25 � 3 13 25
1-4 6 � 4 36 � 2 6 38
2-3 9 � 4 33 � 2 9 31
3-4 �7 � 4 25 � 2 �7 26
4-5 �7 � 2 30 � 2 �7 32

C. jejuni 1-3 2 � 3 27 � 1 2 28
1-4 �3 � 3 37 � 2 �3 40
2-3 14 � 3 33 � 1 14 35
3-4 �2 � 4 29 � 2 �2 30
4-5 �14 � 4 31 � 2 �13 31

W. succinogenes 1-3 �9 � 3 29 � 1 �9 29
2-3 1 � 3 36 � 2 1 33
3-4 �1 � 3 28 � 1 �1 27
4-5 0 � 3 30 � 2 1 32
2-1 12 � 1 44 � 1 12 43
2-3 2 � 3 38 � 1 2 37
2-4 �2 � 2 44 � 1 �2 45

Fig. 3 Cartoon representation of the energetics of the heme cofactors in
NrfA of three organisms. White circles represent hemes that show a low
free energy and that act as preferential sites of electron storage. Grey
circles depict high-energy hemes. The asterisk marks the active site, an
arrow the flow of charge into the system. The enumeration follows Table 1.

Fig. 4 Hole vs. electron free energy differences for charge transfer
reactions between hemes in the NrfA protein of S. deleyianum. The
electron reaction free energies are also listed in Table 2. The straight line
represents ideal particle–hole symmetry.
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The term depending on the high-frequency (eN) and static (es)
limits of the dielectric response functions is referred to as the
Pekar factor. It takes into account that electronic reorganiza-
tion is instantaneous, whereas the ionic contribution—as the
difference between the total and the electronic part—is
retarded and cannot respond to a vertical electronic excitation
at once. Classical static dielectric continuum theory, on the
other hand, leads to a corresponding factor of (1 � 1/es). This
factor rather than the Pekar factor should be reproduced by a
molecular dynamics simulation if the system under review were
close to a uniform dielectric medium. Hence, simulation outer
sphere reorganization energies should be rescaled by a factor of
(1/eN � 1/es)/(1 � 1/es). In a purely aqueous environment, we
have es = 80.21 and eN = 1.8 at room temperature, leading to a
scaling factor of 0.55. In Table 2, the unscaled reorganization
energies as emerging from the TI analysis are given, whereas
kinetics are computed applying the scaling factor. From our
point of view, DG as a thermodynamic quantity should not be
rescaled for all but the fastest reactions,36 whereas l is defined
by an instantaneous transition to the excited state and experi-
ences the consecutive relaxation of its environment on all time
scales. Static and dynamic scaling effects have been discussed
in detail by Matyushov and LeBard.37,38

3.2. Kinetics

We now turn to the kinetic analysis involving a system of five
hemes and an electron trap coupled to the active site. Interheme
charge transfer rates are computed using Marcus’ expression for
nonadiabatic charge transfer, eqn (2). Two of the characteristic
energies, the driving force DG and the reorganization energy l
have been calculated using the thermodynamic integration
scheme, as detailed in the preceding section. The total rate
including the distance-dependence electronic coupling, i.e. tDA,
has been estimated using the empirical Dutton–Moser rule,34,35

log10 kDA(rij) = 15 � arij � 3.1(DG + l)2/l (14)

with a = 0.6 Å�1. This relation is also applied to the hemes within
p-stacking distance. As the interheme distance rij, we have used
the minimum separation between two atoms of the respective
porphyrin rings. In principle, tDA is also available from quantum
chemical calculations involving two hemes, an approach that
faces a number of problems that has motivated us to take refuge
to an empirical concept. Heme contains iron, an element
notoriously difficult to treat in mean-field theories such as
Hartree–Fock or density functional approaches. In addition,
the frontier molecular orbitals of the heme molecule are almost
degenerate, giving rise to four interheme charge transfer chan-
nels. Finally, the protein environment may play a nontrivial role
in the charge transfer process. In particular, aromatic amino
acids may participate as centers of charge localization or in
superexchange processes. In contrast to the cytochrome subunit
of the bacterial photoreaction center, NrfA is densely populated
by aromatic amino acids, which would have to be taken into
account in a full quantum mechanical analysis.

The thus computed interheme charge transfer rates enter
a kinetic scheme, as described in Section 2.4. Results of the

semi-analytical integration of the kinetic eqn (10) are presented
in Fig. 5 and 6 with different initial conditions. In Fig. 5, only
the entry heme 2 is initially occupied. This implies that an
electron has just been passed from NrfH to NrfA, while an
electron acceptor is present at the active site. For NrfA from
S. deleyianum and W. succinogenes, the entry site is rapidly
depopulated, while the electron acceptor carries half of its
maximum charge on a time scale of B10�7 s. Taking into
account that six electrons are required to produce one ammonia

Fig. 5 NrfA heme and trap populations as a function of the decadic logarithm
of time for (a) S. deleyianum, (b) C. jejuni (b) and (c) W. succinogenes. Solid line:
entry site heme population, dotted line: trap population, dashed line: sum of all
reaction intermediates. Initially, the entry heme cofactor 2 is populated.

Fig. 6 NrfA heme and trap populations as a function of the decadic
logarithm of time for (a) S. deleyianum, (b) C. jejuni and (c) W. succino-
genes. Solid line: interfacial heme population, dotted line: trap population,
dashed line: sum of all reaction intermediates. Initially, the interfacial heme
cofactor 5 is populated.
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cation, this time scale is considerably faster and thus compatible
with turnover data from Clarke et al.,39 which amount to 962 s�1

for NrfA from S. deleyianum. A time scale of 10�3 s required to
transfer an electron to the acceptor—as encountered for NrfA
from C. jejuni—seems, however, to be slightly too slow. This
effect may be attributed to the ‘sticky’ sites 2 and 5, which show a
particularly low DG. As discussed above, solvent polarization
effects may lead to an underestimate of the free energies on
these sites, thus reducing the charge transfer rate considerably,
while other types of free energy landscape are less sensitive to
this effect.

On a time scale comparable with the charge transfer process
from the entry site to the final acceptor, other hemes can be
populated. The sum of these populations is shown as a dashed
line in Fig. 5. Whereas the charge transfer chain can readily
transfer an electron to the active site (conducting mode) it is
able to redistribute and store an electron on the same time
scale once the acceptor is absent (storage mode).

In Fig. 6, we present the kinetics with the interfacial heme 5
populated initially. Here, we have a situation where an electron
had been transferred to NrfA in the absence of a substrate,
giving it sufficient time to localize on one of the storage sites. At
this stage, the trap is now coupled to the system. We find
similar time scales as above, with reaction intermediates essen-
tially missing for NrfA from S. deleyianum and C. jejuni. This is
not surprising, as the heme 5 initially populated here usually
constitutes one of the dominant intermediates in the conducting
mode. For NrfA from W. succinogenes, the decharging pattern is
almost indistinguishable from that of the conducting mode.
Here, the electron is shuffled within a pool of four storage sites
prior to a transfer to the trap.

To simplify the remaining part of the kinetic analysis, we
define a characteristic time ti at which the trap population
equals one half, starting from a given low-energy or entry heme
i. To make sure that the irreversible trapping reaction is not the
rate-limiting step, the rate populating the trap is arbitrarily set
to a value exceeding all other rates, here k1g = 1.0 � 1013 s�1 is
used. For NrfA from W. succinogenes, the hemes 2–5 form basins
of electron attraction, and we find ti = 1.6 � 10�7 s for all of
them. Regardless of their initial center of localization, all
electrons have to pass the kinetic bottleneck 3-1. A similar
phenomenon can be observed for charge transfer through the
C. jejuni nitrite reductase with preferential sites 2 and 5 as
centers of electron attraction. Here, t2 = t5 = 1.3 � 10�4 s is
observed. For NrfA from S. deleyianum, the low-energy heme 1
doubles as the exit site, so t1 depends on k1g. Here, we find t5 =
6.3 � 10�8 s for the site exhibiting the lowest DG value.
Switching on the trapping path, this site is exactly as swiftly
depopulated as the entry site, and we have t2 = t5. For NrfA from
S. deleyianum, we have also inspected the kinetics of heme 1
being depopulated with the initial charge residing on one of the
hemes of its counterpart within a nitrite reductase dimer.
Characteristic time scales 2.5 � 10�7 s (initial localization on
the interfacial heme) and 4.0 � 10�7 s (initial localization on
the active site) are close to each other and slightly larger than
those observed for charge transfer within a monomer. On-site

Coulomb blockade effects have not been considered in our
analysis, they become important once a heme population
approaches unity.

4. Conclusions

In this work, we applied thermodynamic integration computa-
tions to analyze charge transfer processes in the pentaheme
NrfA protein of three anaerobic bacteria from a theoretical and
computational perspective. The calculated thermodynamic
driving forces can be grouped into high-energy hemes and an
even number of low-energy cofactors. In this manner, the entire
NrfA enzyme stores electrons as multiples of two with each
charge residing on a different heme. The actual number of
electrons stored and the free energy landscape of charge
transfer may differ from organism to organsim, and hemes
may double as storage and entry or active sites. Regardless of
the organism, a heme located at the interface of the NrfA dimer
always exhibits the lowest DG, a fact already suggesting that
charge transfer between the monomers may play an important
role. Reorganization energies are notably uniform, they are
rescaled by an argument based on dielectric continuum theory.
The scaled reorganization energies are larger than those
reported for experiments heme-based systems in the literature.9

As we see this effect not only for the NrfA proteins, but also for
different systems containing hemes or other centers of charge
localization, we suspect that this systematic overestimate may
be an artefact of the Amber force field. The overall depopula-
tion kinetics of NrfA from S. deleyianum and W. succinogenes are
compatible with experimental turnover numbers, whereas
C. jejuni NrfA rates are considerably slower. This exceptional
behaviour can be traced back to an underestimate of the free
energies of the entry and the interfacial heme cofactor, which
in turn slows down charge transfer processes involving these
sites as a donor. Other arrangements of storage sites much less
sensitive to this problem. It can only be overcome by simulating
the entire NrfA dimer plus NrfHA complex, a task currently out
of reach of our computational capabilities. Concerning the
complexity of the system and the polarization issues discussed
above, the dielectric continuum approach of Ullmann and
coworkers40 may still provide an interesting alternative to full
atomistic simulations.

While only a single excess electron can populate each heme,
the kinetic analysis suggests that electrons are not only stored
in pairs, but that two electrons can also be released almost
simultaneously from the enzyme towards the active site, hence
avoiding the production of reactive oxidizing species as reac-
tion intermediates. These are findings are compatible with the
two-electron nature of the reduction process at the active site of
NfrA from E. coli, as observed by Angove et al.,41 but at variance
with the observations of Judd et al. made for NrfA from
S. oneidensis,42 who found a one-electron character. Fast charge
transfer across the boundary of a monomer is possible via a
pair of interfacial hemes not only from a thermodynamic, but
also from a kinetic perspective. This picture of a functional
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dimer is in accord with the interpretation of the protein
structure by Einsle and coworkers.20,21

From our point of view, the NrfA heme cofactors show a
remarkable versatility: they can act as an initial electron acceptor,
active site, electron storage site and participate as conducting
elements in a charge transfer chain, often doubling in function.
This behaviour is in notable contrast to the findings of Breuer
et al.,43 who studied charge transfer phenomena in the MtrF
decaheme protein of Shewanella oneidensis using a combination
of molecular dynamics and density functional theory. These
authors conclude that driving forces and electronic couplings in
this enzyme are tuned to enable a maximum transport rate, with
each heme solely acting as a stepping stone in a complex charge
transfer chain. These views on multiheme proteins are, however,
not mutually exclusive. MtrF is part of a long-range electron
transport chain of six proteins with the main task of transferring
electrons over long distances as efficiently as possible. NrfA, on the
other hand, has to store and deliver six electrons over a compara-
tively small distance, and one of its cofactors also doubles as the
active site.44 Combined, these findings add to the current perspec-
tive on multi-heme proteins as versatile tools suited to a multitude
of biochemical tasks.45
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