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How fast can a Peierls–Mott insulator be
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Time- and angle-resolved extreme ultraviolet photoemission spectroscopy is used to

directly determine the momentum-dependent electronic structure dynamics in the

layered Peierls–Mott insulators 1T-TaS2 and 1T-TaSe2 on the sub-300 fs time scale.

Extracted spectroscopic order parameters display a global two-time-scale dynamics

indicating a quasi-instantaneous loss of the electronic orders and a subsequent

coherent suppression of the lattice distortion on a time scale related to the frequency

of the charge-density–wave amplitude mode. After one half-cycle of coherent

amplitude-mode vibration, a crossover state between insulator and metal with partially

filled-in and partially closed Mott and Peierls gaps is reached. The results are discussed

within the wider context of electronic order quenching in complex materials.
I. Introduction

Complex materials, in which electron–electron and electron–lattice interactions
are strong, exhibit some of the most intriguing phenomena in the quantum
world, including (high-temperature) superconductivity, metal–insulator transi-
tions, and ordering phenomena involving charge, orbital, spin, and lattice
degrees of freedom.1 Most of our knowledge and microscopic understanding of
complex materials and their phenomena has been obtained from experimental
and theoretical techniques that are applied in or near equilibrium. The non-
equilibrium dynamics of complex materials, by contrast, is much less under-
stood, yet powerful techniques and impressive results are emerging.2–13

The most important experimental approach to the non-equilibrium regime is
by techniques that combine two ultrashort pulses: one for pump excitation of the
material and the other as a time-delayed probe. For pumping, near-infrared laser
pulses are most commonly used. For probing, photon pulses in the THz to hard
X-ray spectral range and electron pulses with energies of a few 10 keV are now
almost routinely applied. Thus, many powerful and complementary techniques
have been implemented, including time-resolved optical and photoemission
spectroscopy14,15 as well as time-resolved X-ray and electron diffraction.16
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With effective temporal resolutions of a few 10 fs, these techniques offer a new
perspective on complex materials because they can resolve electron and lattice
dynamics at or close to the fundamental time scales of electronic processes and
ionic motion in solids. The direct dynamical information can be used to
temporally dissect complex phases and identify—via temporal discrimination—
the dominant degrees of freedom, order parameters, or interactions.17 In partic-
ular, due to their distinct characteristic time scales, it is almost straightforward to
separate electron–electron from electron–phonon interaction effects and
coherent from incoherent phonon processes. These capabilities can provide novel
insights not only into complex phases but also into thermally accessible phase
transitions.3–5,9,12 Moreover, pump–probe techniques can be used to investigate
whether and to what extent phase transitions can be coherently controlled2,6,11

and novel or “hidden” phases can be created that are not thermally accessible.7,13

While there are now various experimental techniques available and many
different complex materials have been studied, a few central recurrent questions
have emerged in the eld, namely: how fast and how are symmetry-broken states
melted and restored? What is the nature of transient non-equilibrium states? And
what can non-equilibrium dynamics teach us about the nature and origin of
complex equilibrium phases?

In this work, we address these questions for a paradigmatic example, the
layered Peierls–Mott insulators 1T-TaX2 (X ¼ S or Se), in which a large-amplitude
charge-density wave (CDW) brings on a Mott transition, i.e., electron–phonon and
electron–electron interaction are simultaneously strong.18–20 The materials serve
as a good reference because the ground state is sufficiently complex and generic,
rather well understood, and its experimental signatures are strong. 1T-TaS2, in
particular, has been extensively studied with time-resolved methods.5,13,17,21–27 Yet,
the fundamental question about the speed and mechanism of the quenching of
the combined Peierls–Mott-state aer femtosecond laser excitation has not been
investigated in depth.

Here, we use time- and angle-resolved photoemission spectroscopy (trARPES)
with extreme ultraviolet (XUV) pulses from high-harmonic generation (HHG)9 to
track the ultrafast quenching dynamics in 1T-TaX2 (X ¼ S or Se). Time-resolved
XUV-ARPES is the ideal tool because it combines the high time resolution needed
to resolve electron dynamics with the high momentum resolution and coverage
needed to probe “spectroscopic order parameters” at different momenta in the
electronic structure. Our focus is on the early stages (<300 fs) of the dynamics, i.e.,
on the suppression rather than the reformation of electronic and lattice order.

Our results reveal a global two-time-scale dynamics of spectral weight and
order-parameter transients indicating a quasi-instantaneous loss of Mott and
CDW charge order and a subsequent coherent suppression of CDW lattice order
on the time scale of the CDW amplitude mode. The resulting transient non-
equilibrium state is characterized by lled-in and partially closed gaps at a relaxed
periodic lattice distortion. The results are consistent with an explanation of the
equilibrium Peierls–Mott state in 1T-TaX2 (X ¼ S or Se) in terms of a linear cause-
and-effect relationship where the Peierls distortion controls the critical parame-
ters of the Mott transition. More generally, the present work provides evidence for
a phenomenological hierarchy of the time scales of electronic order-parameter
quenching.
244 | Faraday Discuss., 2014, 171, 243–257 This journal is © The Royal Society of Chemistry 2014

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/c4fd00042k


Paper Faraday Discussions
O

pe
n 

A
cc

es
s 

A
rt

ic
le

. P
ub

lis
he

d 
on

 0
7 

M
ay

 2
01

4.
 D

ow
nl

oa
de

d 
on

 1
1/

24
/2

02
5 

12
:5

4:
33

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
II. Materials

1T-TaS2 and 1T-TaSe2 are isostructural layered compounds consisting of X–Ta–X
(X ¼ S and Se) sandwiches.28 Each atomic layer is hexagonally-packed, the coor-
dination around each Ta atom is approximately octahedral, and the interaction
between adjacent sandwiches is weak giving rise to highly anisotropic properties.
Correspondingly, the electronic structure near the Fermi energy (EF) is quasi-two-
dimensional. In 1T-TaS2, the band structure is made up of completely lled S 3p
valence bands and a partially (nominally d1) lled Ta 5d band. The Fermi surface
has elliptical electron pockets centered on the edges of the hexagonal Brillouin
zone [Fig. 1(a)].19,29 The band structure and Fermi surface of 1T-TaSe2 are similar
to the ones of 1T-TaS2, except that the hybridization between the Se 4p and Ta 5d
orbitals is signicantly stronger, possibly even resulting in a Fermi-level crossing
of the uppermost Se 4p valence band.30,31

The elliptical Fermi-surface pockets are prone to nesting [arrows in Fig. 1(a)]
which in both compounds promotes the formation of an incommensurate CDW
(ICCDW) considerably above room temperature. At lower temperatures, the
Fig. 1 Characteristic aspects of the lattice and electronic structure of 1T-TaS2 in
connection with the commensurate pð ffiffiffiffiffi

13
p � ffiffiffiffiffi

13
p ÞR13:9� charge-density wave. (a) Bril-

louin zones in the normal (thick solid lines) and reconstructed (thin dashed lines) phases.
The unreconstructed Ta 5d Fermi surface has elliptical pockets. Possible nesting vectors
are indicated. (b) Unit cell of the periodic lattice distortion (thick lines) and “Star-of-David”
clusters (thin lines) in the Ta plane. Arrows indicate the displacements of the Ta atoms from
their original positions. (c) Simulated reconstructed band structure (left) and folded-out
band structure (right) with Umklapp bands generated by translation through the reciprocal
lattice vectors of the reconstructed phase. The spectral weight carried by the electronic
states is indicated by the line thickness. (d) Measured ARPES band structure in the
commensurate (left) and incommensurate (right) charge-density–wave phase (data
recorded with hn¼ 96 eV at the indicated temperatures). Characteristic spectral signatures
are labeled. Downward pointing arrows along the top axis denote the momenta at which
previous trARPES measurements were performed.17,22,23,27

This journal is © The Royal Society of Chemistry 2014 Faraday Discuss., 2014, 171, 243–257 | 245
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ICCDW transforms into a commensurate one, in 1T-TaS2 via an intermediate
nearly commensurate CDW phase. The corresponding transition temperatures
are still high: z180–220 K for 1T-TaS2 and z470 K for 1T-TaSe2.28 Intriguingly,
the appearance of the commensurate CDW (CCDW) is accompanied by a Mott
transition in both compounds. However, transport and ARPES results indicate
that only 1T-TaS2 becomes an insulator, whereas 1T-TaSe2 remains metallic.28,31

For 1T-TaSe2, it has been argued that the Mott transition is a surface effect.32,33

Our focus in this work is on the Peierls–Mott ground state. Fig. 1(b) depicts the
characteristic periodic lattice distortion (PLD) in the Ta plane that comes along
with the formation of the pð ffiffiffiffiffi

13
p � ffiffiffiffiffi

13
p ÞR13:9� CCDW. The basic motif is a “Star-

of-David” cluster consisting of a central Ta atom surrounded by two concentric 6-
Ta-atom rings that are contracted towards the center.34 The concomitant modu-
lation of the conduction electron density involves electron transfer from the outer
ring towards the inner atoms. The PLD and CDW amplitudes are remarkably
large: z7% of the in-plane lattice constant34 and z0.5 electron per Ta atom,35

respectively.
Accordingly, the Ta 5d electronic structure is strongly reconstructed in the

CCDW phase. As shown in Fig. 1(c) for the case of 1T-TaS2, the occupied part of
the band structure is split into submanifolds: there are two low-lying three-band
submanifolds each lled with six electrons and one distinct and narrow band at
EF hosting the “13th” electron. Since this band has a small width <100 meV and is
nominally half-lled, it is susceptible to a Mott–Hubbard transition.19 In the Mott
state, the electrons are expected to localize preferentially on the central atom of
the Star-of-David cluster.18,19 ARPES results have generally conrmed the CCDW-
induced reconstruction of the band structure and the opening of the Mott gap
predicted by theory.20,36–38 Fig. 1(c) and (d) particularly show how well a simple
tight-binding model can capture the spectral weight redistribution measured by
ARPES.20

The static ARPES data of 1T-TaS2 shown in Fig. 1(d) (ref. 17 and 20) set the
stage for the time-resolved experiments. There are three different types of spectral
gaps that lend themselves as spectroscopic order parameters: the Mott gap DMott

around G indicated by the spectral weight suppression between the lower Hub-
bard band (LHB) and EF, the CCDW gaps DCCDW,1 and DCCDW,2 corresponding to
the breaks in the band dispersion at about 13GM and 2

3GM, and the nesting-induced
ICCDW gap DICCDW that opens in the vicinity of the K–M–K line and projects into
the CCDW phase.20 Complementary spectroscopic order parameters are the
amounts of “coherent” spectral weight that are transferred from the gapped
regions to the three submanifolds denoted LHB, B1, and B2 in Fig. 1(d). We note
that momentum resolution and full Brillouin-zone coverage are essential to probe
the various spectral signatures.

Previous time-resolved UV- and XUV-ARPES studies on the ultrafast quenching
dynamics of the Peierls–Mott state in 1T-TaS2 were performed under moderate
to strong excitation, with absorbed pump uences ranging from 0.135 to
2.2 mJ cm�2.17,22,23,27 Spectroscopic order-parameter transients with single rise
times were recorded at selected momenta. The focus was mostly on the time
constants and not so much on the magnitude of relative intensity changes.
Specically, it was shown that DMott and DCCDW,1 are lled in on an electronic
(<30 fs) time scale, while simultaneously the intensity of the LHB is
suppressed.17,22,23,27 On the other hand, it was shown that a partial closing of
246 | Faraday Discuss., 2014, 171, 243–257 This journal is © The Royal Society of Chemistry 2014

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/c4fd00042k


Paper Faraday Discussions
O

pe
n 

A
cc

es
s 

A
rt

ic
le

. P
ub

lis
he

d 
on

 0
7 

M
ay

 2
01

4.
 D

ow
nl

oa
de

d 
on

 1
1/

24
/2

02
5 

12
:5

4:
33

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
DICCDW and intensity changes in the B1 manifold take place on a vibrational
(z200 fs) time scale related to the frequency of the CDW amplitude mode.17,27

1T-TaSe2 has so far not been investigated by trARPES. Yet, the material may be the
better suited one because of a larger LHB distance to EF (DMott) and reduced
complexity due to the absence of the nearly commensurate CDW phase.
III. Experiment

The trARPES experiments were performed in a pump–probe scheme with an
experimental setup sketched in Fig. 2.39 The fundamental laser pulses were
generated by a Ti:sapphire laser (KMLabs, Griffin) and amplied via a multipass
conguration (KMLabs, Dragon) pumped by a Nd:YAG laser (Lee Laser, LDP-
200MQG). The laser system was operated at a repetition rate of 8.2 kHz and
delivered near-infrared (NIR) pulses at a photon energy of hn ¼ 1.57 eV (l ¼ 790
nm) with 1 mJ pulse energy and 32 fs (FWHM) pulse duration. The laser output
was split into pump and probe beams using a 10/90 beam splitter.

For photoexcitation of the samples, the fundamental of the laser was used in s-
polarization. The pump intensity was adjusted using a variable neutral density
lter in the pump line. The diameter of the pump beam at the sample was about
300 mm (FWHM).

The probe pulses were generated in two steps. The fundamental beam rst
passed a 200 mm thick beta-barium borate (BBO) crystal. The resulting second
harmonic (hn ¼ 3.14 eV, l ¼ 395 nm) was then focused into an argon-lled
commercial high-harmonic-generation (HHG) source (KMLabs, XUUS).40 The
delivered XUV pulses had a near-Gaussian beam prole, as veried by a beam
prole analysis using an image intensier. A 300 nm thick aluminum lter was
used to block the residual fundamental of the laser transmitted through the HHG
source. The XUV radiation was focused with a gold-coated toroidal mirror to a
diameter of about 170 mm (FWHM) at the sample position, as estimated from the
results of ray-tracing simulations. The factor-of-two reduction of spot size
compared to the pump beam ensured that a homogeneously excited surface
region was probed.

The 14th harmonic (hn ¼ 22.1 eV) of the fundamental was used for the time-
resolved measurements.41 The spectral width of the XUV pulses was measured to
Fig. 2 Schematic illustration of the experimental setup for time-resolved high-harmonic-
generation-based XUV-ARPES. Key components are labeled. For details, see text.

This journal is © The Royal Society of Chemistry 2014 Faraday Discuss., 2014, 171, 243–257 | 247
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less than 170 meV employing a grating spectrometer. The temporal width was
estimated from NIR–XUV cross-correlation measurements on the conduction-
band population dynamics in a 1T-TiSe2 sample. The quantitative analysis of the
intensity transients yielded an upper limit for the XUV pulse duration of 13 fs. The
probe pulses were p-polarized.

Photoemission spectra were recorded at a base pressure of 3 � 10�10 mbar
with a commercial hemispherical electron spectrometer (SPECS, Phoibos 150)
equipped with a 2D detection unit for parallel measurement of energy and
momentum of the emitted electrons. The total energy resolution achieved in the
present study was about 260 meV, determined from Fermi-edge spectra of a
polycrystalline gold sample. The angular resolution of the experiment was esti-
mated to 1.5�.

1T-TaS2 and 1T-TaSe2 single crystals were grown from high-purity elements by
chemical vapor transport using iodine as transport agent.42 Prior to the trARPES
experiments, the sample quality was checked by electrical transport as well as
high-resolution ARPES and XPS measurements. In the trARPES experiments, the
samples were cleaved under ultrahigh vacuum conditions at room temperature
using a scotch-tape method. During the trARPES measurements, the equilibrium
sample temperature was 100 K.
IV. Results

The central results of our comparative trARPES study of the Peierls–Mott
dynamics in 1T-TaS2 and 1T-TaSe2 are summarized in Fig. 3 and 4. Fig. 3 displays
energy–momentum maps (top row) and energy–distribution curves (bottom row)
collected at selected pump–probe delays near the center of the Brillouin zone of
Fig. 3 ARPES snapshots of the electronic structure dynamics in 1T-TaS2 near G (left
column) and in 1T-TaSe2 near G (middle column) and M (right column) (T ¼ 100 K, Fabs ¼
3.5 mJ cm�2, hnprobe ¼ 22.1 eV). (a–c) Band maps before and after pumping acquired (a),
(b) along the G–M line and (c) along the M–K line. Dashed lines in (a) and (b) are guides to
the eye for the dispersion of the top of the chalcogen valence band. (d–e) Momentum-
integrated energy–distribution curves at selected pump–probe delays, as obtained from
band maps of the same data sets that the maps in (a–c) were taken from.

248 | Faraday Discuss., 2014, 171, 243–257 This journal is © The Royal Society of Chemistry 2014
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Fig. 4 Time-dependent spectral weight dynamics in 1T-TaS2 near G (left column) and in
1T-TaSe2 near G (middle column) andM (right column) (T¼ 100 K, hnprobe ¼ 22.1 eV). (a–c)
Momentum-integrated energy–distribution curves as a function of pump–probe delay
(Fabs ¼ 3.5 mJ cm�2). Black dots track the time dependence of the center of mass of the
spectral weight distribution. (d–e) Photoemission intensity averaged over energy intervals
connected with the spectral gaps at EF (upper panels) and the photoemission peaks (lower
panels) (Fabs¼ 1.7–5.2 mJ cm�2). For each spectrum, the averaged intensities were divided
by the total intensity in the spectral region of the Ta 5d band and normalized to the
intensity of the corresponding photoemission peak before time zero. The energy inte-
gration intervals used are indicated by boxes in (a–c).
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1T-TaS2 (le column) and near the zone center and the zone edge of 1T-TaSe2
(right columns). Fig. 4 has the same column layout as Fig. 3 and shows the
detailed time dependence of characteristic energy–distribution curves (top row)
and order-parameter transients (bottom row). The electronic structure dynamics
of 1T-TaS2 near the Brillouin-zone edge has previously been reported in ref. 17. It
is not shown here because it is almost identical to the one of 1T-TaSe2.

The unpumped energy–momentum maps of 1T-TaS2 and 1T-TaSe2 acquired
near G show the weakly dispersive LHB in excellent agreement with static ARPES
results [le panels of Fig. 3(a) and (b), cf. Fig. 1(d)]. A notable difference between
the two compounds is the larger LHB distance to EF (by z200 meV) in 1T-TaSe2.
Another expected difference is the signicantly reduced separation between the
LHB and the (faintly visible) top of the chalcogen valence band: in 1T-TaS2 there is
a clear LHB-S 3p gap, while the LHB and the Se 4p band in 1T-TaSe2 appear to
overlap [dashed lines in Fig. 3(a) and (b)].

The time-selected G-point spectra depicted in Fig. 3(d) and (e) reveal the
qualitatively similar dynamics of the LHB in the two compounds. At pump–probe
delays (40 fs, the spectral weight carried by the LHB is quasi-instantaneously
suppressed and transferred to higher energies; the spectral weight gap at EF
(DMott) is (incoherently) lled in and (coherent) band states above EF become
populated as indicated by a distinct shoulder in the high-energy spectral tail [red
spectra in Fig. 3(d) and (e)]. We note that at the rather limited energy resolution of
our experiment we nd no evidence for the emergence of a mid-gap resonance as
reported in ref. 23.
This journal is © The Royal Society of Chemistry 2014 Faraday Discuss., 2014, 171, 243–257 | 249

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/c4fd00042k


Faraday Discussions Paper
O

pe
n 

A
cc

es
s 

A
rt

ic
le

. P
ub

lis
he

d 
on

 0
7 

M
ay

 2
01

4.
 D

ow
nl

oa
de

d 
on

 1
1/

24
/2

02
5 

12
:5

4:
33

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
We tentatively attribute the band states above EF to the upper Hubbard band
(UHB). However, for 1T-TaS2 in equilibrium it is known that the UHB may overlap
with other unoccupied Ta 5d bands.24 The LHB–UHB separation (i.e., the Hub-
bard U) is about 510 meV in 1T-TaS2, in agreement with previous trARPES
results,23 and about 790 meV in 1T-TaSe2, which is about a factor of two larger
than the value proposed in a scanning tunneling spectroscopy study.33

Aer the initial quench, on a time scale ofz250 fs that roughly corresponds to
one half-cycle of the CDW amplitude-mode oscillation in these materials,43 the
suppressed LHB shis towards EF, thereby (partially) closing the spectral weight
gap at EF [right panels of Fig. 3(a) and (b) and black spectra in Fig. 3(d) and (e)].
Remarkably, in the case of 1T-TaSe2, the signature of the UHB, i.e., the shoulder in
the high-energy tail, is still present at the longer time scale. It appears to have
shied to lower energies, suggesting that the LHB–UHB gap has been reduced to
about 430 meV. However, we note that electron temperature changes at a xed
Hubbard-U may lead to a similar effect.24

The unpumped energy–momentum map of 1T-TaSe2 acquired along the Bril-
louin-zone edge shows the characteristic V-like dispersion of the lowest Ta 5d
submanifold B2 about the M point. It also shows a weak sign of dispersion away
from EF at the point where the gap opens [le panel of Fig. 3(c), cf. Fig. 1(c) and
(d)]. The large (nesting-induced) spectral gap DICCDW is readily apparent. Inside
the gap, a CDW-induced band belonging to the B1 submanifold is observed. This
“shadow” band is signicantly more intense than the static ARPES data of 1T-TaS2
in Fig. 1(d) would suggest. Possible reasons are electronic structure differences
between the two compounds or a matrix-element effect due to the different
photon energy used.

Upon photoexcitation, the spectral weight carried by the B1 and B2 bands is
quasi-instantaneously suppressed and the previously split bands merge into one
spectral feature [red spectrum in Fig. 3(f)]. On the longer time scale, this feature
shis towards EF and its dispersion straightens out, but a clear spectral gap
remains [right panel of Fig. 3(c) and black spectrum in Fig. 3(f)].

Fig. 4 presents the full temporal evolution of the spectral weight dynamics as a
function of material and momentum. The data shown in Fig. 4(a)–(c) were
obtained from time-resolved energy–momentum maps similar to those depicted
in the top row of Fig. 3. The spectra were averaged over momentum intervals of
z0.8 Å�1 to improve the statistics of the extracted photoemission intensity
transients that are shown in Fig. 4(d)–(f). The photoemission intensity transients
represent the temporal evolution of the spectral weight in energy intervals that
correspond to the spectral (gap, peak) combinations (DMott, LHB) [Fig. 4(d) and
(e)] and (DICCDW, B2) [Fig. 4(f)].

The energy–time maps in Fig. 4(a)–(c) vividly illustrate the general, i.e.,
material- and momentum-independent, two-step dynamics: a quasi-instanta-
neous suppression of spectral weight is followed by a continuous spectral weight
shi towards EF within 195–280 fs. The fast process occurs on a sub-vibrational
(electronic) time scale on the order of the temporal resolution of the experiment;
the time constant of the slower component agrees with measured half-cycle times
of the CDW amplitude mode (203–224 fs in 1T-TaS2 (ref. 21–23, 43 and 44) and
222–265 fs in 1T-TaSe2 (ref. 43)), consistent with a displacive excitation of a
coherent vibration of that mode.
250 | Faraday Discuss., 2014, 171, 243–257 This journal is © The Royal Society of Chemistry 2014
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All spectroscopic order-parameter transients shown in Fig. 4(d)–(f) also clearly
display the two-time-scale dynamics. Initially, spectral weight is promptly trans-
ferred from the spectral peaks to the spectral gap regions resulting in the sharp
(sub-40 fs) intensity drops and rises, respectively. Subsequently, the intensity
changes reect the shiing of the spectral peaks. The intensity changes become
slower and the maximum intensity gains and losses are reached aer one half-
cycle oscillation of the amplitude mode. When the excitation density is increased,
these half-cycle durations become longer, indicating a soening of the CDW
amplitude mode. The fast component of the dynamics, on the other hand,
remains within the resolution limit.

The peak intensity transients in the lower panels of Fig. 4(d)–(f) additionally
display systematic excitation density-dependent amplitude changes. Upon
stronger excitation, the amplitude of the amplitude-mode oscillation becomes
larger resulting in larger peak shis out of the xed energy windows and thus
larger spectral weight losses. This behavior is expected and consistent with the
fact that the PLD is not completely suppressed, even for the high excitation
densities applied here.

The amplitude of the fast, electronic component is more dependent on
momentum than on uence. Near M, where only CDW dynamics is probed, the
intensity of the B2 peak promptly drops by about 10%, independent of the uence.
By contrast, near G, where mostly Mott dynamics is probed, the initial relative
intensity losses of the LHB are larger and wider spread, about 20–35%.
Remarkably, the 20% intensity quench in 1T-TaS2 at the lowest uence of
1.7 mJ cm�2 agrees with the value reported in ref. 22 and 23 where the absorbed
uence was more than one order of magnitude lower. We attribute both intensity
quenches, the one of the LHB near G and the one of the B2 band nearM, to the loss
of coherent spectral weight resulting from the suppression of charge order of the
Mott component and the CDW component, respectively.

Our results thus conrm the general scenario that has emerged from previous
trARPES work according to which the charge and lattice orders are suppressed on
their own distinct time scales.17,22,23,27However, novel important aspects are added
to that scenario here, namely, the global character of the two-time-scale dynamics
and the possible change of the Hubbard U in response to the coherent amplitude-
mode oscillation.

V. Discussion

Fig. 5 shows a simple density-of-states scheme that summarizes our trARPES
results on the ultrafast electronic structure dynamics in 1T-TaX2 (X ¼ S and Se).
Aer femtosecond laser excitation, the strongly reconstructed band structure with
clear Peierls and Mott gaps [Fig. 5(a)] is melted on two distinct time scales via two
distinct non-equilibrium states. The photoexcited state at t ( 40 fs is charac-
terized by lled-in Mott and Peierls gaps and subbands carrying less coherent
spectral weight [Fig. 5(b)]. The charge orders associated with Mott localization
and CCDW formation are suppressed, whereas the PLD is still frozen. The state is
highly non-thermal: neither the electron–phonon system nor the electron system
itself will be thermalized. The second state, attained at t z 200 fs, also is a
crossover state between insulator and metal [Fig. 5(c)]. However, now the gaps are
not only lled-in, but they are partially closed. The lattice order had time to relax
This journal is © The Royal Society of Chemistry 2014 Faraday Discuss., 2014, 171, 243–257 | 251
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Fig. 5 Schematic representation of the ultrafast electronic structure dynamics in 1T-TaX2
(X ¼ S or Se) as seen by trARPES. (a) Peierls–Mott ground state where the density of states
below EF exhibits three distinct peaks separated by CDW-induced gaps. The peaks directly
below and above EF are the lower and upper Hubbard band peak, respectively. The gap at
EF is the Mott gap. (b) Non-equilibrium state immediately following photoexcitation.
Density-of-states peaks are suppressed and gaps are partially filled in. (c) Non-equilibrium
state after about one half-cycle of a coherent amplitude-mode oscillation. Density-of-
states peaks are shifted towards EF and gaps are partially closed.
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coherently so that in addition to the quenched charge orders the PLD will be
partially suppressed. The electrons could be expected to have thermalized, but the
electron temperature will be vastly higher than the lattice temperature.

These results readily provide answers to the three general questions raised in
the introduction. First, regarding the speed limit and mechanism of the Peierls–
Mott-state melting investigated here, we can conclude that the Peierls–Mott state
as a whole—displaying strongly coupled charge and lattice orders—cannot be
melted faster than the ions can move coherently. The speed limit for the
quenching of this state is thus set by the duration of the relevant lattice vibra-
tional mode. This mode is the CDW amplitude mode. In other words, the
bottleneck of the melting process is the coherent breathing motion of the Star-of-
David clusters [Fig. 1(b)] that is triggered by the femtosecond laser excitation.

Second, as to the nature of the transient non-equilibrium states, we nd that
from a spectroscopic viewpoint the crossover state at tz 200 fs appears similar to
an equilibrium strong-coupling CDW state above the mean-eld transition
temperature: both states are characterized by smeared, partially closed, but
persistent energy gaps (“pseudogaps”). However, the nature of these states is very
different. In the non-equilibrium case, we have a hot, disordered electron system
decoupled from a coherently uctuating, but still long-range ordered lattice
distortion. The equilibrium state, by contrast, exhibits strongly coupled, but
uctuating short-range electronic and lattice orders.20,45

Third, concerning the implications on the equilibrium ground state, we can
conclude that the trARPES results are generally consistent with the model
described in Sec. II. The Peierls–Mott transition in 1T-TaX2 (X ¼ S or Se) is not a
chicken-and-egg problem. It is the CCDW distortion that drives the Mott
252 | Faraday Discuss., 2014, 171, 243–257 This journal is © The Royal Society of Chemistry 2014
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transition by controlling the degree of localization on the 13th Ta atom in the
center of the Star-of-David cluster.18,19 Our results may provide direct evidence for
this linear cause-and-effect relationship in that they seem to indicate a reduction
of the Hubbard U following the coherent reduction of the PLD amplitude. We note
that a vibrational modulation of the Hubbard U has recently also been demon-
strated in a time-resolved optical spectroscopy study on an organic Mott
insulator.46

Finally, we place our results in the wider context of ultrafast photo-induced
melting of electronic orders. Fig. 6 presents an overview of measured gap
quenching times obtained by time-resolved optical and photoemission spec-
troscopy from a variety of materials comprising superconductors, CDW systems,
and Mott insulators. The data are compiled from ref. 8–10, 17, 27 and 47–51 and
plotted as a function of excitation density. The quenching times for 1T-TaSe2
determined in this work are included. The higher sensitivity of time-resolved
optical spectroscopy compared to trARPES is immediately seen in the generally
lower excitation densities employed in the optical spectroscopy studies.

The plot reveals a phenomenological temporal hierarchy that reects the
distinct characteristic time scales of different processes dominating in the
destruction of the three different forms of electronic order.

The quenching times of superconducting states are the slowest, in the range of
0.4–10 ps. This is because the energy transfer from the photo-excited hot carriers
to the superconducting condensate is generally inefficient and incoherent. The
hot carriers generate a dense population of high-energy (“2D”) phonons and these
phonons subsequently provide the dominant inelastic scattering channel for
Cooper-pair breaking.48 The quenching time is thus related to an empirical pair-
breaking rate.

In CDW systems, as has also been shown in this work, there are two distinct
quenching time scales: a slow, vibrational one of about 100–400 fs, and a fast,
electronic one on the order of 20–100 fs. The two time scales reect the fact that a
Fig. 6 Quenching times of electronic order parameters as a function of excitation density,
as measured by time-resolved optical and photoemission spectroscopy for various
superconductors, charge-density–wave systems, andMott insulators. Data compiled from
ref. 8–10, 17, 27 and 47–51. The results of this work are highlighted by ellipses.
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CDW has two components: a lattice component, the PLD, and an electronic
component, the periodic modulation of the conduction-electron density. The
relevant collective modemapping the PLD onto the undistorted lattice is the CDW
amplitude mode, and indeed for all systems shown the measured lattice
quenching time corresponds well to the half-cycle time of the amplitude mode.
Collective electron behavior, on the other hand, is generally related to the plasma
frequency. The plasma frequency may therefore be expected to set the time scale
on which the electronic component of a CDW is suppressed.9 Layered CDW
materials of the dichalcogenide family display plasmon energies between 40–
140 meV (1T-TiSe2 (ref. 52)) and 1.05 eV (2H-TaSe2 (ref. 53)) which indeed spans a
range of screening times of 4–100 fs. Nonetheless, it is fair to say that the
connection between screening and CDW quenching is not yet well established
experimentally.

Lastly, Mott-gap quenching appears to be connected with the fastest rise times
of about 20–40 fs. Effectively it will be even faster as typical experimental time
resolutions are limited to a few 10 fs. The ultrafast collapse of the Mott gap
proceeds via the buildup of coherent or incoherent mid-gap states22–24 and the
time scale is commonly associated with the fundamental electron hopping rate as
given by the bandwidth W.8,17,27 However, as suggested in Fig. 5(c), one can also
imagine a scenario in which a coherent lattice vibration modulates the parame-
ters U and W such that the system is driven into the metallic regime. The
quenching dynamics would then exhibit a slower, vibrational component, similar
to the case of a CDW.

Collectively, the data of Fig. 6 corroborate a central motivation for time-
resolved studies: the possibility to discriminate fundamental electronic and
phononic processes in the time domain. They also show that there is room at the
bottom for improved time resolution. The true time scales of the fast electronic
processes have not yet been measured.
VI. Conclusion

In summary, time-resolved NIR pump-XUV probe ARPES has allowed us to study
the non-equilibrium dynamics of the isoelectronic Peierls–Mott states of 1T-TaS2
and 1T-TaSe2 in the strong excitation regime. Femtosecond laser excitation in the
mJ cm�2 range suppresses the coupled electron-lattice orders on two distinct time
scales. The two charge orders due to Mott localization and the electronic
component of the CDW, respectively, are quenched on a resolution-limited
electronic time scale, possibly connected with hopping and screening processes.
The lattice component of the CDW order, on the other hand, is coherently
diminished on a vibrational time scale corresponding to the half-cycle time of the
CDW amplitude mode. The Peierls–Mott state is not melted completely, even at
the high excitation densities applied. The transient non-equilibrium state is a
crossover state between insulator and metal. The Mott and Peierls gaps remain
pseudo-gapped; they are lled-in and only partially closed. Overall, the results are
consistent with an equilibrium phase-transition mechanism in which the CDW is
the driver of the Mott transition. Moreover, the experimentally observed global
two-time-scale dynamics ts into a general phenomenological hierarchy of the
time scales involved in the quenching dynamics of electronically ordered states.
254 | Faraday Discuss., 2014, 171, 243–257 This journal is © The Royal Society of Chemistry 2014
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So, how fast can a Peierls–Mott insulator be melted? The bottleneck of the
photo-induced melting process is the suppression of the PLD and the fastest way
to get through this bottleneck is coherent lattice relaxation along the coordinate
of the CDW amplitude mode. The period of the amplitude-mode oscillation (or a
fraction thereof) thus denes the speed limit of the melting process. The
bottleneck time scale for 1T-TaS2 and 1T-TaSe2 directly determined here is
z200–300 fs.

Two immediate questions emerge from the presented trARPES results: can the
Peierls–Mott state in 1T-TaS2 and 1T-TaSe2 be completely melted non-thermally?
And does the (resolution-limited) quenching of the two different electronic orders
happen on two different time scales? Both problems provide a challenge for
trARPES experiments. The rst one requires the use of even higher excitation
densities than the ones applied here; the second one calls for sub-10 fs time
resolution. In both directions, the price to be paid will be spectral resolution—
because of pump-induced space–charge broadening and the time–bandwidth
product, respectively. Yet, the strong spectroscopic signatures, specically the
large separation of the LHB from EF in 1T-TaSe2, may make these experiments
feasible.
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