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Pre-nucleation clusters as solute precursors
in crystallisation

Denis Gebauer,*a Matthias Kellermeier,a Julian D. Gale,b Lennart Bergströmc and
Helmut Cölfena

Crystallisation is at the heart of various scientific disciplines, but still the understanding of the molecular

mechanisms underlying phase separation and the formation of the first solid particles in aqueous solution is

rather limited. In this review, classical nucleation theory, as well as established concepts of spinodal

decomposition and liquid–liquid demixing, is introduced together with a description of the recently proposed

pre-nucleation cluster pathway. The features of pre-nucleation clusters are presented and discussed in

relation to recent modifications of the classical and established models for phase separation, together with a

review of experimental work and computer simulations on the characteristics of pre-nucleation clusters of

calcium phosphate, calcium carbonate, iron(oxy)(hydr)oxide, silica, and also amino acids as an example of

small organic molecules. The role of pre-nucleation clusters as solute precursors in the emergence of a new

phase is summarized, and the link between the chemical speciation of homogeneous solutions and the

process of phase separation via pre-nucleation clusters is highlighted.

Introduction

The formation of solids by crystallisation from aqueous
solution is a process that underlies natural phenomena,
e.g. rock formation1 or biomineralisation,2 and also plays a
pivotal role in industrial processes, such as the synthesis and
purification of drugs.3 Crystallisation always involves nucleation,
a first-order phase transition where solid particles are formed
from their constituents—atoms, ions or (macro-)molecules.

a Department of Chemistry, Physical Chemistry, University of Konstanz,
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The importance of crystallisation in many fields of science
and technology, including materials chemistry4 and structural
biology,5 spurred a high level of research activity and led to the
formulation of well-established theories for nucleation6–11 and
crystal growth.12–16

However, the arguably most consulted theoretical framework
when it comes to nucleation from aqueous solution—classical
nucleation theory (CNT)—has recently been challenged by
observations primarily emanating from the biomineralisation
and protein crystallisation research areas. Studies of e.g. calcium
carbonates17 and calcium phosphates18,19 have shown that
stable solute species, often called pre-nucleation clusters (PNCs),
can exist in under- and supersaturated solutions, and participate
in the process of phase separation.20 Essentially, the observation
of PNCs is inconsistent with a fundamental consequence of the

assumption underlying CNT that monomer association would
lead to the generation of unstable species. Although a potential
role for stable associates during nucleation was realised early
on—and was accounted for in advanced treatments of nucleation in
vapours,21 or in the kinetic theory of liquids,22 for example—recent
research in this field has received much attention, with plenty
of new publications constantly appearing.

In this review, we summarise both the early and recent experi-
mental evidence, as well as results from computer simulations, on
PNCs of calcium carbonate and phosphates, iron(oxy)(hydr)oxides,
silica and amino acids. We provide fundamental definitions of
PNCs, and discuss the basics of CNT, binodal demixing,
spinodal decomposition, and liquid–liquid phase separation
in relation to the characteristics of PNCs. This includes recent
attempts to incorporate PNCs in the framework of classical
models.

Our considerations show that PNCs are solute precursors to
phases forming from homogeneous solution. The chemical notion
of PNCs is an invaluable extension of the physics of phase separa-
tion, because it provides the molecular explanation for a nanoscopic
phase separation. This event in turn triggers aggregation-based
processes that subsequently lead to the emergence of amorphous,
and/or crystalline, phases.

Classical nucleation theory

CNT6–11 stipulates that the formation of nuclei in supersaturated
homogeneous solution is governed by the balance between the
bulk and surface energy of the new phase. According to CNT,
nuclei form in supersaturated solutions as a consequence of
stochastic (microscopic) density fluctuations. These fluctuations
occur by random collisions of the dissolved constituents and
may be conceived of as monomer association in pseudo-
equilibrium. Because the interfacial and the bulk energy of
the nuclei scale with the square and the cube of the radius r
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(assuming nuclei to be spherical), respectively, the unfavour-
able interfacial contribution dominates at small sizes, and
the favourable bulk term dominates at large sizes (Fig. 1). In
summation, this leads to a positive excess free energy of small
nuclei, DGex (blue curve, Fig. 1). The point at which the bulk
contribution compensates for the energetic costs arising from
the interfacial surface (maximum of the blue curve in Fig. 1) is
called the critical size. Thermodynamically, the critical size
reflects a metastable state (qDGex/qr = 0, q2DGex/qr2 o 0), since
any infinitesimal change towards either smaller or larger radii
will render the system unstable and lead to nucleus dissolution
or unlimited growth, respectively. By analogy with the notion of the
activated complex in chemical kinetics,23 DGex can be regarded
as the basis of the thermodynamic barrier for nucleation.
Taking into account additional kinetic barriers (e.g. originating
from dehydration of the constituent monomers or structural
rearrangements within the nucleus), the rate of nucleation ( J )
can be expressed as;

J = A�exp(�EA/kBT)�exp(�DGex/kBT) (1)

The first exponent (�EA/kBT) is related to the kinetic barriers
with an overall activation energy EA (kB: Boltzmann constant,
T: absolute temperature), while the second exponent (�DGex/kBT)
represents the thermodynamic barrier. The parameter A is a
pre-exponential factor that depends on the properties of the
investigated material.24

The contributions to the kinetic barrier are difficult to
quantify, and are therefore typically neglected. The thermo-
dynamic term, on the other hand, can be determined based on
the assumption that the nanoscopic nuclei behave like the
macroscopic phase (crystal), i.e. have the same bulk structure
and exhibit corresponding interfacial energetics. Indeed, this
so-called capillary assumption is the foundation—and the
crux—of CNT. The interfacial contribution to the excess free
energy is usually taken to be the interfacial free energy of the
(planar) boundary between the new phase and the solution.
In more advanced treatments, the size dependence of the
interfacial free energy may be accounted for.25–27 However, at
typical critical nucleus sizes, the exact size dependence is
unknown, or currently impossible to quantify.28,29

The bulk free energy of nuclei can be expressed by the
so-called affinity (f) term, which is defined as;

f = kBT�ln(IAP/Ksp) (2)

where IAP represents the ion activity30 product of the constituent
ions (in the case of salts), Ksp is the bulk solubility product of the
nucleating phase (essentially representing the capillary assump-
tion in the bulk term), and the quotient IAP/Ksp reflects the actual
degree of under- (IAP/Ksp o 1) or supersaturation (IAP/Ksp > 1).
The excess free energy of the nucleus depends on its surface
area S, and DGex(S) can be expressed as;

DGex(S) B ag3f�2 (3)

where g is the size-independent interfacial free energy, and a is
a shape factor that takes into account non-spherical nucleus
shapes (a is a measure of the nucleus surface and is minimal
for a sphere). The thermodynamic barrier for nucleation rapidly
decreases as IAP/Ksp increases. This is reflected in a concurrent
reduction of the critical radius, rcrit, according to;

rcrit B gf�1 (4)

Based on the above considerations, it is possible to predict
nucleation rates (eqn (1)) for any material at a given level of
supersaturation. However, values calculated accordingly can differ
by orders of magnitude from experimentally measured data,31,32

thus highlighting the limited ability of CNT to describe the
behaviour of real systems in many cases.

Apart from the problematic assignment of the appropriate
interfacial free energy of nuclei within the capillary assumption,
the bulk term can also be difficult to quantify. The nucleated
phase can have a structure (in terms of both aggregation state or
polymorphism) that is distinctly different from the final product
of the crystallisation process. This is often observed during
precipitation of calcium carbonate, for instance, where
amorphous calcium carbonate (ACC) is initially formed and
subsequently transformed into more stable bulk crystalline
polymorphs according to Ostwald’s rule of stages.33–35 In this
case, it is inherently difficult to assign a solubility product that is
representative of the actually nucleated phase in the equations
above (eqn (2)–(4)).30 This becomes even more complicated when
considering that the thermodynamic stability, and, with it, the
solubility of given polymorphs can change with particle size.36

While the Gibbs–Thomson effect may be taken into account in
CNT,15,37,38 there is, for example, evidence for a crossover in
thermodynamic stability of the different polymorphs of calcium
carbonate at the nanoscale,39 suggesting that ACC could indeed
become the stable modification at sizes below a few nm.40 This
means that bulk values for Ksp might not be applicable to small
nuclei at all, rendering the quantification of supersaturation and
affinity according to eqn (2) difficult, if not impossible.

Finally, it should be noted that the above discussion is
strictly concerned with homogeneous nucleation, which is the
main focus of this review. The extension to heterogeneous
nucleation of a solid at the interface between the solution

Fig. 1 Schematic illustration of the size dependence of the energetics of
nanoscopic nuclei within the framework of classical nucleation theory; for
explanation see the text.
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and another phase—be it a solid (like dust particles) or vapour
phase (such as air bubbles)—can be found elsewhere.24,28

Binodal demixing and spinodal
decomposition

The thermodynamics underlying phase separation can be illustrated
with phase diagrams as schematically shown for a generic two-phase
system with a lower critical solution temperature (LCST) in Fig. 2. In
the homogeneous region of the phase diagram (point A in Fig. 2),
the solution is stable and there is no driving force for phase
separation. This corresponds to the undersaturated regime in
the language of CNT. The blue line is the so-called binodal curve,
which marks the coexistence of, in this case, the solid and the
liquid phase under a given set of conditions (corresponding to a
saturated solution). As the binodal is crossed (point B in Fig. 2),
e.g. by changing the composition at constant temperature
(arrow in Fig. 2), the system becomes metastable and phase
separation can take place. This region of the phase diagram, in
which supersaturation increases continuously from point B to C,
represents the situation described by CNT and indeed, binodal
demixing is equivalent to classical nucleation for a nascent
solid–liquid two-phase system.

Point C in Fig. 2 marks the composition (or affinity, eqn (2)), at
which the metastable system becomes unstable and phase separa-
tion must take place. The boundary between the metastable and
unstable regime is referred to as the spinodal curve (red line). From
a thermodynamic point of view, the binodal reflects regions of
positive curvature in the free energy landscape, whereas the saddle
point in free energy defines the spinodal. At the spinodal boundary,
decomposition happens spontaneously, that is, the barrier for phase
separation vanishes (as opposed to eqn (3)). This is, of course, only
possible if the system can be brought to point C without nucleation
occurring on the way.

In the case of electrolytes, the coexistence line (binodal)
between cations Az+ and anions Bz� dissolved in the mother

liquid (l1) and ions bound in the solid (s) salt is characterised
by the phase equilibrium (for convenience, for a dissolved
electrolyte consisting of cations and anions with equal valency)
according to;

Az+(l1) + Bz�(l1) ! AB(s) (5)

In this case, the dissolution equilibrium, and with it, the
liquid–solid coexistence line (blue line in Fig. 2), is characterised
by the constant solubility Ksp = IAP(l1)/[AB(s)] = IAP(l1) of the stable
modification, i.e. [AB(s)] = 1.41 This convention of basic thermo-
dynamics essentially reflects the fact that the amount of the solid
phase will not influence the solubility product. Hence, the equili-
brium solubility is identical regardless of whether a tiny grain or a
large crystal is present (although there may be size dependent
effects on the solubility product, such as Gibbs–Thomson37 effects
that may give rise to Ostwald ripening). It has to be emphasised,
though, that Ksp does depend on composition and structure—i.e.
(pseudo)-poly(a)morphism—of the solid. In global equilibrium,
the system has to conform to Gibbs’ phase rule (here, a single
solid phase is allowed), albeit directly after phase separation,
different (pseudo)-poly(a)morphs may be present in parallel,
and distinct local equilibria across the phase interfaces co-exist.
In this case, the most soluble (least stable) modification governs
Ksp. Upon ripening toward global equilibrium, unstable modifica-
tions thus dissolve in favour of the stable one. The metastable
regime of the phase diagram can hence further be subdivided into
regions of accessibility for less stable (pseudo)-poly(a)morphs (not
shown in Fig. 2 for the sake of clarity).

Considering potential crossovers of thermodynamic stability
at the nanoscale (cf. section on CNT), the global nanoscopic
phase equilibrium between the ion in the mother liquid (l1) and
a nanoscopic liquid phase formed by the solutes (lnano) may
also be written as:

Az+(l1) + Bz�(l1) ! (AB)(lnano) (6)

Again, a constant solubility product applies according to
Ksp(lnano) = IAP(l1)/[AB(lnano)] = IAP(l1), by analogy with eqn (5)
and the considerations above. Note that the nanoscopic phase
may also contain solvent molecules as in the case of crystalline
pseudopolymorphism. However, for such a nanoscopic system,
Fig. 2 has to be regarded as a phase diagram from a microscopic
point of view; the binodal of the most stable modification is that
of a nanoscopic liquid phase formed by the solute. When the
nanoscopic liquid phase grows, it may change composition (and
thereby solubility), and moreover, is expected to quickly become
unstable with respect to solid modifications.40

Fundamentally, as originally introduced by Gibbs,43 and
later developed by Cahn and Hilliard,44 phase separation in
the binodal regime is based on statistical fluctuations that are
large in degree (i.e. solute ions directly assemble to bulk-like
structural units), but each one is small in extent. This means
that nucleation leads to the stochastic formation of tiny nuclei,
in accordance with the notions of CNT. Binodal fluctuations
may overcome the barrier to nucleation (eqn (1)), where the
probability for nucleation to take place increases with increasing

Fig. 2 Schematic illustration of the phase diagram of a two-phase system
with a lower critical solution temperature (LCST, large black circle). For
explanation see the text.
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supersaturation (eqn (3)). Spinodal fluctuations, on the other
hand, are considered to be infinitesimal in degree but large in
extent, corresponding to a diffusion-limited process of phase
separation. Under these conditions, decomposition, rather than
demixing, proceeds spontaneously and uniformly throughout the
entire volume of a system that has become unstable. This can lead
to the generation of characteristic channel-like bicontinuous
patterns,45 which are distinctly different from the stochastic
formation of separate nuclei in binodal demixing or homo-
geneous nucleation (Fig. 3).

However, close to the spinodal, the notion of a nucleus itself
is essentially lost. Inter alia, the composition in the centre of
spinodal fluctuations approaches that of the surrounding solution,
and their radius approaches infinity. Due to the molecular nature
of the solvent and the solute, no part of the fluctuations can be
regarded to be a homogeneous phase anymore. Hence, a nascent
phase that directly results from spinodal decomposition is not
supposed to have a solid-state structure resembling that of the
macroscopic bulk.

Liquid–liquid phase separation

Spinodal decomposition in solution may be considered as a
liquid–liquid-type phase separation, because of the spontaneous
nature and diffusion-limited rate of demixing. However, the spino-
dal pathway is to be strictly differentiated from liquid–liquid separa-
tion in a metastable system, where a supersaturated solution divides
into two liquid phases, one rich and one poor in solute. As opposed
to the formation of one solid phase (particles) within one liquid
phase (mother solution), we now consider the formation of two
distinct liquid phases, that is, the formation of droplets of a second
dense liquid phase in the mother solution, which consequently
becomes lean in solute. Fig. 4 shows a corresponding binary phase
diagram including a liquid–liquid miscibility gap.

While we do not address the special case of entering the
miscibility gap via Route A here (see ref. 46 for explanation), in
Route B, liquid–liquid separation may occur either via binodal
demixing (upon crossing the bold line in Fig. 4) or through
spinodal decomposition (crossing the dashed curve in Fig. 4).
The liquid–liquid coexistence line (i.e. liquid–liquid binodal,
bold line in Fig. 4) is characterised by the equilibrium between
the two distinct liquid phases containing different amounts of

the dissolved cations Az+ and anions Bz� in the case of electrolytes.
In the following, we will denote the mother liquid as l1 and the
dense liquid as l2. The phase equilibrium between l1 and l2 can be
written as (again for an electrolyte consisting of cations and
anions with equal valency);

Az+(l1) + Bz�(l1) ! Az+(l2) + Bz�(l2) (7)

The corresponding equilibrium constant is K(l1,l2) = IAP(l2)/
IAP(l1). In Fig. 4, the situation in liquid–liquid equilibrium—at a
given temperature T—is exemplified by the compositions L1(T) and
L2(T) of the solute-poor (l1) and the dense solute-rich phase (l2),
respectively. From the point of view of CNT, the affinity for liquid–
liquid separation f(l1,l2) may thus be quantified according to;

f(l1,l2) = kBT�ln(IAP*(l1)/IAP(l1)) (8)

where the equilibrium ion activity product in the mother liquid
l1, IAP(l1), is defined by eqn (7), and the actual non-equilibrium
(metastable) state in the supersaturated mother liquid is IAP*(l1).
When the dense liquid phase l2 separates from the supersaturated
mother liquid l1, a singular decrease in IAP*(l1) - IAP(l1) is due
to the establishment of liquid–liquid equilibrium. This would,
for example, occur within the mother liquid phase l1 along the
dashed dotted line toward composition L1(T) in Fig. 4, although
here the level of supersaturation has even reached the liquid–
liquid spinodal (route B).

Importantly, there is no constant solubility product describing
the liquid–liquid coexistence line, which in turn merely defines
the equilibrium composition of the liquid phases l1 and l2 directly
upon liquid–liquid phase separation at a given temperature
(exemplified by L1(T) and L2(T), respectively, in Fig. 4). In other
words, in liquid–liquid equilibrium, eqn (7) defines IAP*(l1) =
IAP(l1) = IAP(l2)/K(l1,l2) a const., and correspondingly f = 0 for any
given IAP(l1) (eqn (8)).

Fig. 3 Spatial patterns produced upon spinodal decomposition (left)
and binodal demixing/nucleation (right). Reproduced with permission
from ref. 42.

Fig. 4 Schematic illustration of a binary phase diagram with a submerged
liquid miscibility gap. When the solubility line of the solid solute is crossed
upon cooling without nucleation in the mother liquid, the liquid–liquid
coexistence line is approached. For explanation see the text. Reproduced
with permission from ref. 46 Copyright 2013 John Wiley & Sons.
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Comparing generic two-phase systems (Fig. 2, binodal curve
according to eqn (5) or (6)) to liquid–liquid coexistence (Fig. 4,
binodal curve according to eqn (7)), it should be emphasised
that the liquid–liquid miscibility gap is always located in a
metastable region of phase diagrams—in the stable region, the
occurrence of additional bulk liquid phases violates Gibbs’
phase rule, and must be regarded thermodynamically impossible.

The discovery of liquid precursor states during the precipitation
of calcium carbonate47,48 suggests that liquid–liquid phase separa-
tion processes can be of pivotal importance for the crystallisation of
inorganic minerals. This was first proposed by Gower,47,48 who
observed liquid droplets rich in CaCO3 in the presence of certain
poly(carboxylic acids),49 and therefore originally named these
species ‘‘polymer-induced liquid precursors’’ (PILPs). Later, Wolf
et al.50 and Bewernitz et al.51 showed that a dense liquid phase
could indeed also form in the absence of any additives. Computer
simulations52 suggest a liquid–liquid coexistence region in the
phase diagram of aqueous CaCO3 solutions, in direct analogy to
what has been described above. However, unlike Fig. 4, this liquid–
liquid region is proposed to be bound by a lower critical solution
temperature,52 as deduced from the temperature dependence of
CaCO3 solubilities.53 The envisaged phase diagram is displayed
in Fig. 5, and will be addressed in more depth below.

The formation of liquid-like calcium carbonate has also
been discussed in the framework of spinodal decomposition.
For example, Faatz et al.54 argued that nanoparticles of ACC
formed via liquid–liquid separation upon entering the spinodal
regime depicted in Fig. 2, which may be accessible at very high
levels of supersaturation. Similar conclusions were drawn by
Rieger et al.,33 who observed liquid-like structures with patterns
reminiscent of spinodal decomposition when quenching highly
supersaturated CaCO3 solutions very rapidly after preparation.

Subsequently, Wolf et al.55 demonstrated that liquid–liquid
separation may also occur under conditions that involve the
gradual increase of supersaturation, as opposed to the rapid
mixing employed in prior studies, thereby pointing toward a
binodal rather than a spinodal process.

While liquid–liquid separation, binodal demixing and spinodal
decomposition can account for the occurrence and formation
of liquid phases, they provide little insight into the molecular
mechanisms underlying the respective processes of phase
separation. While the occurrence of a liquid–liquid miscibility
gap in metastable regions of phase diagrams may not be
regarded a general phenomenon, all of these concepts fall short
to accommodate PNCs—their existence in stable regions of the
phase diagrams cannot be explained.20

Pre-nucleation clusters (PNCs)

In recent years, several experimental observations have been
reported that cannot be thoroughly rationalised by the theories
of phase separation processes outlined above. The basic point
of conflict is the occurrence of (meta-)stable associates20,36 or
(pseudo-)phases in the homogeneous region of the phase
diagrams.32,56 The occurrence of stable solute species in homo-
geneous solutions has been evidenced for the most important
biominerals, calcium phosphates and carbonates, iron(oxy)-
(hydr)oxides, silica, and also for organic compounds such as amino
acids. The literature on these systems is reviewed in detail below.
The occurrence of metastable (pseudo-)phases, on the other hand,
has been predominantly observed in protein crystallisation,32,56,57

which shall not be reviewed here. Our tentative definition of PNCs
shall be contemplated in the following sections, and comprises five
major characteristics:

(i) PNCs are composed of the constituent atoms, molecules,
or ions of a forming solid, but can also contain additional
chemical species.

(ii) PNCs are small, thermodynamically stable solutes, and
there is thus formally no phase boundary between the clusters
and the surrounding solution.

(iii) PNCs are molecular precursors to the phase nucleating
from solution, and hence participate in the process of phase
separation.

(iv) PNCs are highly dynamic entities, and change configuration
on timescales typical for molecular rearrangements in solution
(i.e., within hundreds of picoseconds).

(v) PNCs can have encoded structural motifs resembling, or
relating to, one of the corresponding crystalline polymorphs.

Calcium carbonates and phosphates

In the case of calcium carbonate, the existence of PNCs was initially
evidenced by means of a combination of potentiometric titrations
and analytical ultracentrifugation (AUC).17,20 Measurements with
a calcium ion-selective electrode (ISE) and pH-titration during the
early stages of precipitation (pre- and post-nucleation) demon-
strated that calcium and carbonate ions were bound at a ratio of

Fig. 5 Schematic illustration of the binary phase diagram suggested for
aqueous calcium carbonate solutions, including a liquid–liquid coexistence
region. When entering this region, the liquid will split into a dense and dilute
phase of dissolved calcium carbonate. The blue area corresponds to the
undersaturated regime, SL and LL denote the solid–liquid and liquid–liquid
binodal, respectively. Reproduced with permission from ref. 52 Copyright
2013 AAAS.

Review Article Chem Soc Rev

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

3 
Ja

nu
ar

y 
20

14
. D

ow
nl

oa
de

d 
on

 6
/8

/2
02

5 
4:

57
:4

9 
A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/c3cs60451a


2354 | Chem. Soc. Rev., 2014, 43, 2348--2371 This journal is©The Royal Society of Chemistry 2014

1 : 1 in solution prior to the nucleation of solid CaCO3 (definition i),
while AUC confirmed that species significantly larger than ion pairs
had formed. A thermodynamic speciation model was introduced to
account for cluster formation, which is compatible with experi-
mentally observed ion binding profiles, and allows for solute
cluster formation via multiple-binding.17 Recently, the simplifying
assumption of ideal solutions, which was made in the initial
investigation, has been shown to be acceptable by evaluation of
the role of ionic activity.30 Moreover, claims58,59 that linear calcium
binding profiles evidenced that association was limited to mono-
nuclear calcium complexes have been challenged experimentally30

and theoretically.60 Indeed, the occurrence of larger associates
beyond simple ion pairs was corroborated by means of cryogenic
transmission electron microscopy (cryo-TEM),61 both in solutions
saturated with respect to calcite, and also in the presence of solid
CaCO3 particles.

Evaluation of the experimentally determined ion association
data utilising a multiple-binding speciation model shows that
the clusters are thermodynamically stable (definition ii) within
the solution phase (i.e. K c 1 and DG = �RT�ln K o 0, where G
is the free enthalpy, R the universal gas constant, and T the
absolute temperature).17 A reassessment of the multiple-
binding equilibrium later indicated that the coordination
number of Ca2+ by CO3

2�, on average over the entire cluster,
was approximately 2, independent of the pH level (cf. section on
computer simulations below, where also the evidence for the
cluster dynamics, definition iv, is discussed).60 The specific
stability of PNCs, i.e. the free enthalpy for the formation of ion
pairs within PNCs, was however experimentally found to depend
on the pH of the solution. In fact, the clusters proved to be more
stable at lower pH (K B 1400 M�1 at pH 9) than at higher pH
(K B 1000 M�1 at pH 10). This pH-dependence of cluster
stability correlates with the solubility of ACC nanoparticles
initially precipitated at corresponding pH levels.17 That is, more
stable PNCs yield less soluble (and hence more stable) ACC, and
vice versa. Thereby, the more stable form of ACC turned out to be
structurally related to calcite (the thermodynamically stable
crystalline phase at ambient temperature and pressure), while
the less stable ACC showed similarities to the structure of vaterite
(a metastable crystalline polymorph) in terms of the very short-
range order. This indicates that ACC, as well as PNCs, exhibit
distinct proto-crystalline structures, a notion that was verified by a
combination of NMR, EXAFS, and FT-IR measurements on solid
ACC,62 leading to the establishment of the concept of amorphous
polymorphism (i.e. polyamorphism) in the CaCO3 system.63

The obvious link between pre- and post-nucleation calcium
carbonate speciation (definition v), and the notion of ACC
polyamorphism, which was masterminded by Addadi and
Weiner,65,66 suggests that nucleation can proceed through PNCs
(while preserving structural features). Indeed, it appears that
PNCs participate in one possible pathway to ACC in solution
(definition iii). As PNCs do not have interfacial surfaces, cluster
aggregation close to the point of nucleation—which was
initially inferred from an increase of sedimentation coefficients
measured by AUC17,61—requires the development of interfacial
surfaces by phase separation (as a trigger to minimise

the overall interfacial surface area). This context will be dis-
cussed in detail below.

The use of silica as a soluble additive at high pH levels was
later able to lead to the collection of further and more direct
evidence for this aggregation-based process. The rationale
behind these experiments was that if phase separation occurs
via aggregation-based processes, then it should be possible to
inhibit this mechanism through colloidal stabilisation of the
relevant species, e.g. by electrostatics via the introduction of
charges. Indeed, the presence of silica was found to induce this
effect. Stabilised solutions with a high concentration of calcium
carbonate were obtained, which allowed straightforward char-
acterisation by scattering techniques and imaging by cryo-TEM
(Fig. 6).64 Interestingly, a rather broad size distribution of
the species present under the respective conditions could be
determined, whereas the average size seems to be only weakly
affected by the high level of supersaturation, also when compared
to PNCs imaged in undersaturated solution states.64 While silica
oligomers (cf. below) may well affect the process of phase separa-
tion of calcium carbonate beyond the colloidal stabilisation of
intermediates, no clear influence could be identified in a series of
reference experiments.64 In any case, it appears that cryo-TEM
imaging cannot discriminate between PNCs and phase-separated
species—i.e. those that aggregate to form ACC. Since PNCs are
regarded as solutes without an interface, there is no driving

Fig. 6 Cryo-TEM images showing dynamic aggregation processes at high
levels of supersaturation in strongly alkaline, silica-containing solutions
(main image scale bar: 50 nm). Myriads of nanoclusters reversibly aggre-
gate to form larger objects (typically 20–30 nm in size), which consist of
assemblies of loosely packed clusters that appear to be PNCs (inset, scale
bar: 10 nm). The assemblies later densify to yield compact spherical
amorphous nanoparticles (not shown). Red circles (inset) highlight just
some of the nanocluster constituents within the assemblies. Reproduced
with permission from ref. 64 Copyright 2012, Wiley and Sons.
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force for PNC aggregation, and it may hence be speculated that
the majority of non-aggregated nanoscopic entities in Fig. 6 are
solutes and do represent PNCs. However, the species that loosely
pack to form diffuse aggregates in Fig. 6 have interfacial surfaces,
which actually drive the observed aggregation process. Hence,
they must be considered as nanophases, and not PNCs, and may
in fact be nanodroplets that are stabilised colloidally against
eventual coalescence by the presence of silica.

For the calcium phosphate (CaP) system, it was found already in
the mid-1970’s that under various conditions, amorphous calcium
phosphate (ACP) represents the first solid phase precipitated from
solution.18,67 X-ray diffraction studies, specifically determining
radial distribution functions, indicated the presence of small
clusters as structural building units in the solid ACP precursor
particles. Based on chemical analyses (essentially by measuring
Ca/P ratios), the composition of these clusters was determined to
be Ca9(PO4)6. These so-called ‘‘Posner’s clusters’’ were suggested
to be roughly spherical and closely packed, while randomly
including water molecules in interstices to form the bulk of
ACP. Thus, initial evidence of cluster-based mechanisms of ACP
formation was entirely based on solid-state characterisation.
Posner and Betts68 speculated that the cluster units would
initially form in solution and nucleate ACP via aggregation.
Later, Onuma and Ito19 were able to show that small clusters,
0.7 to 1.0 nm in size (commensurate with the theoretical size of
Posner’s clusters), existed in simulated body fluid, as well as in
solutions that were undersaturated with respect to ACP and octa-
calcium phosphate (OCP, a metastable crystalline polymorph), but
supersaturated with respect to hydroxyapatite (HAP, the thermo-
dynamically stable phase under ambient conditions). By varying
the composition of simulated body fluids, concurrent clustering
of calcium phosphate (B1 nm) and ACC (B10–30 nm) could also
be observed.69 We note that, in the context of aggregation, the
discussed clusters have to have developed interfacial surfaces, and
the observed solid-state structure almost certainly does not reflect
the configuration of solute clusters in solution. Indeed, computer
simulations (cf. also below) suggest that there is no reason to
suppose that the dynamical configuration of PNCs of calcium
carbonate should not also apply for the case of CaP.60

More recently, Dey et al.70 observed clusters with an average
diameter of (0.9 � 0.2) nm during the early stages of CaP nuclea-
tion under Langmuir monolayers using cryo-TEM. Even though the
detected species were referred to as ‘‘pre-nucleation clusters’’, it was
concluded that the results of this work largely agreed with the
original model of Posner et al.68 However, it was also emphasised
that the sheer agreement in size between the proposed calcium
phosphate PNCs and Posner’s clusters did not prove their chemical
or structural identity.70 Furthermore, no direct insight into the
thermodynamic stability of the clusters could be gained beyond the
generic observation of their existence in solution, corresponding
cluster sizes, and of aggregation processes leading to nucleation of
ACP, which subsequently appeared to crystallise via solid-state
transformations. Again, it is crucial to note that the clusters
observed to aggregate cannot qualify as PNCs, as here aggregation
is evidence of the presence of interfacial surfaces (which is at odds
with PNC definitions ii, iii and iv).

In another recent study on calcium phosphate precipitation
in the presence of an excess of 2-amino-2-hydroxymethyl-
propane-1,3-diol (TRIS), Habraken et al.59 have proposed that
PNCs of calcium phosphate were in fact ion association complexes
consisting of a single calcium ion and three coordinated hydrogen
phosphate ions, i.e. [Ca(HPO4)3]4�. These highly charged species
were suggested to undergo aggregation in solution, yielding ACP
nanoparticles that later transformed into more stable (crystalline)
phases by progressive inclusion of further calcium ions and
concurrent deprotonation of the anions. This model should be
regarded as an alternative to the PNC notion considered here, as
it is at odds with all definitions above. Notably, the speciation
developed by Habraken et al.59 relies on the assumption that CaP
ion association constants documented in earlier literature did
not include contributions of the newly postulated complexes,
which in our opinion represents a critical aspect of their treat-
ment. Moreover, the event triggering aggregation of the highly
charged mononuclear complexes remains a conundrum from the
point of view of colloid chemistry. Last, equilibrium constants
describing the formation of [Ca(HPO4)3]4� were unfortunately not
reported in this study,59 despite the presence of quantitative data,
and thus, it is difficult to verify the proposed thermodynamic
metastability of the proposed complexes (definition ii).

Finally, an interesting combination of the CaCO3 and CaP
systems has been realised by Wang et al.,71 who studied the
overgrowth of calcite with calcium phosphate by means of
in situ atomic force microscopy (AFM). The results of this work
suggest that small clusters are indeed also relevant for growth, a
notion that will have to be confirmed for pure minerals in the
future, and may possibly challenge the current understanding of
crystal growth. Also whether or not these species qualify as PNCs
within our definitions remains subject to further investigation.

Iron(oxy)(hydr)oxides

Iron (oxy)(hydr)oxides exhibit a more pronounced covalent
character than CaCO3 and CaP. Aqueous solutions of iron(III), as
well as the precipitation of iron(III) oxides from these solutions,
have been studied extensively.72 In these systems, hydrolysis73–75

initially leads to the formation of several different molecular
iron hydroxide species, rendering solutions of Fe3+/2+ highly
acidic. At low pH, mono- or di-nuclear species are stabilised,
but these tend to polymerise above ca. pH 6, leading to the
occurrence of oxo-bridged poly-iron complexes, which are impor-
tant in biology.76 Analytical ultracentrifugation measurements
revealed that hydrolysed iron(III) solutions contain species with
low sedimentation coefficients, equivalent to spheres of 2–4 nm
diameter, which were also observed by electron microscopy.77–82

Upon ageing, the 2–4 nm polymeric spheres agglomerated to
form rods. Later, the rods transformed into rafts that eventually
flocculated. Hydrated amorphous iron(III) hydroxide phases can
form in this manner, and may be converted into a-FeO(OH)
(goethite) and a-Fe2O3 (hematite) through dehydration and
crystallisation. This process is strongly influenced by additives
and solution parameters such as ionic strength and pH.73
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Thus, it is possible to synthesise well-defined nanoparticles of
distinct iron oxides,83 including hematite,84 ferrihydrite,85 as well
as their magnetic counterparts, maghemite86 and magnetite by
fine-tuning the synthesis conditions.87 Very recently, Baumgartner
et al.88 have shown that growth of magnetite occurs via rapid
accretion of primary clusters, approximately 1 nm in size, along
the rim of evolving nanoparticles (Fig. 7).

Thus, magnetite formation apparently does not involve an
extended amorphous phase as an intermediate, but rather proceeds
directly via accretion of amorphous nanoclusters, which may or
may not qualify as PNCs (cf. section on accommodation of
PNCs within classical theories).

Silica

Silica is distinct from the other inorganic minerals discussed in
this review in the sense that corresponding clusters (or oligomers)
are based on covalent bonds with SiO4 tetrahedra as the basic
structural motif, bridged by siloxane (Si–O–Si) linkages resulting
from the condensation of free silanol (Si–OH) groups. When
dissolved in water, silica forms silicic acid (Si(OH)4), which can
become either protonated or deprotonated and condense to a
variable extent, potentially yielding a broad range of dissolved
species coexisting in equilibrium.89–91 These include simple
monomers and dimers, but also polynuclear entities exhibiting
linear, branched, ring- or cage-like structures, such as the cyclic
tetramer (e.g. Si4O7(OH)5

3�), the prismatic hexamer (D3R, e.g.
Si6O10(OH)5

�) or the cubic octamer (D4R, e.g. Si8O13(OH)7
�).92–96

The abundance of each of these species, as well as their degree of
(de)protonation and hence charge, depends primarily on the pH
and concentration of the system,97–100 but is also influenced by
parameters like ionic strength,101–103 temperature,104–106 or the
presence of multivalent cations,107–109 although the monomer
represents the dominant population under most experimental
conditions.110–112 Importantly, the formation of all of the

above-mentioned oligomers occurs through a sequence of
coupled condensation/hydrolysis and protonation/deprotona-
tion reactions, each of which can be described by an equilibrium
constant that defines the stability and amount of a particular
species existing in solution at any given pH, temperature and
ionic strength.97 Thus, the aqueous speciation of silica is char-
acterised by an equilibrium distribution of solute oligomers that
will respond to changes in conditions by shifting towards either
smaller or larger average sizes (i.e. degrees of condensation), as
well as higher or lower numbers of charge. These oligomers, or
clusters, may indeed be conceived as PNCs; they consist of the
atoms constituting solid silica (definition i), can be thermo-
dynamically stable (i.e. can be associated with equilibrium formation
constants larger than unity, while the particular position of the
equilibrium is an intimate function of pH and ionic strength,
definition ii),98,103 directly participate in the process of phase
separation (see below, definition iii), and are certainly not
nanoparticles at this stage. Moreover, silicate oligomers do also
share a structural motif resembling that of the nascent solid
material (bridged SiO4 tetrahedra, definition v).

However, in regard to the dynamics of silica PNCs (definition iv),
we have to differentiate them from other cases. This becomes clear
when we consider another well-known example of cluster-based
mineral formation. In the case of aqueous Al3+ solutions, hydrolysis
also leads to the formation of polynuclear complexes,113 most
notably the Keggin ion, Al13O4(OH)x(H2O)(31�x)+

36�x , which is a
structural motif that can aggregate to yield an amorphous gel,
that upon ageing/dehydration results in crystalline aluminium
hydroxides.114,115 While there is no immediate conflict with
definitions (i)–(iii), the Keggin ion is a rather stable structure,
and exhibits comparatively slow dynamics. From the point of
view of dynamics (iv), the polynuclear Al3+ Keggin ion may hence
not be regarded strictly a solute, thereby not qualifying as a PNC.
In this sense, it may be rather regarded as a nanosolid that has
formed from smaller oligomeric PNC precursors. Consistently,
the Keggin ion will undergo aggregation as a result of the
creation of energetically unfavourable interfacial surfaces during
aluminium hydroxide precipitation.115

Returning to the case of silica, the covalent Si–O–Si bonds
internally linking the silicic acid monomers within the oligomers
are more stable than, for example, the interactions found in
clusters of calcium carbonate or iron(oxy)(hydr)oxides, and also
aluminium hydroxides. Hence, the exchange of the silica species
with the surrounding solution is supposed to be relatively slow, and
proceeds via hydrolysis and subsequent re-condensation reactions.
However, silica chains as a whole may well display dynamic
behaviour in terms of structural configuration and connectivity,
even though certain favoured motifs (like the prismatic hexamer
or the cubic octamer) are probably less dynamic than others
(in analogy to the Keggin ion). Consequently, we argue that only
silica species with a lower degree of condensation can be
regarded as PNCs (predominantly those containing monomers
linked to one or two neighbouring SiO4 tetrahedra, i.e. Q1 and
Q2 units according to the notation introduced by Engelhardt
et al.101). Structures with a higher degree of cross-linking
(i.e. rich in Q3 and Q4 units) might indeed rather represent a

Fig. 7 Cryo-TEM image showing primary particles/clusters (arrows)
that are attached to the surface of a larger magnetite particle (scale bar:
10 nm). Inset: fast Fourier transform (FFT) indicating crystallinity of the
large particle. Reproduced with permission from ref. 88 Copyright 2013,
Macmillan Publishers.
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second nanophase. In a narrow sense, they are no longer
solutes with respect to dynamics anymore, and can conse-
quently undergo agglomeration (see below).

In addition to dissolved oligomers, transparent solutions of
silica (so-called sols) do almost always contain a certain amount
of polymeric fragments and small colloids.36,64,116 These particles
may display different degrees of hydration, have structures more
or less similar to bulk silica, and exhibit surface charge distribu-
tions that again are determined predominantly by the pH and
ionic strength of the solution.117 Depending on the level of
saturation, they will either grow or dissolve over time, thus
producing or consuming smaller oligomeric species. However,
these processes are often very slow, so that the sol appears to be
kinetically stable. The gradual segregation of a fluffy or gelatinous
precipitate from solutions at moderate supersaturation, observed
upon storing commercial stocks for several weeks, is commonly
referred to as ‘‘ageing’’ of silica sols.118 On the other hand,
when the supersaturation of the system is increased signifi-
cantly (e.g. by changes in pH, concentration, or salt content),
polycondensation of dissolved monomers and oligomers will
be enhanced. This affords a larger number of colloidal particles
(typically 1–3 nm in size), which can then either grow indivi-
dually to give a more or less monodisperse suspension (sol),119

or become cross-linked and serve as building units for the
formation of 3-D networks (gel),120 as illustrated in Fig. 8. In this
context, the crucial parameter is the surface charge and mutual
electrostatic repulsion of the particles, which can be fine-tuned
by pH and the presence of charge-screening counter-ions, as
described in detail elsewhere.89,121,122

In a situation where a variety of dissolved oligomers and
small nanoparticles coexist, it is inherently difficult to decide
which of these species can actually still be considered as solutes
and which ones would constitute a second phase, that is, to
draw the borderline between pre- and post-nucleation stages.
Under such circumstances, as already stated by Navrotsky,36 the
notion of a critical nucleus giving rise to the emerging new
phase loses its simple meaning.

The early stages of silica formation have been studied
extensively due to its immanent relevance for important fields
like biomineralisation,123 catalyst research,124,125 or construction
industry,126 where the desired product can be an amorphous
solid with well-defined shape, or a crystalline material with
specific structure. However, to date, there is no clear-cut picture
about the energetics of phase separation in any of these cases,
i.e. whether, and if so, at which stage further growth is associated
with an activation barrier that may be indicative of a nucleation
event, at least in the ‘‘classical’’ sense. It has been suggested that
coalescence of primary clusters, as well as dehydration and
structural rearrangements of initially formed nanosized species,
may be key steps in the early evolution of siliceous materials,36

but still much remains to be done to corroborate our under-
standing of silica precipitation from solution, and to allow for an
unambiguous classification of corresponding solute precursors
in the context of stable PNCs.

We note that the PNC concept allows the transition from
pre- to post-nucleation states in silica solutions to be rationalised
based on the dynamics of the nanoscale precursors as indicated
above: species with fast dynamics are PNCs (pre-nucleation),

Fig. 8 Illustration of the pathways to silica formation. For explanation see the text. Reproduced with permission from ref. 121 Copyright 2012
John Wiley & Sons.
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while those showing less dynamic behaviour should be regarded
as a separate (nano)phase (post-nucleation). Since the chemical
speciation of solute precursors and nucleated (nano)phases is
relatively similar in the case of silica, its precipitation from
solution is somewhat more of a continuous process involving a
gradual shift in the size distributions of both solute and solid
species.127 Therefore, the nucleation of silica is typically not
accompanied by an abrupt change in physical properties as usually
observed for ionic minerals like calcium carbonate,17,20 although
slow kinetics may also play a significant role in this context. The
PNC pathway does not necessarily premise major barriers for
phase separation, and thereby can inherently reconcile experi-
mental observations of strong discontinuities in speciation (as
seen e.g. for CaCO3) and seemingly continuous processes (silica)
upon nucleation of the solid, or initially liquid, phase.

Before concluding this section, two more interesting aspects
shall be pointed out. First, as already mentioned above, the
formation of complex oxide–hydroxide clusters in aqueous
solution is not a unique phenomenon of silica, alumina and
iron oxides, but has also been observed during hydrolysis of
a number of other multivalent cations such as titanium,
chromium or uranium.128,129 Although the covalent character
of these clusters is typically less pronounced than in the case of
silica, they were found to contain structural characteristics
reminiscent of the corresponding solid crystalline materials
(definitions i, v) and play an active role during nucleation and
growth of these phases (definition iii).36,129 Second, a common
feature of many of these oxide minerals is their propensity to form
hydrogels, i.e. networks of metal oxide–hydroxide-rich domains
incorporating large amounts of water in their interstices.89,122 From
a thermodynamic point of view, gels are rather ill-defined and may
be regarded as pseudo single-phase systems, or alternatively, as
phase-separated states comprising solid precipitate inter-
spersed by liquid regions of saturated aqueous solution.130 In
this sense, there is a certain conceptual analogy between gels
and dense liquid nanodroplets proposed to occur during the
onset of CaCO3 crystallisation:52 both represent intermediate,
solvent-rich states on the way to the final anhydrous mineral,
and share a similar basic chemical speciation. However, gels
usually extend over much larger volumes, and may be considered a
macroscopic manifestation of the initial stages of phase separation,
which—in the case of silica—are kinetically accessible due to the
relatively strongly pronounced covalent character of the underlying
chemical interactions.

Amino acids

Apart from the inorganic compounds discussed above, there is
also evidence for PNCs in aqueous solutions of organic molecules.
In this section, we will focus on amino acids, but also point out
other relevant organic systems. The most prominent—and also
simple—example of an amino acid is glycine, where the existence
and structure of the dimer, under different experimental condi-
tions in solution, has been recurrently and heavily debated in the
literature over the past century,131–134 due to potential implica-
tions for polymorph selection during glycine crystallisation.135,136

Nonetheless, in early studies it had already been proposed that

the association of amino acids in solution may well proceed
beyond simple dimerisation, even though larger species could
at first only be detected in supersaturated systems close to the
point of nucleation, primarily by means of diffusivity measure-
ments and sedimentation analyses.137,138 Later on, the notion
that non-covalent interactions between amino acid monomers
lead to supramolecular assemblies, i.e. PNCs, was corroborated by
a series of mass-spectrometric studies, where dilute solutions
were analysed by means of electrospray ionisation (ESI) mass
spectrometry (MS).139 Utilising this method, large oligomers could
be observed for essentially any amino acid, regardless of its
chemical functionality and widely independent of particular
solution conditions like pH or solvent polarity,140–143 with entities
comprising more than thirty monomeric units being detectable in
some cases. Interestingly, it was reported that for selected amino
acids, oligomers of a certain size were extraordinarily abundant in
the gas phase and thus apparently showed enhanced stability
compared to both smaller and larger species. In particular, this
‘‘magic-number’’ phenomenon was observed for the arginine
tetramer,140 and the serine octamer.144 Furthermore, it has been
suggested that amino acid clusters can exhibit strong homochiral
preference and exclusively incorporate isomers of one given
handedness, a process that might have deep implications for
homochirogenesis during biochemical evolution.145

Despite the fact that mass spectrometry has provided valuable
insight into the nature of supramolecular amino acid assemblies, it
still bears the major disadvantage of being a gas-phase technique
that requires desolvation and ionisation of the solute analytes. In
fact, results obtained in independent studies often differ consider-
ably with respect to parameters like relative clustering propensities
of distinct amino acids, average aggregate sizes, or the presence/
absence of magic numbers and chiral selectivity, indicating that
specific experimental instrument settings may have a profound
influence on the data.142,146 This raises the fundamental question
as to whether the associates seen by means of ESI-MS in the gas
phase truly exist in the investigated solution, or if they rather
formed during ionisation, or changed depending on the particular
ionisation settings of the MS instrument utilised.

In order to confirm the clustering of amino acids in aqueous
environments, complementary information must be collected
directly in situ, as has been achieved with analytical ultracentri-
fugation analyses in a recent study.146 It was demonstrated that
species with sedimentation coefficients typical for PNCs occur in
solutions of all 20 natural amino acids far below saturation, while
no consistent trends could be distinguished with respect to
structure, charge and hydrophilicity of the monomeric molecules---in
line with observations based on ESI-MS. However, detailed
analyses of the data led to the conclusion that the clusters
detected by AUC in solution are significantly larger on average
(several tens of monomers) than the oligomers traced by ESI-MS
in the gas phase (usually o10 monomeric units), most likely
because the probability of successful ionisation in the ESI process
decreases with the size of the associates.146 Evaluations of the
concentrations of the different species, that is, of monomers and
associates, further showed that the number of clusters co-existing
with amino acid monomers is very low (typically o0.2 wt% next to

Chem Soc Rev Review Article

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

3 
Ja

nu
ar

y 
20

14
. D

ow
nl

oa
de

d 
on

 6
/8

/2
02

5 
4:

57
:4

9 
A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/c3cs60451a


This journal is©The Royal Society of Chemistry 2014 Chem. Soc. Rev., 2014, 43, 2348--2371 | 2359

an excess of >99.8 wt% monomers). Nevertheless, considerations
based on the law of mass action suggest that the clusters are indeed
thermodynamically stable solutes (i.e. that their equilibrium
association constant is significantly larger than 1),38 and thus meet
the definition (ii) of PNCs proposed here. Beyond that, it is worth
noting that due to the rather high solubility of most amino acids,
the concentration of clusters increases to the millimolar range as
critical levels of supersaturation are approached, so that these
species cannot be regarded as rare and of negligible population
when it comes to phase separation processes.38

Molecular dynamics simulations have provided further support
for the formation of larger associates in aqueous solutions of amino
acids. For example, Hamad et al.147 reported equilibrium size
distributions ranging from the monomer up to the pentamer for
the case of glycine, and argued that these clusters were highly
dynamic species, which assemble and disintegrate continuously
on timescales typical for molecular rearrangements in solution—
thereby meeting another criterion of our PNC definition (iv), which
is strongly reminiscent of the dynamic polymer-like structural form
envisaged for PNCs of calcium carbonate,60 which will be discussed
in more detail below. However, unlike CaCO3 and other ionic
(or covalent) minerals, amino acid monomers are connected by
hydrogen bonds in clusters, and indeed, this is thought to drive
clustering in these systems.147 Similar arguments were put
forward to explain the occurrence of supramolecular polymers of
aspartic acid in another study based on computer simulations.148

Despite all this evidence for the presence of clusters in
amino acid solutions, it is still not clear to what extent these
species are relevant for phase separation, and what particular
role they may possibly play in this process. AUC analyses of
arginine solutions showed that the clusters traced in dilute
systems grow in size as the concentration increases toward the
saturation limit.146 Moreover, beyond some critical threshold,
the data indicated the occurrence of a second population of
larger species (several nm in size), which could no longer be
detected in the supersaturated regime. This was interpreted as
evidence that the amino acid PNCs actively participate in the
process of phase separation—a scenario quite analogous to
what has been described above for the nucleation of calcium
carbonate.17,20,61,64 Crystallisation precursors with sizes similar
to those of the supposedly larger cluster aggregates have also been
observed by means of neutron scattering in supersaturated solu-
tions of glycine.149 In turn, related experiments based on small-
angle X-ray scattering (SAXS) suggested that glycine dimers, present
as equilibrium species along with monomers in the pre-nucleation
stage, assemble into liquid-like clusters, which upon structural
reorganisation serve as nucleation environments150—or in an
alternative interpretation, progressively dehydrate and transform
into solid nanoparticles (cf. below). In any case, there is significant
evidence that the crystallisation of amino acids can involve PNCs, at
least under certain conditions. In this context, it is also interesting
to note that intense laser beams have been found to influence
glycine nucleation, which was attributed to the electric field-based
interaction of light with clusters (possibly PNCs) and which could
even be utilised for polymorph selection.151,152 While all of the
above underpins the role of clusters during amino acid nucleation,

further work is needed to shed more light on the (thermo-
dynamic) characteristics of these species as well as on the
process of phase separation itself.

Another quite interesting observation made in recent stu-
dies is that solutions of amino acids can also contain much
larger aggregated structures, typically 100–300 nm in size,
which form spontaneously and appear to represent some kind
of rare equilibrium population in these systems.154–156 Such
mesoscale entities were detected by scattering techniques and
tracking analyses, both at high dilution154 and near saturation
in contact with solid amino acid crystals.155 In the latter case,
clusters of about 1 nm were moreover found to coexist with the
large aggregates. Hagmeyer et al.154 proposed that the formation of
these unexpected species was driven by entropy, rendering them
thermodynamically stable next to the much more abundant mono-
mers. In turn, the work by Jawor-Baczynska et al.155,156 suggested
that the observed mesostructures were actually ‘nanodroplets’ of an
amino acid-rich phase exhibiting liquid-like properties. It was argued
that nucleation occurs frequently within these dense environments,
but that crystals able to grow can only be formed once the
primary droplets (ca. 250 nm) have coalesced into larger volumes
(ca. 750 nm). However, given the still limited amount of data
on this phenomenon, it remains difficult to assess the role
and relevance of these large aggregates in processes like PNC
formation, or phase separation. In any case, it should be noted
that liquid precursors of amino acids (PILPs) can indeed be
stabilised with poly(carboxylic acids)—by analogy to the calcium
carbonate system—,157–160 a feature that can be utilised to obtain
mesocrystalline films (Fig. 9).153

Finally, it is worth mentioning that solute clustering has also
been reported for a series of other small organic molecules,
including urea,161,162 citrate,163 aminosulfonic acids,164 and
many more.165–167 In some of these cases, a rather large degree
of association was postulated, with species containing up to
100 monomeric units.132 However, in general, little is known
regarding the nature of the clusters formed by these substances,
let alone their relevance for phase separation, thus leaving an open
and fascinating field for future investigations on cluster-based
mechanisms in organic crystallisation.46

Computer simulation of PNCs

While experimental studies have provided considerable evidence
for the existence of PNCs, obtaining direct structural information
regarding the nature of these initial species can be challenging.
Therefore, the use of computer simulation has become a powerful
complementary tool to assist in the interpretation of experimental
data. Simulations at the atomistic level span a range of techni-
ques, from ab initio quantum mechanics through to simple force
field methods. Because of the complexity and dynamical nature of
ion speciation in aqueous solution, the use of more rigorous
quantum-mechanical approaches has been largely restricted to
ion pairing or situations where there is a well-defined structural
motif, such as the corner-sharing tetrahedral oligomers that
arise during polycondensation of silicates, as described above.
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Simulating the formation of PNCs from solution with as little
a priori bias as possible currently requires the use of force-field
methods, so as to make the computational exploration of
configurations tractable.

Here we will primarily focus on the case of calcium carbo-
nate as an example of a system where computer simulation has
played an important role in shedding light on the nature of
PNCs. Force-field modelling of calcium carbonate has an extensive
history, though until a decade ago studies were mainly concerned
with the understanding of crystalline phases and their surfaces.
More recently, the scope has expanded to also encompass
nanoparticles, their structure, polymorphism and stability, as
summarised elsewhere.168 Following the emergence of the
concept of PNCs for calcium carbonate,17 it was therefore a
natural extension to simulate the initial speciation of CaCO3

solutions. Arguably, the first study to appear employed density
functional theory to perform molecular dynamics simulations
on a small sample of ions in B50 water molecules.169 While the
title suggested that this work addressed the ‘‘the onset of
calcium carbonate nucleation’’, in reality only a single calcium
ion with varying numbers of (bi)carbonate anions was examined.
In addition, the computational expense restricted the exploration
to a few picoseconds, which is less than the average residence
time of water in the first solvation shell of the calcium ion.
Therefore, it proved difficult to draw conclusions regarding PNCs,
let alone nucleation, from this study.

Through using force-field methods, Tribello et al.170 were
able to perform the first extensive simulations of CaCO3

association in aqueous solution with the aim of investigating
crystal growth. Because of the extended accessible timescale, it
was possible to observe the formation of amorphous clusters,

which exhibited signs of local order with domains that
resembled both vaterite and aragonite, consistent with the idea
of polyamorphism. The apparent discrepancy between these
proto-structures and those found in more recent experimental
studies62,63,171 can be explained by the fact that many force-field
models incorrectly predict aragonite to be more stable than
calcite. Subsequently, it also came to light that Ca2+ ions were
under-solvated in the model of Tribello et al.,170 such that the
solubility of calcium carbonate was underestimated by many
orders of magnitude. As a result, it appears likely that what
was observed in this work actually corresponds to spinodal
decomposition (i.e. diffusion-limited phase separation).

Having recognised the importance of thermodynamic calibra-
tion, new force-field models emerged for calcium carbonate that
yield the correct polymorphism and accurate solubility products
for the crystalline phases. Based on these, Demichelis et al.60

were able to study the formation of PNCs in this system. By
simulating a range of concentrations and pH values in the
supersaturated regime, it was demonstrated that an equilibrium
distribution of stable ion associates exists in solution prior to
nucleation. These clusters consisted of a dynamic supramolecular
ionic polymer, labelled DOLLOP (dynamically ordered liquid-like
oxyanion polymers), which denotes the structural form of the
PNCs, and is not supposed to give the phenomenon a new name.
In DOLLOPs, both ions (Ca2+ and CO3

2�) and CaCO3 ion pairs
rapidly attach and detach to form a combination of linear chains,
rings and occasionally branched structures (Fig. 10). Often, ion
detachment occurs to a solvent-separated state, followed by
reattachment to either the same or a different binding site.

Fig. 9 (Polarised) light microscopy images illustrating the transformation
of polymer-induced liquid precursors (PILPs) of DL-lysine yielding meso-
crystalline thin films. Reproduced with permission from ref. 153 Copyright
2013 John Wiley & Sons.

Fig. 10 Examples of the structures of PNCs for calcium carbonate as
obtained from molecular dynamics simulations. The structures represent
the configuration of four separate, four formula unit PNCs after 1 ns of
simulation under experimental conditions, [Ca2+] = 0.4 mM, [HCO3

�] =
10 mM, pH = 10. Reproduced with permission from ref. 60 Copyright 2011,
Macmillan Publishers.
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Water remains an integral part of these structurally disordered
PNCs. Several key observations arise from these DOLLOP
species, which support the interpretation of experimental data
previously made:

(a) The ions are in dynamic equilibrium between the PNCs
and the free (unbound) state, demonstrating that there is no
phase boundary.

(b) Fitting the observed distribution of cluster sizes to a
speciation model gives equilibrium constants in good quantitative
agreement with those obtained experimentally, confirming that
K c 1 and that the PNCs are thermodynamically stable.

(c) The average ratio of calcium to carbonate in the PNCs is
approximately 1 : 1, while the coordination number of Ca2+ by
CO3

2� is close to 2 under most conditions.
(d) The structures observed for these PNCs are distinct from

solid amorphous calcium carbonate based on the radial density
of calcium carbonate within the species.63

In the DOLLOP model for PNCs, the probability of a cluster
containing on average a given number of formula units decays
exponentially with increasing size. This is at odds with initial
evidence from analytical ultracentrifugation (AUC) and cryo-TEM
that, at first sight, indicate the presence of discrete preferential
cluster sizes at the nanoscale.17,61 However, the duration of AUC
experiments is in the range of hours, and given the very high
cluster dynamics, AUC data can only reflect time average cluster
sizes leading to the observed apparently monodisperse particle
size distribution. This renders the determination of exact cluster
size distributions impossible based on this technique.20,172

Cryo-TEM, on the other hand, is a ‘‘snapshot technique’’,173

which should be capable of resolving actual size distributions,
but the technique suffers from poor statistics, especially at very
low cluster concentrations, and potential issues in terms of
electron contrast of the PNCs in the background of the vitrified
buffer.20 In fact, PNCs imaged utilising cryo-TEM at high levels
of supersaturation in silica stabilised environments, thanks to
better statistics, indeed evidence a broader, potentially exponentially
decreasing PNC size distribution.64 Still, experimental determina-
tions of the exact size distribution of PNCs do remain a challenge,
and will be of high importance to provide evidence regarding the
underlying molecular mechanisms.

In the work of Demichelis et al.,60 there was a change in the
behaviour of the associated species noted beyond a certain
carbonate concentration. Specifically, this corresponds to the
breakdown of equilibrium between the solution and the PNCs,
at least on the timescales accessible to unbiased molecular
dynamics. Recently, this problem has been addressed in more
detail by Wallace et al.,52 who used an accelerated sampling
scheme to model the growth of clusters by ion pair addition. In
doing so, they were able to overcome the challenges of restricted
timescale and allow simulations to be performed at more realistic
degrees of supersaturation. This study has demonstrated the smooth
transition of the calcium coordination number by carbonate
from 2 toward higher values, closer to those expected for solid
phases, though water remains extensively present within the
PNCs. Indeed, the diffusion coefficients of calcium ions in the
clusters were found to be considerably higher than those

expected for solid ACC, consistent with the pre-nucleation
species becoming a dense liquid phase at some point. Based on
this, Wallace et al.52 were able to show that for larger clusters,
thermodynamics favours liquid–liquid separation leading to
droplets of a dense liquid phase immersed in a solution of lower
concentration. PNCs (i.e. DOLLOPs) can then, in principle, still be
formed within the ion-depleted solution, but their concentration
will be low owing to the law of mass action.

A further key finding of Wallace et al.52 is that the free
energy of CaCO3 clusters in solution essentially decreases
monotonically with increasing size, within the precision of
the computations. This confirms the intrinsic lack of ‘‘magic
numbers’’ in the cluster size distribution. Hence there can
always potentially be a distribution of sizes that will vary as a
function of the level of supersaturation. Despite this, use of an
Ising lattice gas model provided evidence that liquid–liquid
separation can give rise to both distinct small and large cluster
sizes under appropriate conditions. It can therefore be conjectured
that the clusters observed in cryo-TEM might be frozen droplets of
the dense liquid phase, or even an amorphous solid, rather than
the initially formed PNCs that exist before the binodal is reached.
By progressively dehydrating the dense liquid phase, it was further-
more shown that agglomeration of these droplets/clusters gives
pair-distribution functions that agree with experimental data
for ACC once the appropriate composition is reached. While
this is indirect evidence, since no mechanistic pathway has
been simulated, it still strongly suggests that nucleation of ACC
from the dense liquid droplets is possible.

Besides calcium carbonate, simulation methods have been
applied to the (pre-)nucleation behaviour of a range of other
materials, though the majority have been single-component
systems. However, arguably even the simplest two-component
model, a mixture of two types of Lennard-Jones particles, offers
valuable insights. Here, Anwar and Boateng174 demonstrated
that crystallisation may proceed through the formation of
small amorphous clusters (possibly representing PNCs), which
subsequently aggregate leading to liquid–liquid separation.
Nucleation of the crystalline phase then occurs within the
dense phase. Another popular example for the simulation
of mineral precipitation from aqueous solution is sodium
chloride. In this case, both unbiased and enhanced sampling
molecular dynamics schemes have been employed. When NaCl
is grown by gradual addition of ions to the simulation, then
amorphous clusters initially appear that develop crystalline
regions as time progresses.175 When enhanced sampling is
used,176 more ordered clusters with elements of the rock salt
structure are found, even at small sizes, though other work
has suggested that wurtzite may be more stable in this size
regime.177 Many of these clusters persist for reasonable lengths
of time, suggesting that perhaps they may be stable PNCs,
though a rigorous quantification of the equilibrium constants
is required to be certain.60

As a final note in this section, computer simulation has
identified PNCs for alkaline-earth minerals other than carbo-
nates, such as barite (BaSO4). Here, relatively ordered species
emerge that consist of only four formula units.178 However, this
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compact cluster is less symmetric than the eventual structure of
barite, likely due to increased hydration.

Accommodating PNCs within classical
theories

In this section, we review recent attempts to accommodate the
occurrence of PNCs within the framework of CNT. The considera-
tions are rather technical, and non-expert readers may directly
proceed to the section on the caveats of classical theories.

So as to accommodate stable, or metastable, clusters within
the framework of CNT, Hu et al.28 reformulated the classical
expression for the excess free energy (DGex(S)) in eqn (3) as;

DGex,cluster(S) B g3(f � C)�2 (9)

where C is a constant that depends on the shape, size and free
energy of the clusters. The sign indicates whether the minimum
in DGex,cluster is local (‘‘+’’, i.e. clusters are metastable with respect
to the free ions, case 1), or global (‘‘�’’, i.e. clusters are stable with
respect to the free ions, case 2), as depicted in Fig. 11. In case 1,
the presence of metastable clusters decreases the energetic
barrier, thereby facilitating nucleation, while in case 2, stable
clusters are considered to increase the barrier, thus complicating
nucleation. De Yoreo179 concludes that stable clusters can never
lie on the thermodynamic path of nucleation, and therefore can
only become relevant in nucleation processes due to kinetic
reasons. We note that this argument only holds for pathways
envisaged in CNT (cf. below).

Habraken et al.59 have used the concept of Hu et al.28 to
explain the nucleation of amorphous calcium phosphate, which
forms at levels of supersaturation too low to be rationalised by
CNT. It was proposed that [Ca(HPO4)3]4� complexes possess an

interfacial surface that renders them higher in free energy than
their dissolved constituent ions, and thus metastable (case 1).
This was inferred from the fractal nature of assemblies that
formed from the clusters after nucleation, rather than from
actual equilibrium constants (cf. above).

In the work of Baumgartner et al.,88 a similar treatment has
been presented for the nucleation of magnetite from solution,
assuming a given level of supersaturation (i.e. a given IAP, eqn (3)),
from which, in principle, either a metastable amorphous (A) or
stable crystalline phase (C) can be nucleated. These two distinct
possibilities are shown as pathways (I) and (II), respectively, in
Fig. 12a for the case of nucleation involving monomers as
building units. The dashed arrow between A and C indicates
that the amorphous phase can subsequently transform into the
crystalline phase according to Ostwald’s step rule.35 Depending
on the relative height of the barriers associated with the
nucleation of the two possible phases (DGex = DGA/C), either
the crystalline (DGA > DGC) or the amorphous modification
(DGA o DGC) will initially be formed. With the affinity for the
two phases (fA and fC) and their respective surface energies
(gA and gC), expressions similar to eqn (3) can be used to predict
the turnover between the two scenarios, as indicated by the

Fig. 11 Schematic representation of the excess free energy of clusters
DGex,cluster, which are conceived of as nuclei in the framework of an
extended CNT (eqn (9) and (10)), as a function of size (d). The excess free
energy is drawn relative to the free ions in solution, contains only surface
contributions, and is normalised to the surface energy of the bulk (blue
line). Stable clusters lie in a global minimum, whereas metastable clusters
populate local minima. Note that the hypothetical variations of DGex,cluster

in the graph are due to presumed (though as yet unknown) changes in the
surface energy of the clusters with increasing size. In-between the two
limiting cases (i.e. gcluster = 0 for d = 0 (dissolved state), and gcluster = gbulk

for d - N), there may be certain favourable structural configurations that
correspond to global or local minima. From ref. 179, reproduced with
permission from Macmillan Publishers, Copyright 2013.

Fig. 12 (a) Schematic representation of the four major potential pathways
from atoms or molecules to bulk phases. (b) Parameter space for different
ratios of surface and bulk energies, which determines whether an amorphous
or crystalline phase is preferentially nucleated at a level of supersaturation
according to a given IAP (eqn (3)). For monomer-based scenarios, the solid
line gives the turnover point between the two possibilities. Dashed lines
mark corresponding boundaries for cluster-based mechanism with different
relative cluster stabilities fP(fP/gC = �0.25, 0.25, and 0.50, respectively). Bold
and regular letters indicate the favoured phases for nucleation from clusters
and monomers, respectively. From ref. 88, reproduced with permission from
Macmillan Publishers, Copyright 2013.
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bold solid line in Fig. 12b for different relative values of the relevant
parameters (gA/gC = (gA/gC)2/3, where gA and gC are the bulk free
energies of the amorphous and crystalline phases, respectively).

On the other hand, when nucleation occurs through primary
particles or clusters, accretion of such species can also yield
either an amorphous intermediate (pathway (III) in Fig. 12a) or
directly the crystalline phase (pathway (IV) in Fig. 12a). Again,
the choice of which polymorph is nucleated will be determined
by the difference between the free energy barriers (DG̃A and DG̃C

for cluster-based nucleation of the amorphous and crystalline
phase, respectively), which can be written as follows:

D ~GC�A
critical ¼

16p
3

gC
3

gC � fp
� �2 � gA

3

gA � fp
� �2

" #
(10)

Here, fP represents the free energy of monodispersed clusters,
where a positive value indicates that this species is stable relative to
the free ions in solution. Thus, depending on the energetics of the
clusters (given as fP/gC in Fig. 12b), the boundary for the transition
between the two possible scenarios can be shifted in either direction
(gA/gC = ((gA� fP)/(gC� fP))2/3). If the free energy difference defined by
eqn (10) is negative, then the crystalline phase would nucleate
in preference to the amorphous one. Furthermore, it is evident
from Fig. 12b that the direct formation of the stable crystalline
phase becomes more and more favourable as the stability of the
clusters increases at a given ratio of surface energies gA/gC. In a
way, this is consistent with Ostwald’s rule of stages, which
predicts the phase that is energetically closest to the initial state
to be kinetically most readily accessible.

Physically, the balance between the activation energies for
the formation of an amorphous or crystalline critical nucleus
(eqn (10)) is controlled by the size of the critical nucleus, since
larger nuclei will require a higher number of clusters to be
consumed, in analogy to the model of Hu et al.28 Given that the
interfacial free energy of a crystalline phase is considerably
larger than that of an amorphous phase (i.e. gC c gA), this
requires the free energy of the primary particles/clusters to be a
substantial fraction of the bulk free energy of the amorphous
phase (i.e. gA � fP - 0) in order to lead to direct nucleation of
the crystalline modification according to eqn (10). In turn, this
implies either that the amorphous state must be much less
stable than the crystalline one, or that the clusters have a near
bulk-like free energy. The latter scenario is likely to be true for
strongly bonded covalent molecular fragments with a well-
defined structure, resembling the structure of the bulk material.
However, such clusters are unlikely to be in fast equilibrium with
the ions in solution, and therefore should not to be part of a
single homogeneous phase anymore. If this is the case, then a
phase separation (i.e. a nucleation event) has already taken place,
and the considered primary particles/clusters are no longer PNCs,
at least in the sense defined here.

Based on the above arguments, it appears that direct formation
of the crystalline bulk material—bypassing the amorphous phase
where one exists—may occur due to the presence of stable pre-
organised clusters, though not PNCs. However, this is more
likely to occur via pathway (IV) in Fig. 12a, which relies on

accretion of nanoparticles, rather than dissolution and sub-
sequent nucleation of the crystalline phase, as this avoids having to
overcome the activation barrier to return to the state of separated
dissolved ions in solution. In any case, the predictive and
explanatory power of modified CNT models, especially when
it comes to polymorph selection, needs to be evaluated in more
depth in the future.

Caveats of classical models

The treatments presented in the previous section are classical
in the sense that the balance between the surface and bulk
energy of nanoscopic nuclei is considered to be the basis for
nucleation kinetics. The analyses of Baumgartner et al.,88

Hu et al.28 and De Yoreo179 focus on the thermodynamic barrier
of nucleation, which scales with particle/cluster size and the
level of supersaturation. However, as indicated by Hu et al. and
De Yoreo, the problem of this approach is that we cannot know
exactly the size dependence of the interfacial free energy, which
will certainly exhibit minima at sizes corresponding to, for
instance, clusters with high coordination and beneficial arrange-
ment of hydration layers (as indicated schematically in Fig. 11).
On the other hand, considering nanoscopic nuclei to behave as if
they were macroscopic (i.e. the capillary assumption made in
CNT) and thus approximating their interfacial surface free energy
by that of the bulk material is questionable and may lead to
unrealistic predictions of e.g. nucleation rates in many systems. At
very small volumes and high curvature, interfaces are ill defined,
and for species dissolved in water, the notion of an interface
actually merges with the concept of the hydration of atoms, ions,
or molecules. Quantitatively, a combined nanoscopic picture of
the free enthalpies of hydration and interfacial surface may be
described by the differential quotient qG/qx, where G is the free
enthalpy and x is the distance from the centre of a solute species.
The problems discussed above now boil down to the question as
to how this expression may be integrated in the case of non-
infinitesimal distances, that is, for distances that cover the
dimensions of hydration layers or those of the interface. In
classical nucleation theory, it is assumed that the formation of
any species larger than the single monomers will be associated
with energetic costs arising from the generation of an interfacial
surface. Considering chemical reactions in aqueous solution, such
as ion-pairing, complex formation, or polymerisation, all chemical
species larger than monomers resulting from these reactions,
though well known to be stable in many cases, would be inher-
ently unstable according to the capillary assumption, owing to the
supposed creation of interfacial surface. In this regard, the models
of Hu et al.28 and Baumgartner et al.88 in a way transfer the
problem of the emergence of an interface to another level, that is,
from monomers to clusters.

Although it is very difficult to theoretically estimate the
kinetic barriers of nucleation within mechanistic models, such
effects could play a decisive role in the process of phase
separation. For example, in the case of calcium carbonate,
partial dehydration of Ca2+ and CO3

2� ions upon PNC formation
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(as well as concurrent structural rearrangements) result in a
state that is (relatively) close to the nucleated phase. Thus,
the kinetic activation barrier for the transition from partially
dehydrated PNCs to (even less hydrated, potentially liquid) ACC
may well be significantly lower than nucleation from the more
hydrated dissociated ions. Either way, in our opinion, this notion
directly reflects the empirical Ostwald–Volmer rule, which states
that, in the case of energetically similar modifications, the one
with the lowest density will form first.

In the following sections, we are going to confront the
concept of stable PNCs with the distinct ‘‘classical’’ models of
nucleation outlined above, and discuss discrepancies and common-
alities between the different approaches on the basis of experimental
and theoretical observations reviewed above. In doing so, we refer to
the different characteristic definitions of PNCs.

PNCs and CNT (binodal liquid–solid demixing)

First of all, PNCs differ from classical nuclei in terms of
composition (definition i), as they are strongly hydrated species
with a liquid-like character—in contrast to the capillary
assumption of CNT. While the size distribution of classical
nuclei and PNCs may both depend on the level of supersatura-
tion, only PNCs exist to a significant extent in (under-)saturated
solutions. Classically, nuclei are considered to be unstable and
become metastable at a given critical size. PNCs are stable
solutes in dynamic equilibrium with the free ions (ii). Hence,
the average concentration of PNCs in solution is much higher
than expected for classical nuclei, which are in fact supposed
to be very rare species. This directly follows from the corres-
ponding equilibrium constants, with K c 1 (stable) in the
case of PNCs, and 0 o K o 1 in the case of classical critical
nuclei (that represent a metastable transitional state).
Moreover, PNC-induced liquid–liquid phase transition and
subsequent accretion (iii) is not accounted for in CNT, and
can even be deemed thermodynamically impossible within the
classical framework.180 Hence, in contrast to classical nuclei,
PNCs should not be regarded as solid particles, but rather as
polynuclear solute ion association complexes exhibiting a
highly dynamic character (iv). Last, but not least, in principle,
distinct structures of classical nuclei can be accounted for when
corresponding stabilities, and with it, solubility products of the
different modifications are known (eqn (2)). However, the link
between pre- and post-nucleation speciation (v) can hardly be
explained based upon classical considerations, whereas the expla-
natory power of the PNC concept is very appealing—especially when
it comes to the occurrence of polyamorphism in minerals.63

PNCs and binodal liquid–liquid demixing

Binodal liquid–liquid demixing (with a nanoscopic phase
equilibrium according to eqn (6)) is different from binodal
liquid–solid demixing in regard to the structure of nuclei (i).
The structure of liquid-like (highly hydrated) minerals may be
quite close to that of PNCs. In fact, PNCs have been suggested
to exhibit liquid-like characteristics based upon computer
simulations, where the radius of gyration of the PNC could
vary by almost a factor of two at an energetic cost less than the

thermal energy per degree of freedom—reminiscent of distorting
the shape of a liquid droplet.60 Other than that, comparing the
characteristics of binodal liquid droplets to the characteristics of
PNCs, similar analogies and discrepancies as discussed for solid
nuclei in the different contexts should apply: as opposed to
PNCs, binodal fluctuations are unstable, and metastable at the
critical size (ii). Binodal fluctuations do not lead to aggregation-
based phase separations (iii), but may exhibit very similar dynamics
as PNCs (iv). Also the link between pre- and post-nucleation specia-
tion can hardly be explained based upon un- and meta-stable liquid
binodal fluctuations (v).

PNCs and spinodal decomposition

Spinodal fluctuations may have several commonalities with
PNCs. First, both spinodal fluctuations and PNCs may exhibit
a liquid-like character, and may be similar in terms of their
structure (i), in analogy to the notion outlined in the previous
sub-section. Size and size distributions, however, are very difficult
to compare, since spinodal fluctuations are not associated with
a barrier for phase separation, and can ultimately lead to the
formation of bicontinuous patterns (Fig. 3). PNCs, on the other
hand, are solutes associated with actual cluster size distribu-
tions in equilibrium (ii). Having said that, a generic common-
ality is that both PNCs and spinodal fluctuations spatially form
throughout a given system, whereas the key difference is that
PNC formation is a process yielding stable solute clusters (ii),
while spinodal fluctuations are non-equilibrium states. Further-
more, it is important to realise that spinodal fluctuations do not
occur in undersaturated solutions as well as close to the solid–liquid
(eqn (5)) or liquid–liquid (eqn (8)) coexistence line (binodal).
PNCs do exist under these conditions. PNCs are direct mole-
cular precursors to nanodroplets and hence participate in
the process of phase separation (iii). The nanodroplets aggre-
gate and form larger species that may still exhibit a liquid-
like character, which is to some extent commensurate with
spinodal demixing. However, spinodal processes generally lead
to the formation of two distinct homogeneous phases through
inhomogeneous fluctuations. This appears to be in stark con-
trast to the fractal, sub-structured entities produced upon nano-
droplet aggregation (Fig. 6), thus arguing against a spinodal
mechanism. It has to be noted, however, that the structural
features of droplet aggregates have so far only been observed in
cryo-TEM micrographs, which represent quenched states and do
hence not necessarily reflect the situation in solution. The dynamics
(iv) of spinodal fluctuations and PNCs are in fact supposed to be
similar. However, being a non-equilibrium process, spinodal fluctua-
tions cannot explain the link between pre- and post-nucleation
speciation observed experimentally (v).

PNCs and liquid–liquid phase separation

At first glance, the commonalities and differences between PNCs
and liquid–liquid binodal fluctuations, as well as spinodal
fluctuations outlined in the previous sub-sections, also appear
to apply for the corresponding processes in liquid–liquid phase
separation. The basic difference with regard to the above types of
phase separations, however, is that nucleated liquid droplets,
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regardless of whether they have formed via a binodal or spinodal
mechanism, do not exhibit constant solubility (eqn (7)). In other
words, an additional discrepancy arises from the specific charac-
teristics of the liquid–liquid phase equilibrium: PNCs are solutes,
whereas liquid droplets produced upon liquid–liquid separation
represent a second phase—without associated solubility. The
essence of this context can be illustrated by experimental data,
where dilute calcium solution is continuously dosed into dilute
carbonate buffer of constant pH as shown in Fig. 13. In fact, pre-
nucleation ion binding in PNCs according to;

Az+(l1) + Bz�(l1) ! (AB)cluster(l1) (11)

and in liquid–liquid equilibrium according to eqn (7) is per se
indistinguishable, at least based upon detected pre-nucleation ion
activities alone, as long as the respective equilibrium constants are
not markedly different. Upon the establishment of the liquid–
liquid equilibrium (according to eqn (7)) from a supersaturated
state, IAP*(l1) will decrease in a singular event (cf. the section on
liquid–liquid demixing). This should produce at least a kink in the
pre-nucleation development of the curves, which is not observed
experimentally (Fig. 13). Only when the level of supersaturation
(IAP*(l1)/IAP(l1), eqn (8)) generated upon crossing the putative
liquid–liquid binodal is very close to unity upon liquid–liquid
separation, can the experimental data (Fig. 12) be reconciled
with this type of liquid–liquid separation occurring before the
drop in calcium that indicates nucleation of solid CaCO3 (arrows
in Fig. 13). However, a discontinuous pre-nucleation binding of
carbonate species, specifically bicarbonate, has been observed in
the work of Bewernitz et al.,51 where it was interpreted as a pointer
towards liquid–liquid separation as discussed here, though at pH
values distinctly lower than those shown in Fig. 13. In any case,
other model-dependent discriminations—such as cluster/droplet
size distributions—probably need to be employed to be able to
differentiate between the phenomena mechanistically.52

When the equilibrium constants of ion binding within PNCs
(eqn (11)) and liquid–liquid coexistence (eqn (7)) are similar,
and the liquid droplets are nucleated essentially without super-
saturation (eqn (8)), the crossing of the liquid–liquid binodal
may not affect the behaviour of pre-nucleation ion binding.
Alternatively, the liquid–liquid equilibrium may also be established
very slowly. In either case, this type of liquid–liquid binodal
demixing might happen anywhere before the distinct change
indicated by arrows in Fig. 13. As a further alternative, the
corresponding PNC-to-nanodroplet transition may be reflected
in the development after nucleation (arrows), where the ion
binding behaviour establishes the post-nucleation solubility of
the formed solid (eqn (5)), or liquid, phase (eqn (6)).

Hence, regardless at which point in the curves in Fig. 13
liquid–liquid separation occurs exactly, PNCs can be regarded
as the direct precursors of liquid nanodroplets. This is probably
most evident in the case of CaCO3 precipitation, where liquid
precursor phases have frequently been observed.49,51,55 The
notions introduced by Wallace et al.52 can thus provide the
crucial information to explain how a nanoscopic liquid–liquid
separation can be possible from a molecular point of view.
In fact, the phase equilibrium in eqn (7) only considers the
presence of two distinct liquid phases l1 and l2 of the solvent
with its solute monomers. Without active association equilibria
(eqn (11), albeit within both l1 and l2), PNC formation will not
occur in either liquid phase. In other words, the formation of
larger PNCs—which have been suggested to undergo a transi-
tion to less dynamic species with higher ionic coordination
(cf. section on computer simulations)—within the dense liquid
phase l2 is ultimately assisted by the formation of the dense
liquid phase itself, that is, by a higher IAP(l2). This idea
essentially reflects the clarification of Davey et al.46—i.e. that
two distinct liquid phases do not have any bearing on the
nucleation process other than to offer two distinct environ-
ments, where both classical and ‘‘non-classical’’ mechanisms
may be active, or heterogeneous nucleation may be promoted
owing to the presence of interfaces.

A central question is whether PNCs form in the nanoscopic
dense liquid droplets and change speciation, or is the formation
of nanoscopic dense liquid droplets induced or promoted by the
PNCs? In the work of Wallace et al.,52 this issue is avoided by
referring to the phenomenon as a ‘‘microscopic liquid–liquid
separation’’, that is, a purely nanoscopic phenomenon, where
also the liquid–liquid phase interface becomes ill-defined, and
inhomogeneous fluctuations may be envisaged to occur upon the
establishment of a liquid–liquid equilibrium within the notions of
Cahn and Hilliard.44 It is important to emphasise that liquid–
liquid separation cannot explain the experimentally observed
occurrence of PNCs in the stable region of the phase diagrams.
Furthermore, as indicated above, so as to be consistent with
experimental observations, the proposed liquid–liquid equili-
brium (eqn (7)) needs to be associated with similar equilibrium
constants as pre-nucleation ion association (eqn (11)), as well
as occur essentially without supersaturation via a binodal
mechanism. Indeed, this necessity highlights the molecular
precursor character of the PNCs. Thus, we must conclude that

Fig. 13 Free calcium detected with an ion selective electrode in 25 mL
10 mM carbonate buffer at pH 9.00, 9.25, 9.50, 9.75 and 10.0 as indicated,
during addition of aqueous 10 mM calcium chloride solution at a constant
rate of 10 mL min�1. Arrows indicate the time of nucleation of solid calcium
carbonate. Before this point in time, there are no obvious indications of
phase separation, as the detected calcium develops continuously. The
difference between the added calcium (dashed line) and detected calcium
prior to nucleation is ascribed to the binding in stable PNCs. Reproduced
with permission from ref. 20.
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either way, the phenomena cannot be explained based upon
strictly ‘‘classical’’ considerations, or without the occurrence of
PNCs. The change in speciation of PNCs may indeed be labelled
as liquid–liquid separation, if the pre-requisites outlined above
do apply, but this ultimately becomes a question of semantics.
Phase separation via PNCs can proceed via liquid–liquid demixing,
and the PNC notion explains how nanoscopic dense liquid droplets
can be formed from a molecular point of view.

Towards an alternative model of phase
separation

As discussed in detail above, the occurrence of PNCs cannot be
explained thoroughly within any of the existing models of
phase separation. It becomes obvious that PNC formation relies
on chemical interactions in aqueous solution. It is difficult to
give generic values for the change in free energy upon clustering;
however, very strong interactions that are more exergonic than
approximately �20 kBT appear improbable in aqueous
solutions. For example, Busenberg and Plummer181 gave a
summary of common ion pairing constants, which should be
regarded as a good measure, where the largest association con-
stant, found for the case of magnesium phosphate, corresponds
to a change in free energy of ca. �16 kBT. The key to PNC
formation is the balance between the free energies of hydration
and interaction of the constituents, which should be valid for both
distinctly covalent and ionic interactions, as well as hydrogen
bonding. Aluminium hydroxides, iron(oxy)(hydr)oxides, as well as
silica, undergo polycondensation reactions, forming chemical
bonds with more pronounced, or even distinctly covalent char-
acter. In contrast, calcium carbonate and calcium phosphate
exhibit interactions that are almost purely ionic in nature. Last,
but not least, the example of amino acids shows that PNC
formation can also rely on specific intermolecular interactions
such as hydrogen bonding.

Indeed, the balance between monomer–monomer interaction
and monomer hydration should determine the actual degree of
association. In cases where the interactions between the mono-
mers are of moderate strength, as is the case in aqueous solution
(see above), the outcome of the ion association will be a distribu-
tion of clusters or oligomers of different sizes, as described e.g. by
the polycondensation theory of Flory.182,183 Since there is no
interface that must be minimised, a population of oligomers with
various sizes is indeed entropically favourable. At the same time,
PNCs do not grow without limit to yield macroscopic particles as
they are solutes, and there is no need to minimise interfacial
surfaces—at least, in the initial stages.182

Computer simulations have shown that large PNCs become
distinct from the smaller ones,52,60,63 as they develop a higher
coordination number to species other than water. Moreover,
there may be certain configurations that may be more stable
than others (e.g. Keggin ion), which also slows down the
dynamics, and these species do not qualify as PNCs anymore.
At this point, the PNCs become nanoscopic droplets, which can
aggregate and form larger entities that undergo progressive

dehydration to give solid nanoparticles, as described above. For
example, the crystallisation of calcium carbonate along the PNC
pathway can be understood chemically and structurally as a
progressive, step-wise loss of hydration water, according to the
sequence Ca2+

(aq)/HCO3
�

(aq)/CO3
2�

(aq) - PNCs - dense liquid
nanodroplets - liquid ACC - solid ACC - anhydrous crystal-
line polymorphs. In this scenario, different fundamental barriers
may be envisaged that inhibit phase separation from proceeding
spontaneously, as observed experimentally. During the actual
step of phase separation, i.e. from PNCs to nanodroplets,
the nanodroplets may aggregate into larger assemblies, which
ultimately yield nanoparticles of ACC by coalescence and fusion
of individual nanodroplets into a continuous phase. Depending
on certain experimental parameters and/or the particular state at
which the process is quenched, the initially obtained phase can
still contain higher or lower amounts of water, and thus display a
more or less liquid-like character. For example, there is evidence
that at near-neutral pH (typically between 7 and 8), nucleation
of CaCO3 preferentially results in liquid-like intermediates,50

possibly due to the influence of bicarbonate ions.51 These may
be either incorporated into the nascent phase, owing to non-
equilibrium conditions upon liquid–liquid phase separation, or
stabilise the droplets intrinsically by binding to their interfacial
surfaces.51 Likewise, additives such as polyelectrolytes were
shown to be capable of stabilising liquid CaCO3 as well as
amino acid precursors,49,153 probably because they can effectively
inhibit the release of hydration water or stabilise the nanodroplets
colloidally.64,184 Finally, it has been suggested that precipitation
from high levels of supersaturation can result in liquid-like initial
structures,33,54 albeit the pathway could change toward a spinodal
one under these conditions.

Open questions and challenges

There are several open questions that need to be answered to further
our understanding of the molecular processes that underlie phase
separation. In the tentative list below, we have simply listed some of
the questions and challenges without going into the details of the
connections to the above discussions for the sake of brevity:
� Is there a crossover in thermodynamic stability of poly-

morphs at the nanoscale?
� What is the dependence of the PNC size distribution on

supersaturation?
� Where is the locus of the liquid–liquid binodal?
� What is the size distribution of PNCs, or nanodroplets,

beyond the liquid–liquid binodal?
� What is the average lifetime of PNCs and nanodroplets?
� Is the pathway envisaged in CNT blocked owing to the

formation of PNCs?
� Are PNC-like pathways relevant in heterogeneous nucleation?
� Do, or can, liquid phases form that exhibit solubility?
� Are there liquid–liquid transitions in initially formed phases?
� Are the phases formed via aggregation of nanodroplets

homogeneous or sub-structured at the nanoscale?
� Does the formation of solid amorphous phases from

liquid nanodroplets proceed via nucleation or simply dehydra-
tion (solidification)?
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� Where is the locus of the solid–liquid spinodal?
� Does polyamorphism rely on the presence of PNCs?
� What is the molecular structural explanation for

polyamorphism?
� What is the role of the hydration network in the PNC

pathway?
� Are there amorphous–amorphous (solid–solid) transitions

upon Ostwald ripening?
� Do, or can, crystals nucleate directly from PNCs, or are

phase-separated nanodroplets a requirement for the nucleation
of solids?
� Are nanodroplets, or PNCs, relevant for crystal growth?

Conclusions

In conclusion, there is vast experimental evidence for the
occurrence of PNCs in various systems, including the most
important biominerals, calcium carbonate and phosphate,
iron(oxy)(hydr)oxides, and silica, as well as organic molecules
such as amino acids. Computer simulations shed light on the
structural features of PNCs, and the molecular mechanisms
that underlie phase separation processes via PNCs.

When it comes to current attempts to include PNCs in the
framework of classical nucleation theory, the predictive and
explanatory power of these models will have to be tested in the
future. In this context, it should be noted that the (non-)88

existence of (amorphous) intermediate phases may be difficult
to detect. Attempts to trace meta- or unstable precursor phases
usually rely on quenching techniques, as performed amongst
others for calcium sulfate185 or iron oxide88 crystallisation.
Such methods are generally liable to artefacts, and transient,
and/or highly dynamic, intermediates can simply be missed
although they in fact exist. Historically, this has been one of the
reasons why amorphous intermediates have for a long time
been overlooked in the case of calcium carbonate, where their
importance is generally accepted today.49

PNCs can be regarded as molecular solute precursors to
binodal fluctuations in nanoscopic liquid–liquid separation.52

While this mechanism can rationalise many observations, it
appears that theories of phase separation in general need to be
expanded by chemical notions, because the physical notion of the
generation of an interface alone cannot explain the experimentally
observed behaviour, in many cases. Chemical interactions in
solution can lead to association events, which are not linked to
the problem of phase separation at all, and can proceed signifi-
cantly beyond the dimer. However, these chemical solute species,
PNCs, can change their structure and/or dynamics, and thereby
lay the foundation to the process of phase separation at advanced
stages. We thus propose that phase separation via PNCs encom-
passes the following three major steps:

(a) Solute association occurs in accordance with dynamic
polycondensation reactions. The formed associates are stable
and exist in equilibrium with their constituent monomers.
Association can be based upon covalent, ionic or hydrogen-
bonding interactions, while in the case of very weak interactions,

significant association may only be achieved once sufficiently
high concentrations of monomers are present.

(b) Large PNCs can form only upon reaching a certain critical
composition (i.e. critical IAP or concentration depending on the
species), which may define the locus of the liquid–liquid binodal
(eqn (7)). At this point, the PNCs (can) change speciation and
become less dynamic; they develop interfaces, and become
nanodroplets. However, the direct creation of a nanoscopic solid
phase from PNCs should not be excluded categorically.

(c) The nanoscopic intermediate phase undergoes concurrent
accretion and dehydration,186 which can lead to either sub-
structured (aggregation) or homogeneous (coalescence) inter-
mediates. Eventually, solid amorphous nanoparticles are formed,
which subsequently may crystallise. Depending on the specific
kinetics, various intermediate forms may be accessible.

At this point, we take the opportunity to deliberate on our
basic PNC definitions. The definition of the composition of
PNCs (definition i) is intentionally wide. The stoichiometry
(if applicable) of constituents in the PNCs may resemble that
of the bulk phase with the addition of hydration water, as well
as hydroxide or hydronium ions. These may be regarded as
additional chemical species bound in PNCs, but may also
directly participate in the early stages of crystallisation via
acid–base equilibria with the primary PNC constituents. The
coordination of spectator ions to PNCs should not be categori-
cally excluded, but since they are not a part of the forming
solid, they should not be regarded to be a part of PNCs either.
It is inherently difficult to decide a priori if a given complex or
cluster does play a role in phase separation or not, and
experimental evidence is necessary. However, the vast majority
of mononuclear coordination complexes187 almost certainly do
not qualify as PNCs, as they clearly do not form corresponding
solids, and may exhibit very slow dynamics (e.g. Cr(III) aqua
complexes).188 The latter point highlights that the dynamics of
PNCs is a very important definition (iv), which is central to
pinpointing the event of phase separation. The highly dynamic
change in configuration influences both the connectivity of the
PNCs and the exchange rate of the constituent species with the
solution. Essentially, the dynamic nature of PNCs underpins
the notion that they do not have interfacial surfaces (definition
ii and iii), which would typically bring about much slower
exchange rates. So as to qualify as a PNC, either a dynamic
connectivity, or a highly dynamic exchange of constituents with
the solution (or both) has to be fulfilled. With this requirement,
also rather small clusters may not qualify as PNCs—such as the
Keggin ion. A crucial question in this context is at what size
solutes with slow dynamics will become nanophases, and can
be associated with an interfacial surface rather than a hydra-
tion layer? This will intimately depend on the structure of the
solvent, i.e. water. Indeed, considerations of hydrogen bonding
maintained around small solutes, but not around species larger
than 0.5–1 nm, could be one criterion to discriminate between
hydration layers and interfaces for ‘solutes’ with slow dynamics,
as discussed in detail elsewhere.189,190

In realising that ‘‘classical’’ notions of nucleation have been
modified—empirically, semi-empirically, and sometimes with
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profound theoretical foundation,11 so as to successfully
describe experimental data, we suggest to use the unambiguous
term ‘‘pre-nucleation cluster pathway’’ for the process of phase
separation described here. Finally, we would like to point out
that all of the above shows that minerals—the benchmark of
hard materials—do behave like soft matter191 during the
early stages of precipitation, which involves the discussion of
liquid precursors to mesocrystalline intermediates and single
crystals.192,193 Including the ‘‘in-between’’194 of molecular and
solid-state chemistry appears to be strictly required for the
description of phase separation processes. These aspects
are especially appealing to further our understanding of bio-
mineralisation, where soft matter interactions may be the basis
of the sophisticated and concerted control of mineralization
in organisms.195
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