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Kinetic Monte Carlo simulations are used to examine the effect of high-energy, ‘hot’ delocalised charge transfer (HCT) states for donor:acceptor and mixed:aggregate blends, the latter relating to polymer:fullerene photovoltaic devices. Increased fullerene aggregation is shown to enhance charge generation and short-circuit device current – largely due to the increased production of HCT states at the aggregate interface. However, the instances where HCT states are predicted to give internal quantum efficiencies in the region of 50% do not correspond to HCT delocalisation or electron mobility measured in experiments. These data therefore suggest that HCT states are not the primary cause of high quantum efficiencies in some polymer:fullerene OPVs. Instead it is argued that HCT states are responsible for the fast charge generation seen in spectroscopy, but that regional variation in energy levels are the cause of long-term, efficient free-charge generation.

1. Introduction

The performance of bulk heterojunction organic photovoltaic devices (OPVs) has improved rapidly since their invention in 1995.1,2 Today, lab-made, single junction OPVs have almost reached 10% power conversion efficiency,3,4 seen by some as the threshold at which OPVs become commercially viable.5 These improvements in efficiency have come about largely by better matching the absorption spectrum of the blend components to sunlight,6 as well as optimising the processing conditions of the active layer.7 However, there is still active discussion8–11 as to the mechanism by which efficient, even 80% efficient,12,13 free-charge generation can be achieved in organic materials. Efficient operation is perhaps unexpected because the dielectric constant is small (e ~ 3), meaning that photoabsorption creates excitons with a high binding energy14 rather than free-charges, and the recombination rate of high-performance polymer:fullerene OPVs, is of the order 10³ s⁻¹.15–19

To try to explain this apparent contradiction, the focus of the community has turned to the charge transfer (CT) state; the precursor of free charges which is formed by the dissociation of the exciton at the interface between electron-donating and electron-accepting components of the OPV. The traditional picture is that the photogenerated Frenkel (i.e. tightly bound) exciton dissociates to yield a bound CT state that is localised at the donor–acceptor interface. This bound CT state then requires a series of intermolecular hops driven by an energy gradient to successfully dissociate into free charges, a process that is expected to be both slow and inefficient.20 Bakulin et al.21 carried out detailed pump–push–probe measurements on a range of OPV blends and explained the resulting data by proposing exciton dissociation instead creates a high-energy, or ‘hot’ charge transfer (HCT) state with a delocalised, band-like character which in turn leads to reduced Coulomb interaction between the electron and hole parts of the wavefunction. The concept of HCT states is consistent with spectroscopy investigations which show free-charge generation is fast, i.e. in the hundreds of fs range,22–25 in some materials systems. Some have gone on to argue that the lifetime of the HCT state represents a time limit for efficient free-charge generation, as the Coulomb binding energy of the bound CT state formed once the HCT state cools is much larger than kT.25 The spatially separated character of HCT states is supported by quantum chemical calculations.21,26 Indeed, it has been suggested that Frenkel excitons generally dissociate to yield spatially separated electron–hole pairs.26,27 Later work has gone on to suggest that the delocalisation of HCT states is associated with fullerene aggregates,28,29 which is consistent with the correlation between the presence of fullerene aggregates and high performance in polymer:fullerene OPVs.30,31
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These arguments when taken together appear to offer a compelling explanation why OPVs may show efficient charge generation.

However, while the existence of a HCT state is well established, its effect on OPV performance is still a matter of discussion. The literature discussed above mostly utilises spectroscopy or calculations of CT states and dynamics, and so are mostly concerned with short timescales (~fs–ps) and small lengthscales (~Å nm). Other long-time (~μs) or steady-state measurements on OPV devices (therefore implying lengthscales of ~100 nm) suggest that the efficiency of free-charge generation is largely unaffected by whether HCT or bound CT states are excited, at least at room temperature. Furthermore, other mechanisms have been suggested as to how free-charge generation from a bound CT state may be efficient. The resulting picture is not clear and poses difficulties as to how OPV technology should be developed further. For instance, if HCT states are the primary reason why OPVs show efficient performance then materials development should attempt to enhance structural rigidity and suppress torsional relaxation, while processing should seek to promote fullerene aggregation. If, on the other hand, HCT states are not the primary cause of efficient free-charge generation then other techniques may need to be employed.

In this paper we attempt to quantify the efficacy of HCT states by taking as a starting point the assumption that HCT states do indeed occur, and that upon cooling, the electron and hole polaron have obtained an enhanced mutual separation, as a result of initial delocalisation. We then use a modified kinetic Monte Carlo (KMC) model to examine the subsequent behaviour of the charge pair, and the consequent effect on OPV performance. The aim of this exercise will be to see whether HCTs can provide the quantum efficiencies seen in experiment for common polymer:fullerene OPV systems. We find that HCT states do indeed improve the efficiency of charge generation as anticipated, but that the degree of delocalisation required to obtain the performance seen in OPVs is in excess of that measured in experiment. We also show that the efficacy of HCT states depends strongly on morphology, and in particular, that HCT states are most effective when fullerene aggregates are dispersed throughout the molecularly mixed phase. However, none of the morphologies considered are predicted to give rise to efficient OPV performance as seen in experiment. Further investigations examining the interplay between kinetics and energetics of free-charge generation suggest that HCT states provide most significant benefit under two sets of conditions. The first occurs for when the degree of delocalisation, r, is of the order of 10 nm, meaning the Coulomb binding energy approaches kT and separation becomes energetically favourable. The second occurs for small r (~4 nm) and when electron mobility is small, meaning recombination is kinetically unfavourable. It is argued that neither circumstance is expected in polymer:fullerene OPVs and that high efficiency seen in such devices is most likely due to other mechanisms, or a combination.

The paper is arranged as follows. In Section 2 simulations, the morphologies used in this investigation are described in Section 2.1 and the KMC methodology explained in Section 2.2. In Section 3 Results, the effect of hot charge transfer states is then examined in the context of donor:acceptor blends in Section 3.1 and mixed-aggregate blends in Section 3.2, including both geminate pair separation and OPV device simulations. In Section 4, we propose reasons why HCT states are not as effective in producing charges as expected, and discuss alternative mechanisms, before concluding in Section 5.

2. Simulations

2.1 Morphologies

The morphology used in KMC modelling was derived from modified Cahn–Hilliard theory, which is described briefly here, the equations presented in ESI† (Section S1), and discussed in greater detail elsewhere. The simulation volume within the KMC model is a 3-dimensional, regular array of 1 nm³ lattice sites extending 128 nm in each direction. Each site has an associated local composition, ϕ, where ϕ = 1 represents only donor material and ϕ = 0 represents only acceptor material. Initially, the value of ϕ is set to the bulk donor:acceptor ratio with an additional small random perturbation, δ to seed the morphology. The volume is considered to be a polymer melt, and is then quenched such that spinodal decomposition is favoured. The thermodynamics and kinetics of morphology evolution during the quench are described by a modified Cahn–Hilliard equation. Phase separation is allowed to continue until the morphology features have developed to the desired size, whereupon the simulation is stopped.

The Cahn–Hilliard free energy expression, and enhancements thereof, allow the simulation of multi-component bulk heterojunction morphologies, which have found extensive use in KMC investigations. Such methods have allowed for significant advancements towards a predictive model for morphology formation by considering the effect on morphology of, for example, spinodal phase segregation during evaporation and substrate-induced phase demixing. In general, such models have provided good agreement with experimental observations of morphology. We note that research is ongoing to incorporate material crystallisation in the morphology generation process, however in this investigation, we do not consider the effect of such kinetics.

The input parameters for the Cahn–Hilliard equations are the molecular weight of the donor and acceptor components, ND and NA respectively, and the initial donor:acceptor volume ratio of the blend. Two sets of input parameters are used to generate morphologies for use in this paper; one results in morphologies similar to an all-polymer blend, which have ND/NA = 1 and a donor volume ratio of 0.5; the second results in morphologies similar to a polymer:fullerene blend, which have ND/NA = 30 and a donor volume ratio of 0.4, i.e. have a slight excess of a smaller molecular weight acceptor. The end result of Cahn–Hilliard simulations is a 3-dimensional array of Φ which represents the morphology, which is further processed for use in KMC simulations. For morphologies with ND/NA = 1, sites with Φ ≤ 0.5 are assigned as pure donor, whereas sites with Φ > 0.5 are assigned as pure acceptor, leading to morphologies of the type shown in Fig. 1a. Evolving these morphologies...
bound CT state, in which an electron–hole pair is injected on

2.2 Kinetic Monte Carlo simulations

For each cell within the morphology we additionally assign a random, Gaussian distributed energetic disorder. As high-performance polymer:fullerene OPVs are of primary interest here, we set the standard deviation of the Gaussian density of states to 50 meV, representative of the high mobility organic materials utilised in such devices.46,47 We note that Gaussian distributed energetic disorder is time-invariant.

2.2 Kinetic Monte Carlo simulations

Charge transfer states. In the current KMC simulations the CT state is implemented in either of two different ways; first is a bound CT state, in which an electron–hole pair is injected on adjacent, 1 nm separate, sites; second is a HCT state, which after cooling results in an electron–hole pair with a separation of \( r \). Our aim here is not to model the process of HCT cooling, rather it is to predict the onward behaviour of the electron–hole pair left behind after the HCT state has cooled. The process of examining HCT state cooling is a task better suited to quantum-chemical and spectroscopy studies.21,22,25 KMC is used here as a way of linking the broad features of nanoscale processes (i.e. the separated electron–hole pair) with the macroscopic elements of OPV performance (i.e. the \( J–V \) curve).

Practically, the HCT state is implemented as follows. If an exciton is generated in a mixed phase, it dissociates immediately to yield an electron–hole pair with a mutual separation of 1 nm as suggested by experiment29 (however, at points in the current investigation we relax this assumptions to make HCT states occur more generally, but this is described more fully in the text later on). If the exciton is generated within a donor, acceptor or aggregate phase, and further diffuses to an interface, the exciton dissociates and immediately yields a separated electron–hole pair; the separated electron–hole pair being the cooled remains of the HCT state. This assumes that the HCT state cools to yield a separated charge pair on a timescale shorter than any of the other processes occurring within the device, which is in broad agreement with experiment.22,25 Furthermore, this assumes that delocalisation is associated with aggregated fullerene, as also been suggested by experiment.28,29 The position of the electron is determined by a 3-dimensional random walk which terminates when the mutual separation of the electron–hole pair reaches the pre-defined HCT separation, \( r \). Hence HCT dissociation immediately results in the injection of an electron at a random position with pre-defined separation to the hole, \( r \). The hole is always created at the interface between donor and acceptor (D:A morphologies) or mixed and aggregate (Mx:Ag morphologies) materials.

Morphologies are labelled as donor:acceptor (D:A) (a) or mixed:aggregate (Mx:Ag) (b–e) systems, along with the average domain size, \( d \) or proportion of aggregated acceptor, \( \beta \) respectively.
Charge transport and recombination. Charge transport is via nearest neighbour hopping at a rate given by the Marcus expression:

\[ k_{\text{hop}} = v_0 \exp \left( -\frac{(\Delta E + E_r)^2}{4E_r k_B T} \right) \]

(1)

where \( v_0 \) is a hopping prefactor related to the electronic coupling between origin and destination sites, \( k_B \) is the Boltzmann constant and \( T \) is the absolute temperature, \( \Delta E \) is the difference in energy between the origin and destination sites and \( E_r \) is the reorganisation energy. \( \Delta E \) includes both contributions from the internal electric field and Coulombic interactions between charges and image charges.36 The internal electric field is the summation of the electric field due to applied bias, and the electric field due to the difference in electrode workfunctions (i.e. built-in field). In order to produce carrier mobilities similar to those reported for polymer:fullerene blends we take \( E_r = 4 \times 10^{-20} \text{ J} \), \( v_0 = 1 \times 10^{11} \text{ s}^{-1} \), which results in \( \mu = 7 \times 10^{-4} \text{ cm}^2 \text{ V}^{-1} \text{ s}^{-1} \) at a field of \( F = 5 \times 10^6 \text{ V m}^{-1} \).48 The transport of electrons and holes were assumed to be the same for simplicity. For D:A blends, electrons and holes are confined to acceptor and donor sites respectively, while in Mx:Ag blends, electrons are permitted to hop anywhere and holes are confined to mixed phases. Note that the transport of electrons in the mixed phase is assumed to be the same as in the aggregate phase. This is a best-case scenario for the carrier mobility through the mixed phase as it is likely the composition of the mixed phase effect the corresponding electron or hole mobility.49 Adjacent, 1 nm separated, charges recombined at a rate \( k_r \), either at \( 1 \times 10^7 \text{ s}^{-1} \), which is typical of all-polymer blends,50 or \( 1 \times 10^9 \text{ s}^{-1} \), which is typical of polymer:fullerene blends such as P3HT:PC61BM16,17 APFO3:PC70BM18 and MEH-PPV:PC61BM.19

Behaviours for charges and excitons were determined by first calculating the rates for the various processes which can occur to the particle in question, and generating waiting times for each using the following equation:

\[ \tau = \frac{\ln(x)}{k} \]

(2)

where \( x \) is a uniformly distributed random number between 0 and 1, and \( k \) is the rate for the given process. The event with the shortest wait time was selected for the behaviour of the particle in question. This particle behaviour was placed into a queue of events for other particles (i.e. other charges and excitons), which were ordered by increasing wait time. The simulation proceeded by stepping to the first event in the queue, executing that event (e.g. a hop), calculating the next event for the particle in question, re-inserting the particle into the queue, and repeating. Implicit in this arrangement of calculation is the approximation that rates determining the behaviour of charges do not change between when the particle is first moved to a new location and the time when its next behaviour is implemented. This approximation is called the first reaction method and has been shown to have minimal effect on charge separation dynamics.36

Geminate pair simulations. For D:A morphologies, CT states were created at random heterojunctions. These were either bound CT states (i.e. adjacent carriers) or HCT states with a given delocalisation, \( r \). For Mx:Ag morphologies, CT states were created when a randomly selected adjacent site pair within the morphology were either a mixed:aggregate interface, or both sites were part of the molecularly mixed phase. CT states generated in the mixed phase were always bound, whereas CT states produced across a mixed:aggregate interface were treated as HCT states. The created electron–hole pair were permitted to hop under the influence of mutual Coulomb attraction, electric field, and energetic disorder until they either recombined or gained a mutual separation of 25 nm, at which point they were considered to have separated successfully. We define the ratio of successfully separated charges to the number of geminate charge pairs simulated to be the free-charge generation efficiency, \( \eta_{\text{SEP}} \). This process was repeated for over \( 7 \times 10^6 \) iterations and for 15 different configurations of energetic disorder to obtain reliable statistics.

Device simulations. Excitons were photoinjected to the device at a rate approximating AM1.5 conditions as described in the ESI† (Section S3). Excitons were permitted to hop through the device at a rate governed by a simplified Förster energy transfer equation:51

\[ k_F = \frac{1}{\tau_{\text{ex}}} \left( \frac{r_F}{r_E} \right)^6 f(\Delta V) \]

(3)

where \( \tau_{\text{ex}} = 500 \text{ fs} \) is the exciton lifetime, \( r_F = 4.3 \text{ nm} \), \( r_E \) and \( \Delta V \) are respectively the separation and change in energy between the origin and destination sites, and \( f \) is a Boltzmann term.

When \( \Delta V > 0 \), \( f(\Delta V) = \exp \left( -\frac{q\Delta V}{k_B T} \right) \), whereas when \( \Delta V < 0 \), \( f(\Delta V) = 1 \). Here \( q \) is the electronic charge. This approach, which allows for microscopic variations in exciton transport due to disorder, was shown by Scheidler et al.51 to give excellent agreement with exciton decay dynamics in PPV. After each exciton hop, a check was performed to determine whether dissociation was permitted at the new location. If it was, the exciton immediately dissociated into charge carriers, implicitly assuming that exciton dissociation rate was much faster than other rates considered. If there was more than one option for dissociation (i.e. more than one interface was adjacent to the current site of the exciton), dissociation occurred at a randomly chosen interface. The carriers generated by exciton dissociation were then able to hop in the same manner as described above.

Charges were also injected into the device from both electrodes as dark (or diode) current. Injection rates were calculated as a Marcus hop (eqn (1)) of a carrier type from the corresponding electrode (holes from anode, electrons from cathode) to a site at the boundary of the simulation volume, using \( \Delta E \) based on the bandgap, carrier injection barrier and potential of the destination site in a similar manner to Marsh et al.52 All parameters used in the simulations, including injection barriers and bandgaps, are included in the ESI† (Section S3).

Device simulations proceeded until the system had converged, usually after approximately 25 000 photoinjections had been recorded. At this point the current density was calculated from
the net rate of charges transferring out of the device. The power conversion efficiency ($\eta$) was calculated as a ratio of the output and input powers,

$$\eta = \frac{V_{OC} \times J_{SC} \times FF}{P_{IN}},$$

(4)

where $V_{OC}$ is the voltage at open circuit, $J_{SC}$ is the current at short circuit, FF is the device fill factor and $P_{IN}$ is the input flux (100 mW cm$^{-2}$ for AM1.5). Simulations were repeated for at least 15 different configurations of energetic disorder.

### 3. Results

#### 3.1 Hot charge transfer states in donor:acceptor blends

Fig. 2 shows the free-charge generation efficiency $\eta_{SEP}$ as a function of HCT delocalisation, $r$ for a D:A morphology. Two recombination rates are examined, $k_1 = 1 \times 10^7$ s$^{-1}$ which is similar to that found in all-polymer OPVs, and $k_2 = 1 \times 10^5$ s$^{-1}$, similar to that observed in polymer:fullerene OPVs. For bound CT states ($r = 1$ nm) it is seen that the higher recombination rate results in lower separation efficiency as expected. However, as $r$ is increased, the separation efficiency increases for both recombination rates considered, with both curves intersecting at $r$ beyond 4 nm.

The free-charge generation efficiency measured here is most closely related to the internal quantum efficiency (IQE) of an OPV measured in experiment. Although the values of IQE measured can vary substantially depending on the treatment and manufacture of the device and the annealing conditions, efficient polymer:fullerene OPV systems typically have IQEs of the order of 50% or more. For example, unannealed P3HT:PC$_{61}$BM devices produce an IQE of around 20% to 30% while solvent annealed and thermally annealed devices typically have IQE of approximately 65% and 80% respectively. Unannealed PTB7:PC$_{71}$BM devices have an IQE of 65%, which increases to 85% after annealing. Other devices made from p-DTS(FBTTh$_2$)$_2$:PC$_{71}$BM and PCDTBT:PC$_{71}$BM have been reported to have IQEs that reach 80% and 100% respectively. In order to observe efficiencies close to 50% in the current simulations, it is necessary to have $r = 10$ nm.

This contrasts with delocalisation of $r \sim 4$ nm measured by experiment for DTS(FBTTh)$_2$:PC$_{71}$BM and PCDTBT:PC$_{71}$BM blends. It is difficult to reconcile IQE in excess of 80% with $r \sim 4$ nm on the basis of the current KMC data.

\[\text{Gélinas et al.}\]

note that the electro-absorption measurements are expected to be most sensitive to electron–hole separations of up to 5–6 nm, since the strength of the electro-absorption signal is proportional to the dipolar field (i.e. $\propto 1/r$). Hence it is possible that larger delocalisation occurs in these blends but it is not possible to detect with the electro-absorption technique. Another method to enquire whether HCT delocalisation occurs over larger lengthscales is quantum chemical calculations. Atomistic approaches to these calculations necessarily consider only a few molecules at the interface for computational reasons, and so maximal HCT state delocalisation is likely to be limited by the simulation volume (of the order of 1 nm).\[\text{Troisi et al.}\]

suggest that long range exciton dissociation occurs with a rate which depends upon disorder, and in the limiting case of perfect order, the CT state separation is of the order of the chain length. However, TEM images on similar blends do not reveal the dimensions of fullerene aggregates in optimised blends so it is not currently possible to estimate the maximal extent of HCT delocalisation. Nonetheless, even if $r$ were larger than suggested currently by experiment, the present KMC data suggest it would have to be significantly larger to be the sole cause of large IQE values seen in efficient OPVs.

We now move on to consider the effect of $r$ for D:A blends in the context of a complete OPV where both geminate and non-geminate recombination can occur. Fig. 3 shows the effect of varying $r$ on the $J$–$V$ curve and the consequent changes in power conversion efficiency, $\eta$ for a D:A morphology with $d = 7$ nm and a recombination rate of $k_2 = 1 \times 10^5$ s$^{-1}$. The exciton dissociation and charge collection efficiencies for these morphologies are listed in the ESI (Section S4). The $J$–$V$ curve is largely unaffected when $r$ is changed from 1 nm (i.e. a bound CT state) to $r = 2$ nm. Further increases in delocalisation beyond $r = 2$ nm results in an approximately linear increase in power conversion efficiency, $\eta$ which is largely due to changes in the short circuit current, $J_{SC}$. The approximately linear variation of $\eta$ with $r$ is in accordance with the approximately linear variation of $\eta_{SEP}$ with $r$ shown in Fig. 2.

#### 3.2 Hot charge transfer states in mixed:aggregate blends

Having considered the effect of HCT states in the idealised case of D:A morphologies, we now turn our attention to mixed:aggregate [Mx:Ag] morphologies, which are common in polymer:fullerene OPVs with high IQEs. Furthermore, polymer:fullerene blends are most strongly linked with the presence of HCT states. The details of charge generation and transport are, as mentioned previously, different in the case of the Mx:Ag morphologies: electrons are here assumed to move throughout the entire volume and holes are confined to the mixed phase, while delocalised HCT states occur only at the interface between mixed and aggregate regions. These assumptions, based on observations in experiment would be expected to change the efficiency of both free-charge generation
and OPV performance when compared to the D:A morphologies considered previously. Fig. 2 shows ηSEP for both a d = 7 nm D:A and a d = 7 nm, β = 0.396 Mx:Ag morphology. This clearly shows the negative effect of the mixed phase on free-charge generation both for bound CT states (r = 1 nm) and HCT states (r > 1 nm). This is perhaps to be expected since it has been reported previously that constraining charge transport to donor and acceptor regions improves free-charge generation.60 The presence of the mixed phase reduces the free-charge generation efficiency still further below that observed in experiment. Even when HCT states occur with a delocalisation in excess of that measured experimentally (r = 10 nm), ηSEP is predicted to only reach 10% for Mx:Ag morphologies.

Fig. 3 compares the predicted J–V characteristics of the same two morphologies, where HCT states are assumed to be created with r = 4 nm. This shows that the mixed phase is especially detrimental to the short circuit current. We note as an aside that the total fraction of non-geminate recombination at short circuit for the Mx:Ag morphology was measured as 14%, whereas the fraction of non-geminate recombination at short circuit for the D:A morphology is only 0.1%. While it is perhaps expected that the lack of a phase-separated structure would increase non-geminate recombination,61 it is noteworthy that KMC models assuming a phase-separated D:A morphology typically predict geminate recombination as the major loss mechanism in OPVs.62,63 Therefore the presence of a mixed phase in the current KMC model appears to reconcile the predicted mode of recombination with that measured for some polymer:fullerene OPVs.64,65

In summary, although we predict that HCT states can be beneficial to the performance of polymer:fullerene OPVs, the presence of the mixed phase limits the efficiency that can be obtained. We note that this conclusion is not sensitive to our assumptions of when the HCT state is, and is not formed, since further simulations (in ESI† Section S5) show that allowing all dissociated excitons to form HCT states still leads to J–V characteristics which were inferior to the corresponding D:A morphology.

These data suggest that the form of the Mx:Ag morphology is important in determining the performance of the OPV when HCT states are present. Fig. 5 below examines this in more detail by showing the predicted J–V characteristics of Mx:Ag blends which vary in the proportion acceptor aggregate regions, β. In all cases we assume exciton dissociation at Mx:Ag interfaces result in HCT states with r = 4 nm, while in mixed phases exciton dissociation generate bound CT states with r = 1 nm. Again, the exciton dissociation and charge collection efficiencies for these morphologies are listed in the ESI† (Section S4).

The power conversion efficiency (panel (b)) is shown to increase mostly linearly with fullerene aggregate proportion, β over the range examined. Similar behaviour has been observed experimentally for P3HT:PC61BM devices with varying degree of fullerene aggregation.30 The number of charge recombination events (panels (c) and (d)) decrease approximately linearly with increasing aggregate proportion. Increased aggregation allows more HCT states to be formed, resulting in better overall free-charge generation. Increasing aggregation also leads to a reduction in the degree of non-geminate recombination, due to the fact that electrons are increasingly likely to inhabit aggregated regions where they are protected from recombination.61 Note, however, that further increases in aggregate proportion would at some point lead to reduced exciton dissociation efficiency and OPV performance due to a lack of heterojunctions.
Our simulations therefore demonstrate that morphology plays a role in the efficacy of HCT states, primarily via determining what fraction of generated excitons go on to form HCT states. We also show, however, that even with optimised Mx:Ag morphologies, and HCT delocalisation $r = 4 \text{ nm}$ associated with acceptor aggregates, the predicted power conversion efficiency of the OPV is not as high as that measured experimentally.

4. Discussion

This poses the question as to why HCT states provide only moderately efficient free-charge generation in polymer:fullerene OPVs. In order to investigate this question further, we simulated the free-charge generation efficiency of HCT states as a function of electron mobility pre-factor ($v_0$) for both D:A and Mx:Ag morphologies, as shown in Fig. 6. A range of $r$ was considered, with $r = 1$ corresponding to bound CT states and $r > 1 \text{ nm}$ corresponding to HCT states, such that the difference between the $r = 1 \text{ nm}$ and $r > 1 \text{ nm}$ curves represents the benefit offered by delocalisation of the HCT state. Fig. 6 therefore examines the interplay between the energetics of free-charge generation, controlled by initial delocalisation, $r$, and the kinetics of free-charge generation, controlled by electron mobility pre-factor, $v_0$. For HCT states the same general behaviour is observed for all curves, namely that $\eta_{\text{SEP}}$ first decreases with increasing $v_0$ (mobility pre-factor), before eventually increasing when $v_0$ increases further. This is counter-intuitive, since one might expect that an increase in mobility would always lead to an improvement in $\eta_{\text{SEP}}$. The point at which $\eta_{\text{SEP}}$ begins to increase with $v_0$ varies depending on $r$, but for orientation, $v_0 = 10^{12} \text{ s}^{-1}$ which is close to the bottom of the parabola for most curves, corresponds to $\mu \sim 1 \times 10^{-2} \text{ cm}^2 \text{ V}^{-1} \text{ s}^{-1}$.

Jailaubekov et al.\textsuperscript{25} anticipated that the benefit of HCT states to free-charge generation is time-limited, and so to some extent dependent on kinetics. This is because HCT states are expected to have Coulomb binding energies, $E_C > kT$ (i.e. $r < 15$–20 nm), hence they will relax to a bound CT state unless they separate into free charges first.\textsuperscript{20,66,67} Fig. 6 shows that free-charge generation becomes less dependent on transport kinetics ($v_0$) as delocalisation ($r$) increases. We attribute this to $E_C$ approaching $kT$, meaning that separation becomes more energetically favourable. However, we note that $r$ in the region of 10 nm is not expected on the basis of current experiments.\textsuperscript{20} When $r$ is of the order of a few nm, as anticipated by experiment, the benefit offered by HCT states is strongly dependent on the kinetics of charge transport ($v_0$). While Jailaubekov et al.\textsuperscript{25} suggested that kinetics has a strong role to play in determining the efficacy of HCT state dissociation, the trends observed here are counter to what would be expected if transient HCT delocalisation sets a
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**Fig. 5** (a) $J$–$V$ curves for the Mx:Ag morphologies with varying acceptor aggregate fraction, $\beta$; (b) The corresponding power conversion efficiencies for each device; (c) and (d) the variation in the number of geminate and non-geminate recombination events normalised to the corresponding maximum value recorded for morphology $\beta = 0.039$. In all cases, $r = 4 \text{ nm}$ and $k_r = 1 \times 10^5 \text{ s}^{-1}$. 
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‘time limit’ for free-charge generation, since both positive and negative dependencies on $v_0$ are observed. We explain these trends as follows.

When $r$ is small, the Coulomb binding energy is large, and so relaxation of the HCT state into a bound CT state is both fast and efficient. Therefore, in order to observe a benefit from the HCT state it is necessary to have slow electron transport (small $v_0$) in order to allow the hole the opportunity to escape. Once one views low electron mobility as beneficial to charge separation when $r$ is small but greater than 1 nm, it is possible to explain the reduction in $\eta_{\text{SEP}}$ when mobility increases as shown in Fig. 6. In this region, increasing electron mobility reduces the likelihood that the electron will be trapped in a position where recombination is not possible, therefore making the electron more available for recombination and reducing $\eta_{\text{SEP}}$. We argue that this is unlikely to apply in polymer:fullerene OPVs, since the mobility of electrons in aggregated fullerene regions is expected to be large.\cite{68} Increasing the mobility ($v_0$) still further is shown to increase $\eta_{\text{SEP}}$ when $r$ is small. However, in this case, the improvement in $\eta_{\text{SEP}}$ is due to charge transport competing effectively with recombination rather than HCT states. On the basis of these simulations, the anticipated transient benefit of HCT states is anticipated to be small, and suggest that efficient free-charge generation is via the bound CT state.\cite{32-35}

The current simulations seem to suggest that relaxation of the HCT state to a bound CT state is fast, in turn suggesting that free-charge generation proceeds from the bound CT state. This poses the question of how efficient charge generation is possible from the bound CT state. It has been suggested that polymer packing improves further away from the donor–acceptor interface, and that better packing leads to a reduced bandgap, in turn creating a cascaded energy heterojunction that drives charge separation.\cite{35,69,70} KMC simulations predict efficient (i.e., $\eta_{\text{SEP}} > 80\%$), field-independent free-charge generation for cascaded energy heterojunctions using energy levels in the range reported by experiment and calculation.\cite{67,71} KMC has shown that cascades are more effective still if the mobility of charges is large over short lengthscales,\cite{72} as may be expected from microwave conductivity measurements.\cite{46} Aggregation of fullerenes also leads to a variation in the fullerene LUMO energy of the order of 100 meV,\cite{30} which in turn encourages electrons to transfer to the aggregate. Efficient free-charge generation via cascades\cite{67,71} contrasts with that via HCT states in an important detail. Both Groves\cite{24} and Burke and McGehee\cite{67} predict that substantial improvements in the free-charge generation efficiency begin to occur when the cascade energy (i.e. the energy offset encouraging charge separation) is in the region of 150–200 meV. This roughly coincides with the energy required to move a charge from a mutual separation of 1 nm to 2 nm (230 meV for $e = 3$). Hence, cascaded energy heterojunctions are predicted to give efficient charge generation when the bound CT state always favours charge separation, as opposed to the transient advantage offered by HCT states.\cite{25}

Although cascaded energy heterojunctions appear to explain efficient free-charge generation in systems where either the polymer packs or fullerene aggregates in localised regions, it is possible that similar energy gradients could be provided by other mechanisms. In particular, quantum chemical calculations have shown that electrostatic interactions between permanent charges on the donor and acceptor molecules can modify the energetic landscape in the few nanometres around the heterojunction.\cite{35,69,73-75} These interactions can either reduce or increase the barrier to charge separation depending upon the particular molecular packing\cite{35,73,74} and materials combination.\cite{35,75} Perhaps more generally, energetic gradients to drive charge separation could be provided by relaxation of charges within the density of states.\cite{69,76,77} However, in this case, a majority of KMC investigations appear to indicate that relaxation alone is insufficient to obtain the high efficiencies seen in polymer-fullerene OPVs.\cite{20,63}

Of course, HCT states\cite{21,22,25,26} spatial variation in energy levels due to aggregation or packing,\cite{35,67,69-71} and electrostatic interactions between donor and acceptor,\cite{35,69,73-75} are not mutually exclusive, and indeed, fullerene aggregation is seen to be a pre-requisite to the first two mechanisms in providing efficient free-charge generation. Consequently we speculate that HCT states are the cause of fast charge generation seen in spectroscopy, but that arrangement of energy levels in the
region of the heterojunction is the cause of long-term separation of charges ultimately leading to high quantum efficiencies seen in devices.

5. Conclusions

We have used Monte Carlo simulations to show that HCT states enhance free-charge generation in both donor:acceptor morphologies and mixed:aggregate morphologies. Fullerene aggregation within the mixed phase is shown to enhance OPV efficiency, largely via the increased production of HCT states in the fullerene aggregate, leading to an enhanced short circuit current. However, in order to observe free-charge generation efficiencies seen in experiment, unphysical kinetics and HCT state delocalisation have to be assumed. One case which is predicted to give efficient free-charge generation is when delocalisation is of the order ~10 nm, meaning that the Coulomb binding energy approaches $kT$ and separation is energetically favoured. This delocalisation is larger than that observed in experiment ($r \sim 4$ nm). The other case which provides efficient free-charge generation for smaller values of $r$ ($\sim 4$ nm) occurs when the electron mobility is small and recombination is kinetically unfavourable. Small electron mobilities in the fullerene aggregates are not expected. Since neither circumstance are expected to occur, we suggest that HCT states are unlikely to be the sole reason why some polymer:fullerene OPVs have large efficiencies.

Other KMC simulations have considered the effect of cascaded energy heterojunctions on free-charge generation and predicted efficient operation when considering cascade parameters taken from experiment, and still better performance when one includes locally high mobilities expected as a result of micro-wave conductivity measurements. Based on these data it would seem that variation in energy levels close to the heterojunction play a more significant role in efficient polymer:fullerene OPV operation than HCT states.

Associated content

Access to underlying research materials: the software code used to analyze the data is copyright to Durham University subject to license by Cambridge University Enterprise; the data is held by Durham University and can be accessed by contacting the corresponding author.
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