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Electrides are a unique class of ionic solids in which the anions are stoichiometrically replaced by electrons localised within the crystal voids. There are only nine electrides with known crystal structures and their study represents a challenge for theory. A systematic investigation of their electronic structure is conducted using semilocal density-functional theory (DFT) in this article. The band structure is calculated for each electride and a range of techniques including plots of the valence densities, procrystal densities, non-covalent interaction isosurfaces, and Bader’s quantum-chemical topology are applied. All of these methods provide consistent results, confirming the presence of localised interstitial electrons and demonstrating that these crystals display a characteristic electronic structure.

I. Introduction

Electrides are a relatively-unexplored class of materials derived from research into solvated electrons. An electride is an ionic substance in which a confined electron, localised within crystal voids, acts as the anion. The localised electron arises from spontaneous ionisation of an alkali metal coordinated to electron-rich, cage-like ligands, such as crown ethers and cryptands.1 Packing of the alkali–metal complexes leaves large voids within the crystal structure, in which the localised electron can reside. The energetic penalty incurred in moving the electron away from the nuclear potential well is offset by the lowering of its kinetic energy contribution,2 which is related to the ionisation potential of the metal complex. Currently, there are only nine stoichiometric electrides with known crystal structures, of which seven are organic and two are inorganic. Eight of these electrides are investigated in this work and comparisons made to the ninth, most recently identified electride,3 which was yet undiscovered at the commencement of this study. The structure of the simplest organic electride is shown in Fig. 1.

The localised electrons give the electrides unique properties, such as high hyperpolarisabilities, high magnetic susceptibilities, highly variable conductivities, extremely low workfunctions, low-temperature thermionic emission, and very strong reducing character.1,4,5 Unfortunately, reduction processes cause the electrides to decompose at low temperatures,1 which makes their study challenging and limits their applicability. However, the first room-temperature-stable organic electride was synthesised recently,6 an achievement in which density-functional theory (DFT) played a role in predicting ligand–metal binding energies.

While electrides have recently attracted some interest for use in synthetic7,8 and photonics9,10 applications, there have been relatively few theoretical studies of these materials. Of the two previous DFT studies, Singh et al.2 considered the simplest organic electride with known crystal structure, Cs⁺(15-crown-5)₂e⁻, and Sushko et al.11 examined the single inorganic electride [Ca₂₄Al₂₈O₆₈]⁺₄e⁻. The most comprehensive study, conducted by Dye et al.,12 did not consider the electronic structure, but instead used isosurfaces constructed from a sum of van der Waals radii to predict the electride crystal-void shapes, under the assumption that the localised electron must reside in these voids. This analysis enabled connections between the macroscopic
properties of electrodes and their crystal structures to be made, but actual electronic-structure calculations are necessary to ascertain the presence of the caged electron and study its role in the experimental behavior of the electrode.

In the present work, we conduct a systematic DFT study of the electronic structure of the eight electrides with known crystal structures. In particular, the band structure is calculated and compared with experimental conductivity measurements. Localised regions of electron density within the crystal voids are detected and visualised by calculating the valence-band densities and by using the recently-developed non-covalent interactions (NCI) index. The results from each of these approaches are compared with procrystal isosurfaces similar to those plotted by Dye et al. to detect the interstitial regions. Additionally, the void volumes and integrated void charges are evaluated using Bader’s quantum theory of atoms in molecules (QTAIM). We show that the organic electrides all share a characteristic electronic structure that is readily detected with each of these analyses. This article may serve as a first step in the computational design of electrides with controlled experimental behavior.

II. Computational methods

Calculations on the eight studied electrides used geometries taken directly from the experimental crystal structures. For [Cs’(15-crown-5)(18-crown-6)e]6, two caesium atoms were deleted since they represent a defect that exists in very small concentrations throughout the crystal. Also, for K’(cryptand-2.2.2)e, we found that a hydrogen atom was missing from the crystal structure and was added using the mercury program. Finally, we used the crystal structure for [Ca24Al28O68]4+2O2− to detect the interstitial regions. Additionally, the void volumes and integrated void charges are evaluated using Bader’s quantum theory of atoms in molecules (QTAIM). We show that the organic electrides all share a characteristic electronic structure that is readily detected with each of these analyses. This article may serve as a first step in the computational design of electrides with controlled experimental behavior.

Table 1: List of electride crystals, the number of metal atoms and total number of atoms per unit cell, and the k-point mesh used. Note that for the organic electrides the number of alkali metal atoms corresponds to the expected number of localised electrons. For the inorganic electride, the number of Ca atoms is reported; 2 electrons are expected to be localised in the 6 available voids of the unit cell. The Cambridge Structural Database (CSD) code of the crystals is also given. The mCn notation stands for the m-crown-n ether molecule.

<table>
<thead>
<tr>
<th>Electrode</th>
<th>CSD code</th>
<th>k-points (k × k × k)</th>
<th>Metal atoms per unit cell</th>
<th>Total atoms per unit cell</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cs’(15C5)2e−</td>
<td>TAGFEM</td>
<td>4</td>
<td>1</td>
<td>71</td>
</tr>
<tr>
<td>Cs’(18C6)e−</td>
<td>DUBCIM</td>
<td>4</td>
<td>2</td>
<td>170</td>
</tr>
<tr>
<td>[Cs(15C5)(18C6)e]4+(18C6)</td>
<td>WHHIC</td>
<td>2</td>
<td>6</td>
<td>518</td>
</tr>
<tr>
<td>Li’(cryptand-2.1.1)e−</td>
<td>ROGDAS</td>
<td>4</td>
<td>4</td>
<td>196</td>
</tr>
<tr>
<td>Na’(tri-pip-aza-2.2.2)e−</td>
<td>DAWCIO</td>
<td>4</td>
<td>2</td>
<td>324</td>
</tr>
<tr>
<td>K’(cryptand-2.2.2)e−</td>
<td>GAVFIS</td>
<td>4</td>
<td>4</td>
<td>248</td>
</tr>
<tr>
<td>Rb’(cryptand-2.2.2)e−</td>
<td>EBEWOX</td>
<td>4</td>
<td>2</td>
<td>126</td>
</tr>
<tr>
<td>[Ca24Al28O68]4+4e−</td>
<td></td>
<td>4</td>
<td>12</td>
<td>58</td>
</tr>
</tbody>
</table>

Calculations under periodic-boundary conditions were performed using the planewaves/pseudopotentials (PW/PS) approach and the Projected Augmented Wave (PAW) formalism with the Quantum Espresso program. Single-point, spin-polarised calculations for each electrode used a 50 Ry cut-off energy, a variable number of k-points chosen depending on the unit-cell size (see Table 1), and cold smearing with a smearing temperature of 0.01 Ry. The PBE functional was used in all cases to calculate the electron density and band structure. For each electrode, the charge density of the highest of the valence bands was visualised (using an iso-surface plot) to confirm the presence of the localised electron within the crystal void.

All the electride crystals were calculated at their experimental structures because it is too computationally expensive to relax the cell geometry. For the sake of comparison, we optimised the geometry of the smallest organic electride (Cs’(15C5)2e−, TAGFEM) using the PBE-XDM functional. Upon relaxation, the cell contracted from 733.1 Å³ to 714.5 Å³ (a 2.5% reduction in volume). The changes to the band structure, band gap and valence properties are small, except for the volume and change of the voids (the population of the Bader non-nuclear maximum decreases from 0.361 to 0.132, for instance). Also, the DFT calculation converges to a non-magnetic state at the PBE-XDM equilibrium structure in contrast to what happens at the experimental structure (ferromagnetic, see Section III). The zero-magnetisation solution is also found for the rest of the electrides and an explanation of the sensitivity of the solution to the starting magnetisation is provided in Section III.

Since PW/PS calculations necessitate the use of generalised-gradient approximation (GGA) functionals, such as PBE, we must consider whether delocalisation error is expected to adversely affect the results. We recently investigated the role of delocalisation error for a small “model electride” using a range of GGAs, hybrid, and range-separated functionals. It was found that delocalisation error serves to spread out any accumulation of charge. As the fraction of Hartree–Fock exchange increases and the delocalisation error is reduced, the electron becomes increasingly localised and the amount of fractional charge decreases. Range-separated functionals maintain integer charges and correctly localise the electron. However, despite the substantial delocalisation error seen with GGAs for this model system, an informative and insightful analysis of electrides is still possible. In particular, it was found that GGA calculations predict a tenfold increase in the amount of localised, interstitial charge in Cs’(15-crown-5)2e−, relative to the finite model system. Furthermore, even the most accurate method used to treat the electride model system and recent studies of solvated electrons in solution showed extensive delocalisation of the excess electron over neighbouring moieties. It can then be expected that fractional charges will be observed within the crystal void irrespective of the choice of functional.

In addition to the valence-band densities, we investigated several alternative approaches to detect and visualise the localised interstitial electron. The simplest approach is to plot low-density isosurfaces, below some threshold value, to view the crystal voids. This can be done with the self-consistent field (SCF) density, or even with a sum of free atomic densities,
termed the promolecular or procrystal density,\(^\text{16}\) the latter of which gives results equivalent to Dye’s original representation of the voids (\textit{vide infra}). While this approach can not distinguish between a vacant void and one inhabited by a confined electron, it is much faster computationally than the self-consistent DFT calculation of the electron density.

A more sophisticated approach uses the DFT density and the non-covalent interactions (NCI) index\(^\text{13–15}\) to visualise the localised electron. This approach is capable of mapping real-space regions where non-covalent interactions are important, using the electron density and reduced density gradient. Specifically, NCI plots represent low reduced-gradient isosurfaces in regions that also have low electron density, and can provide information regarding the strength and extent of non-covalent interactions in real space. In the case of electrides, the localised electron in the void manifests as a non-nuclear maximum in the density, which is also characterised by a region of low density and reduced gradient. Thus, NCI should be an ideal tool to reveal the confined electron; unlike low-density isosurfaces, the appearance of an NCI surface in a void is directly related to its electron occupation. For the eight electride crystals, NCI plots were generated from the PBE densities using the critic2 program.\(^\text{46}\) Only intermolecular interactions within the voids, and not intramolecular interactions within each metal complex, are visualised to simplify the resulting plots.

---

**Fig. 2** Band structure of the organic electrides. The blue and red dots correspond to the \(\sigma\) and \(\pi\) spins, respectively. The plot shows energies (in eV) of each band along the \(k\)-path.
Finally, the amount of charge localised within each crystal void is determined to facilitate comparison between the different electrides. This problem is well suited to QTAIM analysis, since the localised electron (usually) corresponds to a non-nuclear maximum in the electron density.\textsuperscript{43,47} The density and volumes of the Bader basins corresponding to the non-nuclear maxima were calculated using the critic2 program\textsuperscript{46} with the Yu–Trinkle algorithm.\textsuperscript{48}

### III. Band structures of the electride crystals

The sole previous DFT study of an organic electride confirmed the presence of a localised electron within the crystal void.\textsuperscript{2} The Cs\textsuperscript{+}(15-crown-5)\textsuperscript{2}e\textsuperscript{−} crystal was shown to have a high-lying, half-occupied band near the Fermi level. This “electride” state is responsible for many of the observed electride properties, principally the strong reducing character and small band gap. Singh \textit{et al.} observed the valence density of this band to be located within the crystal void, demonstrating that caged electrons do act as anions in electrides.

The band structures of the eight studied electrides, calculated in this work, are shown in Fig. 2. The band structure of almost all electrides consists of a valence band that is occupied by the loose electrons (two one-electron states per metal atom), which is energetically separated from the rest of the underlying occupied bands. This picture, which is consistent with previous observations,\textsuperscript{2} is valid for all organic electrides.

Cs\textsuperscript{+}(15-crown-5)\textsuperscript{2}e\textsuperscript{−}, which is the only electride with an odd number of metal atoms (and consequently of interstitial electrons) in the unit cell is the only crystal with distinct \(\alpha\) and \(\beta\) bands and a non-zero magnetisation (a ferromagnetic state). For the rest of the electrides, our calculations converge to a zero-magnetisation situation, sometimes with the electride state being assigned a certain magnetisation to some atoms in the unit cell at the beginning of the SCF calculation. Since the electride state is not associated with any atom, in practice, we have little control over the final magnetic state to which the SCF converge.

The starting magnetisation for our calculations is a ferromagnetic state on all metal atoms although, as shown in Fig. 2, most electrides converge to the non-magnetic solution. The case of TAGFEM is particular, since the SCF finds the ferromagnetic minimum. However, if the calculation is repeated at the equilibrium structure (after the geometry relaxation described in Section II), or if the unit cell is doubled and an initial antiferromagnetic density is used, the non-magnetic state is found (see Fig. 3). The geometry relaxation does not affect the qualitative features of the band structure. If a magnetic solution were to be found, the electride state would split into an occupied \(\alpha\) band and an unoccupied \(\beta\) band. The ferromagnetic state corresponds to a crystal where every void is occupied by a single \(\alpha\) electron. The antiferromagnetic electron distribution is, likewise, not accessible in our calculations.

The energy separation between the electride state and the unoccupied conduction band is related to the experimental (optical) band gap. Since the spin state needs to be conserved during an optical transition, the observed band gap is related to the same-spin direct gap. In the non-magnetic electrides, we expect that the electride states are split in the magnetic state, so we estimate the optical gap by calculating the difference between the bottom of the conduction band and the Fermi level. The experimental and the calculated band gaps are reported in Table 2.

Fig. 2 shows two types of band gaps, consistent with the experimental results: Cs\textsuperscript{+}(15-crown-5)\textsuperscript{2}e\textsuperscript{−} and Cs\textsuperscript{+}(18-crown-6)\textsuperscript{2}e\textsuperscript{−} show slightly larger gaps than the rest of the electrides. Naturally, the band gaps are only in qualitative agreement with the experimental values. Conductivity in electrides occurs by void-hopping of the electrons and the experimental conductivity values (also in Table 2) qualitatively correlate with the experimental and calculated band gaps.

The inorganic electride [Ca\textsubscript{24}Al\textsubscript{28}O\textsubscript{68}]\textsuperscript{4+4}e\textsuperscript{−} has a completely different band structure than the organic electrides. This is reasonable because all the organic electrides have a stoichiometry of one localised electron per crystal void, while in [Ca\textsubscript{24}Al\textsubscript{28}O\textsubscript{68}]\textsuperscript{4+4}e\textsuperscript{−} there are 4 electrons that spread over 12 crystal voids.\textsuperscript{27} In the

![Fig. 3](image-url) The band structure plots for TAGFEM at the experimental geometry (ferromagnetic, left) and at the relaxed geometry (non-magnetic, right) are shown. Red and blue label different spins.
Table 2 Calculated (obs) and experimental (exp) band gaps$^{21–23, 27, 49}$ (in eV) and experimental conductivities$^{25, 27, 49, 50}$ (in Ω$^{-1}$ cm$^{-1}$) for all electride crystals

<table>
<thead>
<tr>
<th>Electride</th>
<th>Band gap (obs)</th>
<th>Band gap (exp)</th>
<th>Conductivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cs$^{+}$[15C5]e$^{-}$</td>
<td>0.64</td>
<td>0.6</td>
<td>10$^{-8}$</td>
</tr>
<tr>
<td>Cs$^{+}$[18C6]e$^{-}$</td>
<td>0.57</td>
<td>0.9</td>
<td>10$^{-8}$</td>
</tr>
<tr>
<td>[Cs$^{+}$[15C5][18C6]e$^{-}$]$_{2}$</td>
<td>0.27</td>
<td>0.069</td>
<td>2 × 10$^{-3}$</td>
</tr>
<tr>
<td>Li$^{+}$[cryptand-2.1.1]e$^{-}$</td>
<td>0.42</td>
<td>0.22</td>
<td>4 × 10$^{-7}$</td>
</tr>
<tr>
<td>Na$^{+}$[tri-pip-aza-2.2.2]e$^{-}$</td>
<td>0.49</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>K$^{+}$[cryptand-2.2.2]e$^{-}$</td>
<td>0.38</td>
<td>0.086</td>
<td>5</td>
</tr>
<tr>
<td>Rb$^{+}$[cryptand-2.2.2]e$^{-}$</td>
<td>0.62</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>[Cs$^{+}$Al$<em>{2}$O$</em>{6}$]$_{4}^{+}$4e$^{-}$</td>
<td>0.00</td>
<td>—</td>
<td>100</td>
</tr>
</tbody>
</table>

The differences in the band structure of [Ca$_{24}$Al$_{28}$O$_{68}$]$_{4}^{+}$4e$^{-}$ can be rationalised. The crystal void sizes in the inorganic electride are significantly smaller than those of the organic crystals. The smaller void size permits electron tunneling while the increased number of empty voids prevents the localised electrons from excluding each other from neighbouring void sites. Both of these properties allow [Ca$_{24}$Al$_{28}$O$_{68}$]$_{4}^{+}$4e$^{-}$ to be an efficient conductor and indeed the best conductor of the eight considered electrides.$^{27}$ The band structure for [Ca$_{24}$Al$_{28}$O$_{68}$]$_{4}^{+}$4e$^{-}$ is consistent with the LDA band structure reported by Sushko et al.$^{11}$ and with the experimental observation that this electride behaves like a metallic conductor.$^{11}$ The band structure is, however, different from the B3LYP band structure reported in the same work, although the calculation by Sushko et al. was carried out with the linear combination of atomic orbitals (LCAO) approach, which may also introduce artifacts related to the basis set choice.

The band structure for the newest electride, [Ca$_{2}$N]e$^{-}$, is reported by Lee et al.$^{3}$ This electride shows similar band motifs as [Ca$_{24}$Al$_{28}$O$_{68}$]$_{4}^{+}$4e$^{-}$, this time due to 2D layer structure of the electride, which is discussed in detail by the authors. The high lying “electride” state is still present and consistent with the electrides examined here.

For each material, the density of the highest valence band was plotted to examine the location of the electride state within the crystal, as shown in Fig. 4. The appearance of the valence densities for Cs$^{+}$[15-crown-5]e$^{-}$ and [Ca$_{24}$Al$_{28}$O$_{68}$]$_{4}^{+}$4e$^{-}$ show good agreement with previous literature.$^{2, 11}$ Moreover, all of the valence-density plots show the electride state to be located within the crystal voids, as expected.

IV. Visualisation of the interstitial electron

The most extensive theoretical study of electrides, conducted by Dye et al.$^{1, 2}$ identified crystal voids by considering the regions excluded by the molecular van der Waals surface. However, the van der Waals surfaces and resulting void shapes are only dependent on the arrangement of the unit cell and not on the electron density. While it can only be assumed that the localised electron exists within the voids, this analysis does provide a rapid method of identifying crystal motifs that might be conducive to electride formation. The van der Waals surfaces were also used to rationalise differences in magnetic susceptibility and conductivity by identifying trends in cavity and channel diameters and proximities (which might allow 2-D and 3-D electron hopping). In this work, we examine the crystal voids using the procrystal density, which provides similar information as the van der Waals surfaces.$^{5, 3}$

The procrystal density is the sum of spherically-averaged atomic electron densities for all atoms belonging to the crystal. We define the procrystal void to be the unit-cell region with lower than a threshold electron density.$^{16}$ This analysis is similar to the van der Waals radii approach used by Dye et al. although, unlike the procrystal, the van der Waals surface method does not sum the densities of each atom and will therefore give slightly larger surfaces for the same isodensity value. The procrystal voids of each electride are shown in Fig. 5. The surfaces for Li$^{+}$[cryptand-2.1.1]e$^{-}$, K$^{+}$[cryptand-2.2.2]e$^{-}$, Cs$^{+}$[15-crown-5]e$^{-}$, Cs$^{+}$[18-crown-6]e$^{-}$, and [Cs$^{+}$[15-crown-5][18-crown-6]e$^{-}$]$_{2}$, [18-crown-6] all show good agreement with the results of Dye et al. with the remaining electrides included for completeness.

The NCI index is also used to detect and visualise the localised, interstitial electron and can be readily compared with the valence and procrystal densities. This method is more computationally expensive than the procrystal approach since it uses the DFT densities, but it is therefore capable of detecting any interstitial accumulation of electron density, giving rise to a non-nuclear maximum. The NCI plots of the eight studied electrides are shown in Fig. 6 and, with the exception of Cs$^{+}$[15-crown-5][18-crown-6]e$^{-}$, show good agreement with the procrystal densities from Fig. 5. Additionally, while the shape of the valence-band densities from Fig. 4 are different than the NCI surfaces, the predicted location of the electron is always within the same crystal voids. Therefore, all three visualisation methods are consistent, with the single exception of Cs$^{+}$[15-crown-5][18-crown-6]e$^{-}$ showing a faster rate of localised electrons indeed exist within the electron density.

The results of the NCI and promolecular methods differ for the mixed crown ether electride [Cs$^{+}$[15-crown-5][18-crown-6]e$^{-}$]$_{2}$ (18-crown-6). This contains an extra solvated crown ether at the centre of the unit cell, highlighted in blue in Fig. 6. Six Cs$^{+}$[15-crown-5][18-crown-6] complexes coordinate to the crown ether, both above and below the ring, in an alternating fashion. This results in formation of six equivalent crystal voids, surrounded by the caesium complexes in the hexagonal unit cell. According to the procrystal approach, the solvated crown ether forms two extra crystal voids, above and below the ring, in which an electron should be able to reside. However, the NCI and valence density calculations both predict that the electron is excluded from these central voids in favour of...
the surrounding six-fold symmetric voids. The reason electrons prefer not to occupy the central voids is clear from consideration of the electrostatics. The crown ether has six oxygen atoms, all with lone pairs pointed towards the centre of the ring, creating a region of relatively-high electron density and the repulsive potential discourages interstitial electrons from occupying these voids, which correspond to the single, unoccupied electride band ca. 0.3 eV above the Fermi level in Fig. 2. This is an example in which the assumption that the electron can occupy any void space within the crystal falters. It demonstrates the additional information that can be gained from DFT study of the electronic structure rather than simple geometric analysis of the voids.

V. Quantifying the localised electron

The calculated QTAIM void charges and volumes of the eight considered electrides are collected in Table 3. Non-nuclear maxima (NNM) were identified for all the electrides, with the single exception of $\text{[Ca}_{24}\text{Al}_{28}\text{O}_{68}]^{4+4e^-}$. The organic electrides have charges of ca. 0.13–0.36 electrons within the Bader basin corresponding to...
The vertical ionisation potentials (IPs) of the neutral alkali–metal complexes were calculated at the B3LYP level of theory using the Gaussian 09 program. The metal atoms were assigned either the 6-31+G* basis set (Li, Na, and K) or Stuttgart effective-core potentials and accompanying basis sets (Rb and Cs). The 6-31G* basis set was used for all other atoms. The IPs increase down the alkali group, with decreasing electronegativity of the metal. However, there is no clear correlation between the IPs and Bader charges or volumes, indicating that the three-dimensional structure of the electride crystal, and not just the identity of the alkali–metal complex, is important in determining electride properties.

The number of NNM critical points for each electride are also reported in Table 3. Cs+(15-crown-5)2e−, [Cs+(15-crown-5)-(18-crown-6)e−]6(18-crown-6), Li+(cryptand-2.1.1)e−, and Na+(tripip-aza-2.2.2)e− all have the same number of NNM as interstitial electrons, implying that the electrons are well localised in isolated crystal voids for these electrides. Conversely, Cs+(18-crown-6)e−, K+(cryptand-2.2.2)e−, and Rb+(cryptand-2.2.2)e− each have more NNM than interstitial electrons, implying that the electrons occupy delocalised channels rather than separate voids in these crystals. The overall appearance of the NCI surfaces in Fig. 6...
matches these findings, showing either voids or channels as predicted.

The Bader charges for [Ca$_{24}$Al$_{28}$O$_{68}$]$^{14+4e}$ are negligible as no non-nuclear maxima in the electron density are present, even though all other applied methods in this work predict it to have localised electrons. However, QTAIM analysis only detects critical points, which are not a strict requirement for the presence of localised electrons. Thus, for the inorganic electride, the QTAIM results do not necessarily contradict our other results and there are two plausible explanations as to why a NNM is not observed. The small cages within the unit cell, and the increased ratio of cages to electrons, may cause the localised electrons to be too dispersed through the unit cell to form non-nuclear maxima. Also, any accumulation of charge within the void may be drowned out by its proximity to the more electron-rich species in the crystal.

In order to test whether the absence of non-nuclear maxima in the inorganic electride is an artifact of delocalisation error from PBE, we recalculated the system using the Hybrid-Scuseria–Ernzerhof (HSE) functional, which contains Coulomb-screened short-range exact exchange, as implemented in VASP. No non-nuclear maxima were found either. This is not surprising considering the sensitivity of the non-nuclear maxima to the calculation level in metallic conductors due to the extremely-flat profile of the electron density.

Fig. 6 NCI for the eight electride crystals, plotted using a 0.4 a.u. isosurface.
VI. Conclusion

In this work, we have systematically examined the band structure of eight electrides with known crystal structures. All electrides show the high lying electride state first observed by Singh et al. with corresponding valence densities located within the crystal voids, confirming the electrode nature of these materials. The conductivity of the electrodes is related to the occupation of the voids and the band structure. For the inorganic electride, the voids are only partially occupied and the band structure resembles that of a free-electron metal. For the organic electrides, the voids are fully occupied and these solids behave like semiconductors. Our calculations qualitatively agree with the experimentally-observed band gaps and conductivities.

A number of different analyses to detect and visualise the localised electrons have been applied, including procrystal and NCI surfaces, and QTAIM. However, the procrystal density requires the assumption that the localised electron will exist within the voids, while the NCI, QTAIM, or valence-density calculations all use the DFT density and allow one to distinguish between occupied and unoccupied voids. This is illustrated for the mixed crown-ether electrode, where the DFT-based analyses show that only the six-fold symmetric voids are occupied, while the central void remains vacant. With this single exception, all of the methods considered herein provide consistent results, reproducibly revealing characteristic electrode properties, such as distinguishing between localised crystal voids and delocalised electron channels. These theoretical tools should aid future design of more stable electrode materials with targeted electronic properties.
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