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Effect of high pressure on the crystal structure
and charge transport properties of the
Ĳ2-fluoro-3-pyridyl)Ĳ4-iodophenyl)borinic
8-oxyquinolinate complex†

Grzegorz Wesela-Bauman,*ab Simon Parsons,c Janusz Serwatowskia

and Krzysztof Woźniakb

The crystal and molecular structure of Ĳ2-fluoro-3-pyridyl)Ĳ4-iodophenyl)borinic 8-oxyquinolinate has been

determined at room temperature at pressures ranging from ambient to 4.9 GPa in approximately 1 GPa

steps. The crystal structure symmetry is conserved during the compression while the a, b and c unit cell

dimensions were compressed by 7.5%, 8.0% and 6.9%, respectively. The crystal cell volume decreased by

19.4%. The analysis of the compression of the crystal was supported by computational results obtained

with the PASCAL code. They proved that the crystal compression proceeds almost isotropically. A

combination of Hirshfeld surface analysis and PIXEL calculations indicated the formation of multiple new

contacts involving fluorine⋯fluorine and iodine⋯π-density. Energies of interactions calculated for the

observed motifs present in the crystal were rationalized on the basis of contacts observed for these motifs.

Further analysis based on the Marcus model was performed to trace the possible changes in the charge

transport properties of the crystal. The analysis showed that electron and hole transport properties are not

affected in the same way by the compression. However, hydrostatic pressure did not affect which charge

transport (electron or hole) is the dominant one for this material.
Introduction

8-Oxyquinolinate complexes, MQn (n = 1, 2, 3) (M is a trivalent
metal and Q is 8-oxyquinolinate), are widely used in organic
light-emitting diodes (OLEDs) as light emitters and charge
carriers.1 Although materials with M = Al were frequently used
both as emitting materials2 and as charge transport carriers,3

their good optical properties were counterbalanced by
long-term instability leading to degradation of the diode.4,5

Hence, analogues of aluminium were investigated, mainly
GaQ3 and InQ3 complexes.6–8 Finally, borinic complexes
turned out to be more stable and more efficient emitters than
aluminium9,10 and became widely investigated.11–15 For MQn

(n = 1, 2, 3) complexes, it is commonly believed that the
HOMOs span across the phenolate ring and the LUMOs
across the pyridine ring of 8-oxyquinolinate. Those orbitals
are involved in processes of electron excitation and relaxation
followed by photon emission. The energies of the frontier
orbitals can be affected by either chemical functionalisation
(by attaching electron donating or withdrawing groups)16–18

or modification of their crystal structure which was proven by
high pressure studies on structures of AlQ3, GaQ3 and InQ3.

19

An important parameter of a particular material, from the
standpoint of application in OLEDs, is the charge transfer
character and its rate.20,21 In this matter, it is interesting that
some authors were able to point out the correlation between
the degree of intermolecular π–π interactions and charge
transport properties and electroluminescence.22,23 However,
in those papers the authors were simultaneously changing
the molecular and, as a consequence, supramolecular struc-
ture. Studies of the influence of the crystal phase without
affecting the molecular structure were done on AlQ3.

24 A
broader description of the impact of molecular arrangements
was done with computational studies.25–33 This approach
assumes that carrier mobility (μ) in the hopping process is
oyal Society of Chemistry 2014
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Fig. 2 Molecular structure and atom labelling scheme of complex 1.
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related to the charge transfer rate (kCT) via the Einstein
eqn (1):

 
ed
k T

k
2

B
CT (1)

where kB is the Boltzmann constant, T is temperature, e the
electronic charge, and d is the transport distance. The charge
transport rate can be calculated using the Marcus–Hush
theory.34–36 The charge transport (CT) rate constant, kCT, can
be evaluated by the following eqn (2):
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where Λ is the reorganization energy, HAB
2 is the transfer

integral which represents the electronic coupling between
donor and acceptor, T is the temperature, ΔGo is the stan-
dard free enthalpy and kB is the Boltzmann constant. Since
we analyse hopping of charge carriers between molecules of
the same compound than the standard free enthalpy is equal
to zero (ΔGo = 0). Furthermore the reorganization energy (Λ)
is a constant value for a particular compound. The only
parameter affected by interactions in the crystal state is the
transfer integral (HAB). The greater the values of the transfer
integral for a particular type of charge carriers (for a single
contact) are, the better the pathway for charge hopping such
contact is (μ ~ HAB). This integral is related to the energy
splitting (ΔE) of the electronic level of two interacting mole-
cules (Fig. 1).

HAB for hole and electron transport is equal to half of the
energy difference between HOMO and HOMO − 1 and LUMO
and LUMO + 1 energy levels, respectively.

Recently, we have investigated the influence of
functionalization on the photophysical properties of
Ĳ2-fluoro-3-pyridyl)arylborinic 8-oxyquinolinates.37 In this
paper, we extend these investigations by determining the
effect of pressure on the crystal structure of (2-fluoro-3-
pyridyl)(4-iodophenyl)borinic 8-oxyquinolinate (1, Fig. 2) and
its charge transfer properties.

In this contribution, the crystal structure of 1 at pressures
ranging from ambient to 4.9 GPa is presented. The impact of
This journal is © The Royal Society of Chemistry 2014

Fig. 1 Energy splitting of the frontier orbitals.
high pressure on weak interactions is described and
discussed. Experimental results are supported by theoretical
analysis of the influence of pressure on the charge carrier
properties in the framework of the Marcus theory.

Experimental section
Synthesis, crystal growth and high-pressure crystallography

The title compound was synthesized according to our previ-
ous report.37 Crystals of 1 were grown by slow evaporation of
acetone from a concentrated solution of 1. One block-shaped
crystal of dimensions 0.2 mm × 0.2 mm × 0.25 mm was
selected and loaded into a Merrill–Bassett diamond anvil cell
(DAC).38,39 The cell total opening angle was 80°, and the cell
was equipped with 600 μm culets and a tungsten gasket. A
4 : 1 mixture of methanol and ethanol was used as a hydro-
static medium. A small piece of ruby was also put into the
cell as the pressure marker by the ruby fluorescence method
used to measure the pressure.40

Data collection, reduction and refinement

Single-crystal X-ray data collection was conducted at ambient
pressure and at 0.17, 1.09, 2.04, 3.02, 3.96 and 4.88 GPa. All
high-pressure data were collected at ambient temperature.
Diffraction data were collected on a Bruker APEX II diffrac-
tometer with graphite-monochromated MoKα radiation
(λ = 0.71073 Å).41 The data were integrated using SAINT42 and
an absorption correction was performed with the SADABS
program.43 Dynamic masking was applied during integration
of the high-pressure data sets.44

The structure under ambient conditions was solved using
the SUPERFLIP45 program implemented in CRYSTALS.46 The
independent atom model (IAM) refinement based on F was
performed with the CRYSTALS package. Optimised weighting
schemes based on Chebychev polynomials were used for
all refinements.47 Atomic scattering factors in their
analytical form were taken from the International Tables for
Crystallography.48 All non-hydrogen atoms (except iodine)
were refined isotropically and all of the hydrogen atoms were
CrystEngComm, 2014, 16, 10780–10790 | 10781
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placed in idealized positions within the riding model for
atomic displacement parameters (ADPs) (with UH

iso = 1.2·UC
eq)

in order to retain a data-to-parameter ratio greater than 24.
All hydrogen atoms were clearly visible on the difference den-
sity maps. Coordinates (and ADPs) of 1 were refined against
these ambient pressure X-ray data to yield a conventional R1

factor of 5.1% for 2650 data with I > 2σ (I).
Each data set was restricted to 0.84 Å−1 resolution in order

to have a meaningful comparison of the geometries obtained
from the experiments. For every collected dataset the Fo

2 >

2σ (Fo
2) criterion, adopted from SHELX, was used only for

calculating R factors and is not relevant to the choice of
reflections for the refinement.

Starting models for the high-pressure structures were
taken from the coordinates determined in the previous step.
Minimization was performed against F using data with I >
2σ (I). The completeness of the data sets ranged from 37% to
46%, and only the iodine was refined with anisotropic
displacement parameters, all other atoms being modelled
isotropically. It is worth mentioning that the data quality for
all of the pressure steps was sufficient enough to perform
anisotropic refinement of the ADPs for all of the atoms (not
just for the iodine atom).

All hydrogen atoms were clearly visible on the difference
density maps. Hydrogen atoms were placed in idealized posi-
tions and allowed to ride on their parent atoms with UH

iso =
10782 | CrystEngComm, 2014, 16, 10780–10790

Table 1 Selected crystallographic data for compound 1

Experimental details
(1) T = 296 K
ambient

(2) T = 296 K (3) T = 296

P = 0.17 GPa P = 1.09 GP

Chemical formula C20H13BFIN2O C20H13BFIN2O C20H13BFIN
Mr 454.03 454.03 454.03
Crystal system Monoclinic Monoclinic Monoclinic
Space group P21/n P21/n P21/n
Cell settings: a, b, c (Å) 6.8581(2) 6.8234(4) 6.6545(2)

14.7849(4) 14.7074(7) 14.3261(5)
17.3015(6) 17.200(2) 16.7183Ĳ14)

α, β, γ (°) 90.000 90.000 90.000
90.966(2) 90.814(7) 90.460(5)
90.000 90.000 90.000

V (Å3) 1754.06(9) 1725.9(2) 1593.75Ĳ15)
Z 4 4 4
d (Mg m−3) 1.719 1.747 1.892
Crystal form, colour Block, green Block, green Block, gree
Crystal size (mm) 0.20 × 0.20 ×

0.25
0.20 × 0.20 ×
0.25

0.20 × 0.20
0.25

No. of measured,
independent and observed
[F2 > 2σ (F2)]

34 795 9268 8787
5362 1184 1141
2650 936 887

Criterion for observed
reflection

I > 2.00σ (I) I > 2.00σ (I) I > 2.00σ (I

Completeness (%) 100 37 39
Rint (%) 6.5 5.6 4.3
Θmax 30.53 25.38 25.38
Refinement on F F F
R [F2 > 2σ (F2)] 0.0510 0.0501 0.0354
wR (F2) 0.0512 0.0396 0.0385
GooF 1.000 1.000 1.000
No. of reflections 2650 936 887
No. of parameters 110 110 110
Δρmax, Δρmin (e Å−3) 0.70, −0.78 0.40, −0.40 0.58, −0.43
1.2·UC
eq. All bond distances and angles were restrained to

values observed in the ambient pressure structure. Details of
data collection and refinement are provided in Table 1 and,
with more details, in the ESI† (Table S1).

CCDC 993575–993581 contains the supplementary crystal-
lographic data (CIF files) for crystals studied in this work.
Theoretical calculations and visualization

Energies of intermolecular interactions were calculated using
the PIXEL method.49–52 For comparison of results obtained
with PIXEL and DFT and post-HF methods see ref. 53. All
quantum calculations were carried out using the GAUSS-
IAN09 package.54 Calculation of the frontier orbital energies
employed the B3LYP55,56 and B97D57 DFT potentials com-
bined with the 6-31+gĲd,p)58 basis set. The LANL2DZ59 basis
set with its complete core relativistic effective core potential
was used for the iodine atom. Additional d and f functions
were added to the LANL2DZ basis set according to the modi-
fication proposed by Glukhovtsev et al.60 Benchmark calcula-
tions demonstrated that this modification improves obtained
bond lengths and bond energies leading to more accurate
results.61,62 Our previous work implementing this modifica-
tion showed good correlation between experimental and the-
oretically obtained UV-vis spectra.37 Electron density was
evaluated with the DGDZVP63,64 basis set. C–H distances were
This journal is © The Royal Society of Chemistry 2014

K (4) T = 296 K (5) T = 296 K (6) T = 296 K (7) T = 296 K

a P = 2.04 GPa P = 3.02 GPa P = 3.96 GPa P = 4.88 GPa

2O C20H13BFIN2O C20H13BFIN2O C20H13BFIN2O C20H13BFIN2O
454.03 454.03 454.03 454.03
Monoclinic Monoclinic Monoclinic Monoclinic
P21/n P21/n P21/n P21/n
6.5502(4) 6.4636(2) 6.4012(4) 6.3469(5)
14.1051(7) 13.8775(5) 13.7152(9) 13.6039Ĳ10)
16.497(3) 16.3094Ĳ16) 16.187(3) 16.105(3)
90.000 90.000 90.000 90.000
90.396(8) 90.317(5) 90.438(8) 90.549(10)
90.000 90.000 90.000 90.000
1524.1(3) 1462.91Ĳ16) 1421.1(3) 1390.5(3)
4 4 4 4
1.979 2.061 2.122 2.169

n Block, green Block , green Block , green Block , green
× 0.20 × 0.20 ×

0.25
0.20 × 0.20 ×
0.25

0.20 × 0.20 ×
0.25

0.20 × 0.20 ×
0.25

7648 8296 6840 6772
1067 1138 1142 1187
871 949 916 910

) I > 2.00σ (I) I > 2.00σ (I) I > 2.00σ (I) I > 2.00σ (I)

38 42 44 46
4.0 4.3 4.4 5.7
25.38 25.33 25.35 25.54
F F F F
0.0326 0.0339 0.0340 0.0392
0.0348 0.0355 0.0367 0.0417
1.000 1.000 1.000 1.000
871 949 916 910
110 110 110 110
0.37, −0.30 0.46, −0.33 0.34, −0.50 0.52, −0.66
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normalized prior to calculations to the standard neutron
value of 1.083 Å.65 Visualization of the crystal structures and
frontier orbitals was achieved using the DIAMOND66 and the
VMD67 programs, respectively. The electrostatic potential was
calculated and visualized with AIMALL.68 Hirshfeld surface
analysis was performed with CRYSTALEXPLORER.69–72
This journal is © The Royal Society of Chemistry 2014

Fig. 3 Motifs Ĳ1)–Ĳ6) observed in the crystal structure of 1.
Results and discussion
Molecular shape

The tetrahedral character of the coordination sphere of the
boron atom is not affected by pressure. The bond lengths of
the dative bonds: B–N, and B–O, and B–C are equal within
CrystEngComm, 2014, 16, 10780–10790 | 10783
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the error at all pressures studied (Table S2†). Similarly, there
are no significant differences in the molecular dimensions
involving phenyl and pyridyl groups. High pressure slightly
modifies the conformation of the molecule. The most
pronounced differences between the ambient and the
4.9 GPa geometry of the moiety can be summarized as a twist
of quinoline rings and deviation from planarity in the pyri-
dine ring with interplanar angles of 3.6° and 5.7°, respec-
tively (Fig. S6†). Hence, as expected for this material, the only
thing that was affected by the pressure was the inter-
molecular interactions which can be directly related to the
change in the CT properties.
The structure of 1 at ambient temperature and pressure

The supramolecular architecture of 1 is based on crystallo-
graphic motifs compromising weak interactions (Fig. 3 and 5).
The strongest motif [see (1)] involves bifurcated hydrogen
bond CĲ1)–HĲ1)⋯NĲ2) (dH⋯N = 2.63 Å) and C(2)–H(2)⋯N(2)
(dH⋯N = 2.88 Å). The motif has an energy of −53.1 kJ mol−1

and a significant electrostatic (Fig. 3, Table 2) character.
The impact of F(1)⋯F(1) interaction on the stability of this
motif is not clear as the halogen–halogen distance is equal to
dF⋯F = 3.197(4) Å, which is relatively close to the sum of the
van der Waals radii (2.94 Å).73

The second most energetic (2) motif comprises a bifur-
cated hydrogen bond: CĲ19)–HĲ19)⋯OĲ1) (dH⋯O = 2.54 Å) and
C(20)–H(20)⋯O(1) (dH⋯O = 2.76 Å), with the energy of inter-
actions equal to −40.7 kJ mol−1. This is a dispersion-dominated
motif which features interaction between 8-quinolinates.
Repulsion, on the other hand, cannot be as easily rationalized
by structural interactions as the mutual proximity of hydrogen–
fluorine atoms, mainly C(12)–H(12)⋯F(1) and C(13)–H(13)⋯F(1)
10784 | CrystEngComm, 2014, 16, 10780–10790

Table 2 The comparison of the energies of interactions in the crystal structur

Energy (kJ mol−1)

d (Å)a Electrostatic Polarization Disp

(1) 8.074 −42.7 −13.7 −24.
7.662 −85.6 −29.6 −40.

(2) 6.858 −26.2 −11.1 −44.
6.347 −107.4 −45.6 −90.

(3) 8.998 −48.8 −20.6 −67.
8.406 −193.0 −73.2 −128

(4) 9.267 −26.4 −10.2 −38.
8.638 −98.6 −46.4 −80.

(5) 8.485 −18.1 −6.7 −25.
7.755 −49.0 −26.1 −49.

(6) 7.498 −18.9 −10.9 −47.
6.942 −95.8 −52.9 −94.

(7) 9.374 −1.9 −3.1 −13.
8.695 −21.2 −18.7 −37.

(8) 12.336 −7.7 −2.7 −11.
11.738 −25.4 −9.5 −21.

(9) 10.516 −2.7 −0.5 −1.9
9.498 −4.5 −0.8 −3.7

(10) 12.970 −3.3 −0.1 −0.3
12.718 −2.8 −0.5 −4.5

a Parameter d designates the distance between the centre of masses of tw
interactions (with interatomic distances equal to 2.67 Å and
2.81 Å, respectively) has larger distances than the distances
observed in similar structures (2.43–2.73 Å).37 For this motif
we observed a mutual proximity of H(16) and H(19) atoms,
but the distance between those hydrogens (dH⋯H = 2.23 Å)
is much greater than the approximate limit (1.7 Å) for such
contacts established by Wood et al.74

The energy of interaction (3) in this case is dominated
by repulsive interactions (101.5 kJ mol−1), which is balanced
by electrostatic (−48.8 kJ mol−1) and dispersion terms
(−67.1 kJ mol−1). Those stabilizing contributions to the energy
of (3) can be rationalized by the existence of a short inter-
molecular contact between C(9) and I(1) measuring 3.591(4) Å,
and the interplanar contact between the 4-iodophenyl moieties
with an interplanar distance of 4.024 Å.

The charge distribution of halogen moieties is not isotro-
pic (Fig. 4), and the short distance is indicative of an interac-
tion involving the σ-hole of the iodine and the π-electrons of
the 8-oxyquinolinate rings. The repulsion between the
π-electrons of 4-iodophenyl moieties and the negatively
charged part of the iodine atom may be counterbalancing the
attractive force between σ-hole and 8-oxyquinolinate rings.

The fourth motif (4) builds chains of molecules disposed
about the 21 screw axis. Stabilization of this motif results
from joint effects of dispersion (−38.3 kJ mol−1) and the
electrostatic interactions (−26.4 kJ mol−1). This is achieved
with a significant contribution of the C–H⋯π type interac-
tions, mainly, CĲ6)–HĲ6)⋯CgĲ1) (dH⋯Cg = 2.88 Å, C(6)–H(6)–
Cg(1) = 152), where Cg(1) is the centroid calculated for the
2-fluoro-3-pyridyl moiety. The largest contribution to the
energy of interactions for this motif, according to the PIXEL
calculations, is, as in the third motif, dominated by the repul-
sion term (42.4 kJ mol−1).
This journal is © The Royal Society of Chemistry 2014

e of 1 at ambient pressure and at 4.9 GPa (italic) calculated using PIXEL

ersion Repulsion Total Symmetry

9 28.2 −53.1 1 − x, 1 − y, 1 − z
9 106.5 −49.6 1 − x, 2 − y, 1 − z
5 41.0 −40.7 x ± 1, y, z
8 201.1 −42.8 x ± 1, y, z
1 101.5 −35.0 1 − x, −y, 1 − z
.7 363.0 −31.2 1 − x, 1 − y, 1 − z
3 42.4 −32.6 x ± 0.5, 0.5 − y, z ± 0.5
9 197.5 −28.3 x ± 0.5, 1.5 − y, z ± 0.5
4 21.8 −28.4 −x, −y, 1 − z
9 87.6 −37.3 −x, 1 − y, 1 − z
7 50.9 −26.6 −x, 1 − y, 1 − z
2 224.8 −18.1 −x, 2 − y, 1 − z
8 5.4 −13.3 x ± 0.5, 0.5 − y, z ± 0.5
1 53.6 −23.4 x ± 0.5, 1.5 − y, z ± 0.5
2 12.4 −9.2 0.5 − x, y ± 0.5, 1.5 − z
7 45.7 −10.9 0.5 − x, y ± 0.5, 1.5 − z

0.0 −5.0 0.5 − x, y ± 0.5, 0.5 − z
0.1 −8.8 0.5 − x, y ± 0.5, 0.5 − z
0.0 −3.6 2 − x, 1 − y, 1 − z
0.6 −7.2 2 − x, 1 − y, 1 − z

o interacting molecules.
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Fig. 4 Anisotropic charge distribution around the iodine atom in 1.
Electrostatic potential calculated at the B3LYP/DGDZVP level of
theory.
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The fifth motif (5) is also based on the anisotropy of the
charge distribution of the iodine atom. It is stabilized by
CĲ7)–HĲ7)⋯IĲ1) interactions in which a positively charged
proton is pointing towards the negatively charged side of the
iodine atom.

The sixth motif (6) is based upon two sets of interactions.
The first set of interactions is based on C–H⋯π interactions,
with the distance between C(9) and H(14) atoms from
This journal is © The Royal Society of Chemistry 2014

Fig. 5 Motifs Ĳ7)–Ĳ10) observed in the crystal structure of 1.
2-fluoro-3-pyridyl moiety equaling to 2.86 Å. The other set of
interactions is constructed from the π⋯π stacking interac-
tions between 2-fluoro-3-pyridyl moieties with the interplanar
distance equal to 3.780 Å. We believe that this interaction is
strong, according to the calculations done by Sherrill et al.,75

as such a distance is quite favourable for π⋯π interactions.
Motifs Ĳ7)–Ĳ10) (Fig. 5) compromise very weak interactions

and are stabilized by either dispersion (motifs 7 and 8)
and/or electrostatic contributions (motifs 8, 9 and 10). The
seventh motif (7) has a short H(3)⋯H(16) contact (2.58 Å)
and molecules in this motif are arranged in such a way that
they create a chain of molecules. Similar chains are created
by motifs (8) and (9 and stabilized by Q⋯Q interactions.
Motif (10) compromises interacting molecules for which the
mutual distance permits only electrostatic interactions.
Impact of pressure on the crystal structure of compound 1

Effect of pressure on the unit cell dimensions. Compound
1 is stable up to at least 4.9 GPa. The a, b and c unit cell
dimensions decrease by 7.5%, 8.0%, and 6.9%, respectively.
The β angle decreases by 0.4°. The volume of 1 is reduced by
19.4%. The lattice parameters as a function of pressure are
shown in Fig. S1 and S2.† The degree of lattice distortion
(DLD), calculated by the program STRAIN,76–78 is equal to
0.0415 (for the output of the STRAIN program, see the ESI†).
CrystEngComm, 2014, 16, 10780–10790 | 10785
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For comparison, similar values of DLD can be obtained for
ruthenium complexes at 4.63 GPa (0.0419),79 and much lower
values of DLD are observed for L-alanine at 4.31 GPa (0.0337).80

The changes in the variable-pressure parameters of the
unit cell for this low-symmetry system are not strictly related
to compressibility, which was presented by Cliffe et al.81

Hence, we have implemented the PASCAL code for these
calculations (for the output of the PASCAL program, see the
ESI†).81 Since the β angle is close to 90°, the PASCAL analysis
gave similar results to the analysis for nonorthogonal a, b
10786 | CrystEngComm, 2014, 16, 10780–10790

Fig. 6 Energies of motifs Ĳ1)–Ĳ10) as a function of distance (upper graph
polarization, dispersion and repulsion) as a function of pressure (lower grap
and c cell parameters. The direction of the greatest strain is
close to the X axis (see orthonormalization matrix in the
ESI†) and can be rationalized as a consequence of the lack of
interactions parallel to that direction.

Analysis based on Birch–Murnaghan coefficients (B and
B′) may indicate a rapid stiffening of the described material
(B′ > 4) with pressure (for more details and comparison with
other materials see the ESI†).

Effect of pressure on contact lengths and energies. The
impact of pressure on the intermolecular contacts was
This journal is © The Royal Society of Chemistry 2014

) and lattice energy (together with contributions from electrostatic,
hs) calculated using PIXEL.
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Fig. 7 Sum of charge transfer integrals as a function of hydrostatic
pressure calculated at the B97D/6-31+gĲd,p) level of theory.
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evaluated through PIXEL calculations and is depicted in
Fig. 6 (Fig. S9, Table S4–S10†). The increase in hydrostatic
pressure results in shortening of intermolecular distances for
all motifs. For motif (7) it seems that the change in pressure
from 3.96 to 4.88 GPa did not affect the d parameter
significantly. After initial compression, the distances of
interactions for all motifs were lowered, but at higher
pressures the effect of pressure was different depending on
the nature of contacts present in the structure. The energies
of motifs (2), (3), (5) and (7) during compression passed
through a global energy minimum and then increased. On
the other hand, motif (4) passed through the global
maximum and then reached a local minimum at 4.9 GPa.
The weakest motifs (e.g. (8), (9) and (10)) became more stable
at each pressure step.

The effect of high pressure on the intermolecular interac-
tion can be visualised using Hirshfeld (dnorm) surface analysis
(Fig. S2–S4†). Red areas on the surface which represent con-
tacts existing at ambient pressure become more pronounced
after compression. New contacts appeared, especially H⋯H
and C⋯H, but also F⋯F and N⋯H type contacts. Interac-
tions between the iodine atom with both phenyl and Q rings
become prominent at elevated pressure.

Compression has affected both lattice energies and contri-
butions to the lattice energies (Fig. 6, lower graphs). As the
compression progresses the total lattice energies decrease to
reach a minimum at ca. 2.5 GPa and then their values start
to increase. It seems that such behaviour is a consequence of
the interplay between the polarization and the repulsion
terms, which become more prominent with pressure
(more than 3× stronger than those at ambient pressure,
Tables S2–S3†).

Estimated change in the CT properties of 1 with pressure.
Motifs described earlier were analyzed in terms of their
charge transport properties using the Marcus theory. An
interesting phenomenon is that a slight squeeze of the crystal
improved electron transporting properties (understood as an
increase of HABĲe

−)) of the crystal and decreased the hole
transporting properties (understood as a decrease of HAB(h

+))
(Fig. 7). This is something that made the properties of the
crystal more pronounced. It may also point to the fact that the
pattern of interactions at this pressure is suppressing the hole
transport. Further increase in the hydrostatic pressure resulted
in a simultaneous increase of the HAB(e

−) and HAB(h
+); the

former seem to be more affected by pressure.
It seems that crystallographic motifs are not participating

in the CT properties equally, or that their character is not
fixed during compression (Fig. 8a and b). The biggest contri-
butions to the CT are from motifs (3), (4) and (7). Motif (3)
with iodine⋯π-density interaction is almost solely a hole
transporting contact whose CT properties are being increased
with compression. It seems that this motif is being
destabilized by pressure. On the other hand, motifs (4) and
(7) have both dominating electron transporting properties.
They also present the same pattern of CH⋯π interactions
between Q and 2-fluoro-3-pyridyl and 4-iodophenyl rings. It
This journal is © The Royal Society of Chemistry 2014
seems that the mutual proximity between electron-rich
phenolate ring and electron-deficient 2-fluoro-3-pyridyl ring
favours transport of electrons. As the compression proceeds
for (4) the electron CT properties are being hampered by
increasing interactions between two electron-deficient rings,
mainly pyridine and 2-fluoro-3-pyridyl. At 4.9 GPa the mutual
orientation of molecules is similar to the orientation
observed for normal pressure. Therefore, reinforcement of
electron CT properties is observed. A similar situation is
observed for motif (7). For pressure steps with close proxim-
ity of the phenolate ring and 2-fluoro-pyridyl the electron
transporting properties were reinforced, whereas for the pres-
sure steps which favour pyridine and 2-fluoro-pyridyl the CT
properties were hampered. Observed trends in CT properties
seem to be correlated with the stabilization energies (Fig. 6).
For those two motifs, the stronger they are, the better CT
properties they are presenting.

At this point it should be stressed that the PIXEL method
was checked against various methods (DFT, post-HF).53 The
correlation was established against stabilization energies
derived with PIXEL and ab initio methods leading to a con-
clusion that the method worked fine. However, in this contri-
bution we are seeing that orbital overlapping (important
from the standpoint of charge hopping) obtained with
ab initio methods in some cases is correlated with motif ener-
gies obtained with PIXEL.

Apart from (3), motifs (2) and (5) also have their hole
transporting properties dominating over electrons. This is
due to the proximity of 4-iodophenyl rings which are occu-
pied by HOMO orbitals. The CT character of motifs (8) and
(9) was changed by the compression. It seems that the
mutual orientation of molecules in those two motifs pro-
motes better charge hopping than that present in motif (1).

Conclusions

The crystal of 1 was compressed almost isotropically which
was confirmed by the analysis of the crystal lattice parame-
ters supporting the analysis using PASCAL and STRAIN
CrystEngComm, 2014, 16, 10780–10790 | 10787
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Fig. 8 a) Charge transfer integrals ĲHABĲ10
−4 eV)) for motifs (1)–(4) as a

function of hydrostatic pressure calculated at the B97D/6-31+g(d,p)
level of theory. b) Charge transfer integrals (HAB(10

−4 eV)) for
motifs (5)–(9) as a function of hydrostatic pressure calculated at the
B97D/6-31+g(d,p) level of theory.
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programs. While the molecular geometry remains virtually
unchanged, the intermolecular interactions were affected
greatly by the pressure. This was revealed qualitatively by
Hirshfeld surface analysis and quantitatively by PIXEL
10788 | CrystEngComm, 2014, 16, 10780–10790
calculations. Having a detailed description of a crystal system
and changes triggered by the pressure, we could estimate
how the structure affects the charge transport properties. It
turns out that an increase in pressure improved charge trans-
port properties estimated by the Marcus theory. It seems that
motifs based on interactions between electron-rich and
electron-poor ligands have strong electron transporting prop-
erties. On the other hand, interactions between two electron-
deficient counterparts may hamper electron transporting
properties.
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