
CrystEngComm

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

5 
O

ct
ob

er
 2

01
3.

 D
ow

nl
oa

de
d 

on
 7

/1
9/

20
25

 1
0:

55
:5

5 
A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.

HIGHLIGHT View Article Online
View Journal  | View Issue
1430 | CrystEngComm, 2014, 16, 1430–1438 This journal is © The R

aDepartment of Materials Science and Engineering, University of Sheffield,

Sheffield, UK. E-mail: j.harding@sheffield.ac.uk; Fax: +44 114 25943;

Tel: +44 114 25957
bDepartment of Physics and Astronomy, University College London, London, UK.

E-mail: d.duffy@ucl.ac.uk; Tel: +44 2076 793032
Cite this: CrystEngComm, 2014, 16,

1430
Received 22nd August 2013,
Accepted 15th October 2013

DOI: 10.1039/c3ce41677a

www.rsc.org/crystengcomm
Oriented crystal growth on organic monolayers

J. H. Harding,*a C. L. Freemana and D. M. Duffyb

Ordered organic substrates influence the crystallisation of minerals and different crystal morphologies

and polymorphs can be stabilised by varying the properties of the substrates. The mechanisms behind

this crystallisation control are not always apparent; however in recent years results from molecular

modelling studies have led to an increased level of understanding. We present a review of the

experimental evidence for crystallisation control by organic self-assembled monolayers and discuss

the modelling methods that have been used to study these effects. We give an overview of the

contribution modelling has made to the field of mineral crystallisation on organic substrates. The focus

is on calcium carbonate because of its importance as a biomineral and, consequently, the large number

of experimental and modelling studies that have been performed for this mineral.
1 Introduction

One of the remarkable features of biomineralisation is the
ability of the organic vesicle within which the mineral grows
to control the orientation of the growing crystal. Natural sys-
tems are highly complex; hence there has been a search for
model systems that can reproduce this orientation control
but are easier to perform controlled simulations and experi-
ments on, and hence to understand. In their review, Song
and Cölfen1 identified a number of systems that can control
mineral orientation including Langmuir and self-assembled
monolayers, latexes, colloidal crystals and insoluble scaffolds
such as sea-urchin spine replicas or viruses. The review of
Fricke and Volmer2 gives an extended discussion of experi-
mental work on growth of calcium carbonate below insoluble
monolayers (whether of surfactants or macrocyclic amphi-
philes) and the insight this can give to the biomineralisation
process. A number of parameters that could control the cho-
sen orientation of the growing crystal have been investigated:
epitaxial mismatch, charge density of the monolayer, tilt
angle of the chains, nature of the substrate and the effects of
the solution. We shall begin this review with a brief discus-
sion of nucleation theories as background and then consider
the experimental work that has been done in the area before
turning to the use of simulations to understand how organised
organic substrates control crystal growth.
2 Mechanisms for nucleation and
growth on substrates

Theories and models of crystal nucleation and growth on
substrates face similar challenges to those of homogeneous
nucleation and growth. There are numerous possible mecha-
nisms and pathways involved in going from isolated ions in
supersaturated solution to a solid crystal and the dominating
pathway depends on many factors.

The most popular and successful model of crystallisation
from supersaturated solution is classical nucleation theory
(CNT), which is based on the idea that crystal nuclei form
from fluctuations of ion concentrations in the solute, but
these nuclei are unstable below a critical size. Adding an ion
to a nucleus or cluster costs energy, due to the increased
interfacial area, but this is offset by the energy gain from
increasing the volume of the crystal. The critical nucleus size
is reached when increasing the cluster size results in a net
energy gain. The size of the critical nucleus, and hence
the free energy barrier to nucleation, depends on the interfa-
cial energy and the chemical potential difference of the
crystallising species between the solid and the solvent. Nucle-
ation on a substrate is favoured when the interfacial energy
is reduced by the crystal-substrate interaction as this lowers
the size of the critical nucleus and, hence, the nucleation bar-
rier. As the nucleation rate depends exponentially on the free
energy barrier, a small reduction in the interfacial energy,
due to favourable crystal substrate interactions, results in a
significant enhancement of nucleation on the substrate com-
pared to bulk solution. There are numerous approximations
involved in classical nucleation theory, for example the calcu-
lation of the surface and bulk energies may not give the
values appropriate for small clusters, therefore numerical
calculations of nucleation rates are often out by many orders
oyal Society of Chemistry 2014
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Fig. 2 Schematic showing various crystallisation mechanisms on
surfaces. Circles represent ions, rectangles represent crystals and
irregular shapes represent an amorphous phase. (i) shows crystal
nucleation on the substrate followed by ion-by-ion addition. (ii) shows
an amorphous cluster forming in solution followed by deposition on
the substrate and an amorphous to crystalline transition (green arrows).
In (iii) the amorphous cluster on the substrate crystallises via dissolution
and re-precipitation. (iv) represents crystal growth via oriented attach-
ment (yellow arrow).

CrystEngComm Highlight

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

5 
O

ct
ob

er
 2

01
3.

 D
ow

nl
oa

de
d 

on
 7

/1
9/

20
25

 1
0:

55
:5

5 
A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online
of magnitude. Nevertheless the concepts remain valid, partic-
ularly if it is recognised that the chemical potential is not
necessarily a monotonic function of the cluster size,4 and
that several intermediate steps may be involved (Fig. 1).

Recently there has been much discussion about non-
classical nucleation,5 which is generally taken to mean that
nucleation occurs via the aggregation of small clusters,
rather than by the addition of single ions or formula units
to a sub-critical cluster. The aggregating clusters may be
amorphous (ACC in the figure) or crystalline. In the former
case the amorphous clusters may undergo an amorphous
to crystalline transition when the cluster reaches a critical
size. The latter process is referred to as oriented attach-
ment and this can result in the formation of mesocrystals,6

which are single crystals that retain some internal structure
related to the subunits from which the macroscopic crystal
is formed.

The possible mechanisms and pathways for crystallisation
on substrates are more numerous and complex than those
available to homogeneous nucleation (Fig. 2). Analogous to
classical nucleation in a homogeneous solution, a critical
cluster may form on the substrate and grow by ion addition.7

Amorphous clusters may form in solution and undergo an
amorphous to crystalline transition after coming into con-
tact with the substrate. The amorphous clusters may aggre-
gate on the substrate, or form a continuous amorphous
film, and then transform to a single crystal or polycrystalline
film.8 In a process analogous to oriented attachment in bulk
solution, small crystalline clusters may nucleate on the sub-
strate and then aggregate all over the substrate through a
diffusion mechanism.

In the next section we will review the experimental data
in support of all the various mechanisms for crystallisation
on organic substrates and the influence that substrates
have on crystal polymorph and orientation. We will then
review the theory and modelling techniques that have been
used to study crystallisation on ordered organic substrates
and the contribution these methods are making to the
understanding of the influence of organic substrates on
crystallisation processes.
This journal is © The Royal Society of Chemistry 2014

Fig. 1 Schematic showing the free energy variation for a variety of p
(Dynamically Ordered Liquid-Like Oxyanion Polymer) refers to the prenucle
3 The experimental position

There have been several major reviews on the experimental
work on the use of monolayers to control crystal growth.
Fricke and Volmer2 have discussed the work on calcium car-
bonate in detail. Song and Cölfen1 consider a number of sys-
tems in the context of additive control of crystal growth. We
therefore shall summarise only the major points here. Most
work has considered that the ability of organic monolayers to
control crystal growth should be explained as some kind of
templating effect. Early work9 used Langmuir monolayers as
the templating agent for crystallisation. Since it was initially
assumed that epitaxial matching was an essential part of the
templating mechanism, the great flexibility of these layers to
change their lattice parameters (provided this did not require
great compression) was a perceived advantage. The degree of
orientational control, however, is fairly low. Stripe et al.10

have used mixed monolayers to suggest that it is the average
templating lattice that matters, not a detailed stereochemical
fit. They find no effect of molecular tilt angle. Work from
Volkmer and co-workers on Langmuir monolayers2,11 empha-
sized the importance of the charge density at the monolayer
CrystEngComm, 2014, 16, 1430–1438 | 1431

ossible pathways for crystallisation from ions in solution. DOLLOP
ation clusters identified in ref. 3, (image courtesy of R. Darkins).

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/c3ce41677a


CrystEngCommHighlight

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

5 
O

ct
ob

er
 2

01
3.

 D
ow

nl
oa

de
d 

on
 7

/1
9/

20
25

 1
0:

55
:5

5 
A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online
surface rather than epitaxial matching in controlling which
phase of calcium carbonate is formed. The role of pre-
nucleation clusters has been emphasized, with cryo-TEM
suggesting that the initial stages of formation of CaCO3

on monolayers12 involves such species. Aggregation of pre-
nucleation clusters has also been observed in the crystalliza-
tion of calcium phosphate.13

A detailed review of the preparation and use of self assem-
bled monolayers (SAMs) is given in ref. 14. Most of the SAMs

used in mineral ( )3 3 30 R crystallisation are deposited

on gold or silver substrates, most commonly on the Au (111)
surface, using thiolates. For a high-coverage thiol array, the
bonding habit is usually where the sulphur atoms are in
the hollows of the gold lattice. The perfect surface unit cell of
the alkane chains then has the symmetry c(4 × 2). The alkane
chains are nearly all in the trans configuration and the chain
is tilted, typically at a canting angle (α) of 30° and rotation
angle (β) of 50° (see Fig. 3 for definitions). In practice, SAMs
contain defects. These can be caused by metal defects in the
substrate, grain boundaries or steps. Complex phase changes
are possible with the introduction of gauche conformers
into the system. Also, particularly for short chain lengths,
the SAM can be disordered. In the simulations that we shall
discuss, these complications are ignored since they
usually occur on larger length-scales than those attainable by
atomistic simulation. Their presence, however, should be
considered when comparing with experiment.

Studies of crystallisation of calcium carbonate on SAMs15

demonstrated that epitaxial matching was not necessary for
orientational control. Aizenberg et al.15 also demonstrated
that some functional groups (OH, COO− and SO3

2−) give
strong orientational control whereas others (PO3

2−) do not.
Methyl termination, indeed, inhibits crystallisation. When
solutions are replaced by an agarose gel16 the SAM still con-
trols the orientation, but the aspect ratio (ratio of length to
1432 | CrystEngComm, 2014, 16, 1430–1438

Fig. 3 16-Mercaptohexadecanoic acid (MHA) and its degrees of
freedom. The carboxylic acid endgroup is free to rotate about γ.
Reprinted with permission from A. M. Travaille, L. Kaptijn, P. Verwer,
B. Hulsken, J. A. A. W. Elemans, R. J. M. Nolte and H. van Kempen,
J. Amer. Chem. Soc., 2003, 125, 11571.43 ©2003 American Chemical
Society.
width) is reduced – probably a consequence of the incorpora-
tion of agarose fibres into the crystal. The use of monocrys-
talline mica substrates can increase the orienting effect of
SAMs by suppressing the microdomain structure of the gold
films evaporated onto them, producing a SAM that is ordered
over long distances.17 Moreover, the observed control is dif-
ferent from that seen for Langmuir monolayers. In that case
orientation in the (100) and (001) directions was observed.18

These authors ascribed these effects to the symmetry of the
functional head-group.

Most of the studies on crystallisation (like those cited
above) have used calcium carbonate. However, a number
of other minerals have been considered including stron-
tium carbonate,19 zinc oxide,20 barium sulphate,21 calcium
phosphate,22 hydroxyapatite23 and hydrated iron oxides
(lepidocrocite24 and goethite25). For a discussion of the
use of SAMs to control the crystallisation of organic mole-
cules, see the review of Singh et al.26

The length of the alkane chain can affect many properties
of SAMs. Of particular importance are the so-called “odd–
even” effects – the observation that SAMs with carbon chains
having an odd number of carbon atoms (–S–C2n+1COO

−) have
different structures or properties to those with chains having
an even number of carbon atoms (–S–C2nCOO

−). A full review
of the extensive literature can be found in.27 Our particular
concern is how the alternation between odd and even SAMs
can affect the ability of a SAM to control the crystallisation
profoundly. Aizenberg and coworkers28 have observed that
SAMs with an odd number of carbons in the chains (hereafter
denoted odd SAMs) have a strong orientating effect,
producing crystallisation in the (012) nucleating plane. On
the other hand, even SAMs have a much weaker orienting
effect and, if nucleation is observed, it tends to be in the
(11m) plane where m is about three. OH functional groups
can stabilise the amorphous phase.29 In the presence of free
water, this transforms to calcite through a dissolution–
reprecipitation mechanism. A more controllable transforma-
tion can be achieved using a SAM with carboxylate functional
groups. Foreign molecules and ions can be introduced into
the amorphous calcium carbonate (ACC) and some become
incorporated into the crystalline calcite. It has been suggested
that this can be used to make nanostructures using complex
patterned quasi-2D systems.30

Direct effect of the solution can also affect the
crystallisation. Aizenberg and co-workers31 point out that the
order in which the calcium and carbonate containing solutions
are added determines the efficacy of the monolayer – adding
the calcium solution first greatly strengthens the orientating
effect. Different concentrations of calcium ion affect the
size, shape and orientation of calcite crystals on carboxylate
monolayers.32 On alcohol terminated monolayers, low concen-
trations of calcium give vaterite, whereas high concentrations
give calcite rhombs in the standard (104) nucleating plane.

A considerable body of work has emphasised the impor-
tance of monolayer flexibility for both Langmuir monolayers
and SAMs. Popescu et al.33 have prepared a set of Langmuir
This journal is © The Royal Society of Chemistry 2014
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monolayers where they have systematically changed the den-
sity of the surfactant monolayers. Although all the mono-
layers can nucleate calcite, only those that are flexible
enough to allow the rearrangement of the molecules can
affect the morphology. Lee et al.34 have prepared SAMs of
varying flexibility by using mercaptodecyl benzoic acids with
different placing of the functional carboxylate group on the
aryl ring with respect to the alkyl chain. Only the para case
produces oriented growth. This is the configuration that
shows by far the greatest flexibility due to the reduced hydro-
gen bonding of this isomer.35 The crystal and monolayer
(in effect) template one another to find the most stable inter-
facial structure; this is so-called cooperative crystallisation.

4 Modelling studies

The gulf between the timescales that can be modelled by
atomistic simulations (nanoseconds) and the timescales
required for nucleation (minutes to hours) generally inhibits
the direct simulation of nucleation events. Understanding
can, however, be greatly enhanced by employing simulation
methods to calculate relevant interfacial and surface ener-
gies. Accelerated modelling methods, such as metadynamics
for exploring nucleation pathways36 and Kinetic Monte Carlo
methods for modelling growth,37 have also contributed much
to the understanding of the fundamental mechanisms. Here
we present the modified CNT for heterogeneous nucleation to
highlight the relevant interfacial energies that can be calcu-
lated using atomistic simulations. We then present a review of
the high temperature molecular dynamics and metadynamics
simulations that have been used to model crystallisation of
amorphous calcium carbonate on self-assembled monolayers.

4.1 Classical theory of heterogeneous nucleation

The effect of a substrate on the nucleation of a solid from a
fluid can be understood in terms of CNT (see, for example,
Liu et al.7). The free energy change (ΔG) due to the formation
of a nucleus of volume Vs in a bulk fluid is:

 


G V S
s
cf cf

(1)

Here Δμ is the chemical potential, Ω is the atomic volume,
γcf is the crystal/fluid interfacial free energy and Scf is the sur-
face area of the crystal nucleus. For nucleation on a substrate
we need to adjust the interfacial energy term to take account
of the part of the crystal that is in contact with the substrate:


G V S S    

  s
cf cf sc sf sc

(2)

Here γsc is the substrate/crystal interfacial free energy, γsf
is the substrate/fluid interfacial free energy and Ssc is the area
of the crystal in contact with the substrate. When the nucleus
is a spherical cap, the position of intersection of the sphere
with the surface (the cosine of the contact angle, m) is related
This journal is © The Royal Society of Chemistry 2014
to the ratio of the difference between the surface/crystal and
surface/fluid interfacial free energies to the crystal/fluid inter-
facial free energy.

m 
  

sc sf

cf
(3)

m is close to +1 for crystals that bind strongly to the
substrate, in which case the cluster will be thin with a low
contact angle. For weak crystal/surface interactions, m is close
to −1 and the spherical cluster just touches the surface,
resulting in a heterogeneous nucleation rate close to the
homogeneous nucleation rate. The ratio of the heterogeneous
to homogenous nucleation barriers, and thus the nucleation
rate, increases with increasing m. The case of facetted clusters
is more complex as the crystal/fluid area is a function, not
only of the height of the nucleus above the surface, but also
of the orientation of the crystal facet in contact with the sub-
strate. Travaille et al.38 have calculated the contact area for
different ranges of the interfacial energies for the particular
case of calcite with a {012} surface in contact with the sub-
strate and low energy {104} surfaces in contact with the fluid.
They demonstrated that the spherical cap approximation was
reasonable, at least for this particular case.

Under certain conditions the enthalpic components of the
interfacial free energies in eqn (2) and (3) (γcf, γsc, γsf) can be
calculated from atomistic simulations. This is straight forward
when the substrate is the surface of a 3-dimensional material
as the interfacial free energy (γsc) is defined uniquely as:

γsc = γc + γs + βsc (4)

Here γc and γs are the surface free energies of the crystal
and substrate respectively and βsc is the interfacial binding
free energy, which is the free energy (per unit area) gained by
joining the crystal and the substrate. βsc is, generally, negative
and large negative values are representative of strong interac-
tions between the crystal and the substrate. In the case where
the substrate is a monolayer this definition is invalid as we
cannot define the surface energy of the monolayer – the
monolayer is already a surface. However if we consider only
the difference between the interfacial free energies γsc − γsf
the problematic monolayer surface energy cancels. We can,
therefore, express m in terms of well-defined parameters.

m 



  

 
 


   
  

sc sf

cf

c f sc sf

c f cf
(5)

The enthalpic component of the surface and interfacial
binding free energies can be calculated using molecular
dynamics,39 at least when the surfaces are charge neutral and
there is good epitaxial match between the substrate and the
crystal. Complications arise when we consider polar crystal
surfaces nucleating on ionised substrates. In the absence of
CrystEngComm, 2014, 16, 1430–1438 | 1433
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reconstruction or neutralising species, the separated crystal
and substrate have infinite energy so the challenge is then to
obtain a meaningful definition of the interfacial energy that
corresponds to the parameter that is relevant to the nucle-
ation event. If we assume that the reference state (before the
formation of the nucleus) is the Ca2+ and CO3

2− ions in solu-
tion with sufficient Ca2+ ions adsorbed on the substrate to
neutralise the charge, we can determine the interfacial energy
by calculating the surface energy of the polar surface by
reducing the charge density of the outer layer of the slabs by
half,40 thereby quenching the dipole.41

From a modelling perspective, the computational surface
unit cell of the substrate and the crystal must be identical,
therefore any lattice mismatch must be accommodated by
adjusting the surface lattice parameters of the crystal, the sub-
strate, or both. The induced strain energy can be cancelled by
calculating the bulk reference energies using the same com-
putational cells. For large lattice mismatch the misfit can be
accommodated by line defects or misfit dislocations and,
again, overall charge neutrality must be maintained. In the
case of calcium carbonate it is possible that bicarbonate ions
may play a role in charge neutralisation.42

In general, the symmetry of the crystal surface will not be
the same as the substrate, therefore the epitaxial match will
be better in some directions than others. Experimentally, this
anisotropic epitaxial mismatch results in the growth of elon-
gated crystals (Fig. 4).43 Indeed more mature crystals grow
off the substrate such that the area in contact with the sub-
strate remains constant as the crystal grows. This suggests
that at some point during the growth, the unfavourable epi-
taxial strain energy dominates the favourable substrate/crys-
tal energy. Pokroy and Aizenberg44 modelled this effect by
extending the Hartman–Perdok growth model45 with an addi-
tional strain energy term to take account of misfit strain. As
the misfit strain is, in general, anisotropic; the growth rates
in different directions will be different, resulting in elongated
crystals. Pokroy et al. calculated the differential growth rate
by considering the strain to be accommodated by elastic
deformation of the crystal and substrate. Large mismatch or
1434 | CrystEngComm, 2014, 16, 1430–1438

Fig. 4 Calcite crystals grown on a SAM of MHA. Note the elongation
of the more mature crystals. Reprinted with permission from A. M. Travaille,
L. Kaptijn, P. Verwer, B. Hulsken, J. A. A. W. Elemans, R. J. M. Nolte and
H. van Kempen, J. Amer. Chem. Soc. 2003, 125, 11571.43 ©2003
American Chemical Society.
large interfacial area would, however, induce excessive strains
therefore one might expect the misfit to be accommodated
by defects such as misfit dislocations. These dislocations
would also cost energy and result in the same anisotropic
growth as that predicted by the elastic strain model and,
indeed, result in a reduced footprint on the substrate.46

Modelling the interface with the growing crystal raises
further questions as the state of the system before crystallisation
is generally unknown – i.e. are intermediates present at the
interface? Simulations have attempted to calculate the inter-
facial energy with different disordered calcium carbonate
structures47 showing a potential preference for particular
SAM structures.

In summary, atomistic modelling can contribute to the
understanding of nucleation and growth on substrates
through the calculation of the various interfacial energies
associated with the free energy barrier and critical nucleus.
These do not provide absolute nucleation rates but they
can be used to predict which crystal faces will be favoured on
particular substrates.
4.2 High temperature molecular dynamics

Modelling the interfacial interactions and energies is one
method available to computer simulation. More recently, to
understand the morphology control of organic substrates
better, modellers have turned to direct simulation of the
crystallisation process. By its very nature, crystallisation will
require the system to traverse a significant energy barrier,
large enough to make it a rare event. These rare event pro-
cesses are not seen in standard molecular dynamics where
the timescale of the simulation (100 ns or less) does not
generate a true time average of the system and allow for the
necessary exploration of an entire energy surface. Therefore it
is essential for modellers to devise methods to accelerate the
exploration of the energy surface. A range of methods exist48

– mostly these involve some form of path sampling where the
simulation is forced to remain close to a particular route by
an energy biasing. This process can be very effective but only
when that pathway is already reasonably well characterised.
Unfortunately the actual atomic process of crystallisation is
poorly understood and this type of path sampling could
potentially dramatically alter the actual process that we
wish to sample. Therefore methods that require less specific
biasing of the simulation are needed.

The most obvious mechanism to push a simulation over
an energy barrier associated with crystallisation is to increase
the temperature and hence the energy in the system. Duffy
and Harding demonstrated this approach for CaCO3 on the
SAM system.49 Although this approach works in many inor-
ganic systems, increasing the temperature has the drawback
that the monolayer molecules must be frozen as their struc-
ture will not survive the high temperatures. The simulations
used a melted CaCO3 cluster on charged odd and even mono-
layers. The cations and anions could clearly be seen ordering
into layers of alternating charge. Within these layers some
This journal is © The Royal Society of Chemistry 2014
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further ordering could be observed particularly on the even
monolayer with the radial distribution function suggesting a
calcite-like structure being formed and with a (001) surface.
Further analysis of this temperature-based crystallisation50

confirmed the (001) surface. Artificial rearrangement of the
head-groups was performed and it was found that the only
way to induce a surface other than the (001) surface was to
completely alter the organisation of the head-groups to
match the (012) calcite surface (Fig. 5). These temperature-
based simulations with frozen monolayers suggested that
the predicted experimental structure of the monolayer
that matches the (001) calcite surface so well was only able
to induce the (001) calcite surface in disagreement with
experimental results.

High temperature simulations have also been used to
explore calcite crystallisation on calcite substrates and have
suggested that the growth rates of calcite surfaces do not
follow a simple pattern based on their surface energies.47,51

These results suggest that the growing crystal may have pre-
ferred orientations that will be sought out while in contact
with the substrate.
4.3 Accelerated simulation methods

The two studies discussed in the previous section clearly
highlighted that a frozen monolayer approach is not able to
represent the crystallisation of calcite on the SAMs correctly.
It could be expected that in many cases the flexibility and
mobility of the organic substrate may play a crucial role in
the crystallisation process. Therefore further methods that
can include this have been explored.

One methodology employed by Kawska et al.52 was to use
a Monte Carlo type approach within a docking protocol. Ions
This journal is © The Royal Society of Chemistry 2014

Fig. 5 Shows the formation of the (A) (001) calcite and (B) (012)
calcite surfaces depending on the selected frozen structure of the
SAM. Figure reproduced with permission from C. L. Freeman, J. H. Harding
and D. M. Duffy, Langmuir, 2008, 24, 9607.50 ©American Chemical
Society.
are systematically added to a cluster and with each addition
a range of potential sites is explored to identify the lowest
energy addition. This whole system is then minimised before
proceeding to the next addition. They utilised this methodology
to explore calcium phosphate addition to an analogue of
a collagen molecule.53 Exploring how this molecule influences
the growth of calcium phosphate has obvious implications for
bone development. This method does not actually encourage
crystallisation and during the simulations only a small degree
of order was observed to occur within the cluster formed.
Without any actual direct encouragement of crystallisation
the method remains largely restricted to analysing aggrega-
tion. This obviously may be a crucial step on the pathway to
the final crystal.

Metadynamics54 is another methodology to tackle the
issue of crystallisation. At its core, metadynamics defines a
system by a series of order parameters, which for the case of
crystallisation will be the spacing and orientation of the ions
(i.e. structure factors). As the simulation runs, a record is kept
of the order parameters for each configuration sampled and
then a bias is applied to the system to encourage it not to
return to these specific order parameter values. Via this
approach the system is forced to explore more and more rare
events, eventually leading to a crystallisation process. The clear
advantage of this method is that it does not fundamentally
force the system to follow a particular pathway nor does it alter
the ensemble conditions (i.e. temperature). The simulation, is
however, massively controlled by the choice of order parame-
ter and the rate of biasing which must be carefully selected.

For organic substrate control this method was first used
by Quigley et al.55 to model the crystallisation of calcite on
SAMs. They considered a large matrix of different configura-
tions varying the length of the monolayer chains, their
ionisation and the presence of water molecules. Their simula-
tions observed the formation of the (012) calcite surface on
the even SAMs as experimentally reported which suggested in
agreement with the earlier high temperature studies that the
flexibility of the substrate was a crucial factor. Fig. 6 shows
the results of metadynamics simulations of the crystallisation
of ACC on an MHA SAM. When the substrate is frozen the
crystal grows in the (001) orientation (Fig. 6a) whereas on the
flexible substrate the (012) orientation is formed (Fig. 6b). In
the (012) orientated structure, distortion of the SAM ensures
localized areas of good match interspersed with areas of poor
substrate/crystal epitaxy. We have recently shown that the
(001) oriented structure has lower energy than the (012)
structure, which indicates that kinetic factors dominate the
orientation selection. Although metadynamics allows us to
explore the system with a limited amount of biasing it still
imposes important restrictions on our study. The bias within
the simulation is applied to all the atoms of interest so all
the Ca2+ and CO3

2− ions are being encouraged to order across
the whole disordered cluster. Obviously crystallisation is
generally a local event and not a global one but we are apply-
ing a global biasing. In addition, metadynamics is limited
by its order parameters and therefore we must be able to
CrystEngComm, 2014, 16, 1430–1438 | 1435
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Fig. 6 Structures formed by the crystallisation of ACC on MHA SAMs
using metadynamics. In (a) the SAM is frozen and the crystal forms in
the (001) orientation, whereas in (b) the substrate molecules are free
to move and the crystal forms in an (012) orientation (image courtesy
of A. S. Côté and A. Travis).
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design parameters that will sample what we need, which can
be challenging.

5 Summary and conclusions

Much effort (both theoretical and experimental) has been put
into understanding how self-assembled monolayers can
control crystallisation. This is both because these systems have
been considered as model systems for biomineralisation and
in their own right as nanostructures and the foundation of
nanostructures. The ability to make SAMs that contain patterns
of different head-groups suggests that it is possible to grow
complex structures and composites by careful design of
1436 | CrystEngComm, 2014, 16, 1430–1438
the substrate – ensuring that different regions of the substrate
promote the growth of different orientations or polymorphs
of a given material or even different materials. A limitation on
the structures produced has been the imperfections found in
the monolayer, whether produced by defects in the underlying
metal substrate or disorder in the monolayer itself. Although
most work has been done on calcium carbonate, it is clear that
the process is applicable to a wide range of minerals and also
to organic molecules. This is also known in biological systems,
in particular the formation of nacre.

Ideas concerning the mechanism have changed consider-
ably with contributions from both simulation and experiment.
The original suggestion that control was due to epitaxial
matching proved to be far too simple, neglecting the fact that
an interface involving a flexible substrate allows many possi-
bilities of evading the requirements of strict geometrical epi-
taxy. Moreover, the best epitaxial match need not be the
interface that is the most stable. This is shown by the rarity of
formation of the (001) orientation – which has an excellent
epitaxial match – compared to the (012) orientation where the
epitaxial matching is much poorer. Considerations of electro-
statics are, however, important as Volkmer and coworkers2,11

have argued from the experimental data on the systems they
have studied and as simulations have born out.

Much work remains to be done on the mechanism of for-
mation. It is clear that an amorphous phase is part of the
process of formation. However whether the crystalline phase
is obtained by direct transformation or by a dissolution–
reprecipitation mechanism depends on circumstances. If
direct transformation occurs, there is the further question of
how and when the water is removed from the amorphous
phase (which is always hydrated, at least initially) to produce
the anhydrous vaterite, aragonite or calcite phases. Also,
where direct transformation occurs, if the cation or anion
is highly asymmetric (as is the case for calcium carbonate),
the initial distribution of the orientation of the asymmetric
ion can play an important part in determining the final
morphology of the growing crystal.

Since so much of the experimental work has been done on
the calcium carbonate system, an important question is how
specific the conclusions are to that material. As noted above,
studies have been performed on other systems but to nothing
like the same extent as for calcium carbonate. Also, calcium
carbonate remains the only system where extensive simula-
tions have been performed. In this system, close collabora-
tion between experimentalists and simulators has enabled a
detailed picture to be developed of the role of SAMs in con-
trolling crystal orientation. However, if SAMs are to fulfil
their potential for applications, there needs to be more work
to see whether the lessons learned from this (comparatively)
well-understood system are applicable more generally.
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