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In recent years, there has been a great progress in the development of superparamagnetic particles
targeted to a wide range of applications, including fields as diverse as biotechnology or waste removal.
However, the physics behind their behaviour under usual conditions (diluted dispersions and high
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magnetic fields) has many, fundamental, open questions. In this review, we revisit the advances in the

basic physical concepts and predictive analytical and simulation tools. We focus on recent developments
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1 Introduction

Superparamagnetic colloids are a successful example of a
development from a new behavior arising at the nanoscale
which has reached the marketplace (see for example ref. 1 for a
review of commercially available particles designed for
biotechnological applications). The peculiar magnetic behavior
known as superparamagnetism is exhibited only by nanometer
sized grains of magnetic materials such as iron oxides.” At zero
applied field, the magnetization of superparamagnetic particles
is zero. In the presence of an external field, the particles acquire
a magnetic dipole. At high fields, large saturation values of the
magnetization can be obtained, hence the term
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in the understanding and prediction of phenomena induced by magnetic fields both in uniform fields
(for example, chain formation) and in magnetic gradients (cooperative magnetophoresis).

superparamagnetism. The magnetic colloids employed in
typical applications are composite materials made of super-
paramagnetic nanoparticles inserted in a matrix of nonmag-
netic material such as polystyrene or silica (see for example ref.
3 and 4). In this way, one obtains composite particles with sizes
of the order of 10> nm or larger which are still super-
paramagnetic (for a discussion on the relationship between the
magnetic response of the composite and their individual
components see ref. 5). The high magnetic response of these
composites makes them appropriate for applications such as 7,
contrast agents in magnetic resonance.® Also, many other
biomedical applications are possible (see ref. 1 and 7 for
reviews).

In many applications, the superparamagnetic colloids are
functionalized with appropriate chemical groups in order to
bind to or capture specific targets.>® Once the particles have
bound to their target or captured the desired molecule, they can
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be removed using magnetic gradients. It has to be noted here
that uniform magnetic fields are unable to induce a drift
velocity in magnetic particles so that a magnetic gradient is
required. The motion of magnetic particles in a magnetic
gradient is called magnetophoresis.’® There are many recent
examples which involve the use of functionalized super-
paramagnetic particles and their recovery using magneto-
phoresis. For example, biotechnological applications include
protein isolation, cell separation, drug delivery, and bio-
catalysis." Other interesting applications involve the capture
and extraction of pollutants*>** and the processing of bacteria
for biofuel applications.* In the marketplace, companies are
offering superparamagnetic microspheres to use in combina-
tion with magnetophoretic systems as alternatives to conven-
tional chromatography resins in automated high throughput
protocols replacing centrifugation, organic solvents and
filtration.

It is convenient to compare the magnetic dispersions of
interest here with more classical and well established applica-
tions of dispersions of magnetic particles such as ferrofluids or
magnetorheological (MR) fluids." MR fluids are typically highly
concentrated dispersions of magnetic particles in which the
objective is to tailor the mechanical response of a global entity
(the MR fluid) employing the appropriate ingredients in its
formulation. For a recent review of MR fluids, the reader is
referred to ref. 16. In contrast, in the systems of interest here,
the focus is on the individual particle and its functional
behavior. Although they are mostly employed in diluted
dispersions (typical concentrations are of the order of 1 g 17%),
they show rich and interesting physics due to their strong
magnetic response. As an example, we show in Fig. 1 images of
the magnetophoresis of a diluted dispersion (1 g 17") of
commercial Estapor® M1-30/40 particles (d = 410 nm) under a
bar magnet'” (videos of these experiments are freely available
online'®*). Similar images can be found in other experiments,
see for example ref. 20 and 21. The large induced magnetic
dipoles drive the particles to organize in anisotropic structures
aligned in the direction of the external field. Since the applied
magnetic field is inhomogeneous, the structures move in the
direction of the gradient of the magnetic field intensity, indi-
cated with arrows in the figure. An interesting observation is
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Fig.1 Optical micrograph of a solution of concentration 1 g =" of Estapor® M1-
030/40 particles under a bar magnet at times (a) 0's, (b) 120 s, (c) 240 s and (d)
360 s after placing the magnet. The scale bar in (a) is valid from (a) to (d). Linear
aggregates form in the direction of the local field (vertical) and move in the
direction of the magnetic field gradient (towards the left), as indicated by white
arrows. As time goes, aggregates collide laterally and thicker aggregates are
formed (figure reproduced from ref. 17). See also the videos of these experiments
in YouTube."®®

that, in these experiments the observed structures dissolve after
suppression of the magnetic field, recovering the initial state of
dispersion, without chains of particles (see the free video and
also the experiments in ref. 20). This is of course due to the lack
of magnetic moment of the particles in the absence of the
magnetic field (and also due to a good colloidal stabilization of
the particles). The fact that the structures arising in dispersions
of superparamagnetic colloids can be completely controlled by
an external field is a property of great interest for many appli-
cations. This is also an essential difference between dispersions
of superparamagnetic and ferromagnetic particles: in the case
of particles with a permanent magnetic dipole (ferromagnetic
particles) aggregates are still observed in the absence of the
magnetic field due to the remanent dipole-dipole interaction.

It is important to recall that the formation of structures as
those seen in Fig. 1 plays a major role in many applications. For
example, we have shown'”** that this field-induced reversible
aggregation dramatically enhances magnetophoresis. In
contrast, in therapeutic applications, aggregation is often an
undesired effect which affects biocompatibility. Another inter-
esting example involves particles designed for imaging appli-
cations. It has been shown that the 7, response of water
molecules in magnetic resonance experiments is strongly
modified if the superparamagnetic particles used as contrast
agents form chains under the strong fields (>1 T) employed in
these applications.”® Some of the superparamagnetic particles
designed for these applications (which are designed to have a
large saturation magnetization)* are not observed to form
chains® but others tend to form chains under these strong
fields.>**

Therefore, it is clear that the possibility of predicting the
behavior of colloidal dispersions of superparamagnetic parti-
cles under a magnetic field has an enormous practical
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importance, in addition to its fundamental physico-chemical
interest. This includes predictions about the conditions neces-
sary for the formation of aggregates or chains under strong
fields, their size and shape and their kinetics, and quantitative
predictions of their influence on the various processes of
interest (magnetophoretic velocity, for example). Our objective
in this review is to highlight recent advances obtained in this
direction.

2 Superparamagnetic dispersions under
magnetic fields: interactions between
particles

2.1 The dipole-dipole interaction

In practical applications, colloidal dispersions of super-
paramagnetic particles are under the action of an external
magnetic field, which can be intense (fields in the range of 0.1-1T
are typical). In this case, the superparamagnetic particles acquire
large induced magnetic dipoles and strong dipole-dipole inter-
actions arise. The interaction energy between two super-
paramagnetic particles with dipole m (induced by an external
magnetic field), separated by a distance r is given by:

2
Uy = Z—;’r% [1 = 3cos® 4], (1)
where 6 is the angle between the direction of the external
magnetic field and the line joining the centers of the two
particles, and u, = 47107 N A~? is the magnetic permeability
of free space. Since the particles are in dispersion in a liquid,
the relevance of this particle-particle magnetic interaction
depends on how intense it is as compared with thermal energy.
The ratio between the dipole-dipole interaction (eqn (1)) and
thermal energy kgT (ks = 1.38 x 10 >* J K ' is the Boltzmann
constant, T is the temperature) can be written as:

AB3[1 3

Uaa — — Zcos? 6’} , 2)

kBT - 3

where Ap is the magnetic Bjerrum length defined by:

1/3
Ko’
27'5/(3 T

B =

(€)

Physically, Az can be interpreted as the characteristic length
scale at which magnetic interactions are significant as
compared with thermal effects. The Bjerrum length concept is a
key element in the classical theory of (electrostatic) pairing
between electrolytes in solution and this magnetic analog was
introduced in ref. 17 and 22. The interaction energy given by
eqn (2) is represented in Fig. 2 for a typical value of 1. As seen in
this figure, the dipole-dipole interaction is highly anisotropic,
with strongly attractive or strongly repulsive regions due to the
dependence in eqn (1). Hence, the anisotropy of the particle-
particle interaction justifies the tendency of the particles to
form anisotropic structures or assemblies in solution, as those
illustrated in Fig. 1. The dipole-dipole interaction (eqn (1)) is
attractive for angles 6 smaller than 6, = 54.7° and repulsive
for 6 > 6,. The minimum energy configuration corresponds to

6656 | Soft Matter, 2013, 9, 6654-6664

View Article Online

r[d]

Fig. 2 Magnetic dipole-dipole interaction energy (eqn (2)) experienced by an
imaginary test particle due to the interaction with the (identical) super-
paramagnetic particle shown in black. The calculation corresponds to the case I' =
15 (Ag = 2.47d). The yellow arrow indicates the dipole of the particle, directed in
the direction of the field. The interaction energy shown as the color scale is given
in units of kgT and the distance (in cylindrical coordinates) is measured in units of
the diameters of the particle d. The red color corresponds to attractive regions
and the green color corresponds to repulsive regions.

6 = 0 and interparticle distance of r = d (where d is the diameter
of the particles) and has an energy Uig™/ksT = —Ag’/d’. Hence, it
is reasonable to characterize the strength of the magnetic
interaction by a magnetic coupling parameter I" defined as**

| Umax{ ,LL()WZSZ

r=ll__Fos 4
kBT 27'Cd3kBT ()

In eqn (4), we consider that the particles are at saturation
magnetization with dipoles mg (i.e. they have the maximum
dipole which can be obtained under a strong field). Hence, the
parameter I' compares the maximum possible strength of the
attractive particle-particle magnetic interaction (i.e. that
obtained under strong fields) with the thermal energy.>® Physi-
cally, I' >> 1 corresponds to a situation dominated by magnetic
interactions, whereas in the opposite limit of I' < 1, thermal
agitation dominates.

What are the typical values of I accessible in the laboratory?
In the case of superparamagnetic nanoparticles, one has typical
values in the range of 0.5-5. For example, for the 12 nm
maghemite (y-Fe,O3) nanocrystals employed in ref. 24, we have
I' = 2.5. This means that at saturation magnetization, the
magnetic interaction between these nanoparticles is significant
(as compared with thermal energy) up to distances of ~1.4
times the size of the particle (since Az = 1.4d). In this case,
chain formation was not observed experimentally.

For composite colloids one has a wide range of values of I',
depending on the kind and number of NPs embedded inside
the composite particle. As an example, we mention here two
different particles designed as contrast agents for magnetic
resonance imaging (MRI). In one case,* composite particles with
160 nm diameter with about 40 iron oxide nanoparticles were
obtained. These composites have** I = 3.5 and they do not form
chains under strong fields. In ref. 23, the authors had composite
particles of diameter about 88 nm, I' = 247 and chain formation
was observed in this case. Even larger values of I' can be

This journal is © The Royal Society of Chemistry 2013
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obtained. Commercial Estapor® M1-30/40 particles (d =
410 nm) employed in the experiments illustrated in Fig. 1
correspond to an extreme situation with I' ~ 10>,

In all these examples, I' is larger than 1, so dipole-dipole
interactions are expected to dominate. However, formation of
structures (chains) is not observed in some of these examples,
as mentioned before. This is a very important point to note,
because based on previous works in ferrofluids (see for example
ref. 15), researchers usually assume that when the magnetic
energy is larger than thermal energy (I' > 1) chain formation will
take place. However, the experimental evidence mentioned
above shows that reality is more complex than that. A criterion
which is able to correctly predict the observed onset of chain
formation was derived recently®® and it will be discussed in the
next section. Before that, we need to discuss a few more results
concerning particle-particle interaction.

2.2 Colloidal stability and the secondary minimum

In colloidal science, it is well known that particles in disper-
sions have a strong tendency to aggregate due to van der Waals
forces.?”?® For this reason, the dispersions require stabilization
by adding a suitable repulsive interaction between the particles
in order to prevent an irreversible flocculation of the dispersion.
Of course, this is also the case with superparamagnetic particles
in dispersion, so we need to discuss also this issue here before
proceeding to more specific topics. There are two general
strategies to stabilize a colloidal dispersion and avoid its floc-
culation, namely electrostatic stabilization and steric stabiliza-
tion. Electrostatic stabilization is based on the repulsive force
arising between electrical charges with equal sign. In general,
the stability of the particles is achieved by covering the particle's
surface with charged groups (such as sulfate or carboxyl
groups), conferring a net surface charge to the particle and
creating a repulsive force between them, able to overcome the
van der Waals forces. Another option is steric stabilization,
which consists of covering the particles with sufficiently long
chain molecules (typically polymers) preventing the particles to
get close in the range of attractive forces.

The classical theory which describes colloidal stability is the
so-called DLVO theory (named after Derjaguin, Landau, Verwey
and Overbeek), which provides explicit formulae to compute
attractive van der Waals forces and repulsive electrostatic
forces.”® In our case, this theory can be easily generalized by
adding the magnetic interaction given by eqn (2). Here we will
describe the predictions of the theory qualitatively, whereas
explicit calculations for particles of interest can be found for
example in ref. 22 and 30. The typical shape of the interaction
energy between two electrostatically stabilized super-
paramagnetic particles in a magnetic field is shown in Fig. 3. At
very short separations, there is a deep primary minimum due to
van der Waals attraction. In this example, particles are pre-
vented from approaching this primary minimum through an
energy barrier created by electrostatic repulsion (electrostatic
stabilization). Before the energy barrier, there is a secondary
minimum (with a depth depending on the value of I'), which is
responsible for the reversible aggregation of particles in the
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Fig. 3 Scheme showing the free energy profile of interaction between two
superparamagnetic particles in a strong magnetic field according to a generalized
DLVO theory including magnetic interactions (adapted from ref. 22 and 29). It is
assumed that the particles are stabilized electrostatically.

presence of a magnetic field. If the energy barrier is large
enough, a particle captured in the secondary minimum will
remain there without falling into the primary minimum. Once
the magnetic field is removed, the secondary minimum disap-
pears, and particles captured in this secondary minimum
redisperse again without the necessity of sonication or addition
of energy to the system (redispersion of particles located in the
primary minimum requires large inputs of energy in the form of
sonication, for example).

The validity of the predictions of the theory and in particular
the validity of the concepts illustrated in Fig. 3 have been tested
experimentally in different works. For example, in ref. 31 the
authors measure force versus distance curves for super-
paramagnetic particles under magnetic fields with a ~0.2 nm
resolution in distance and sub pN force resolution. In the case
of electrostatically stabilized colloids, they found an excellent
agreement with the predictions of the DLVO theory. The
possibility of transitions between the primary and the
secondary minimum was investigated experimentally by Mar-
tinez-Pedrero et al. in ref. 29. Adding electrolytes at different
concentrations, they tuned the height of the electrostatic barrier
which separates the primary and the secondary minimum (see
Fig. 3). For monovalent electrolyte concentrations lower than
0.50 mM, aggregated particles were located in the secondary
minimum and all aggregates dissolve after suppression of the
magnetic field. As the electrolyte concentration is increased, the
height of the barrier decreases (due to screening of electrostatic
repulsion by the electrolyte) and transitions from the secondary
to the primary minimum were observed. After suppression of
the magnetic field, some aggregates still remained in the solu-
tion, which correspond to particles trapped in the primary
minimum. For monovalent electrolyte concentrations of 50 mM
or larger, the energy barrier was unable to prevent the transition
of particles from the secondary to the primary minimum, and
the aggregates still remained after suppression of the magnetic
field.

In the case of steric stabilization of particles, the DLVO
theory has to be replaced by a theory describing the steric

Soft Matter, 2013, 9, 6654-6664 | 6657
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interactions between the particles, in addition to the attractive
van der Waals force. In the case of particles covered with long
chains of polymers, the steric repulsion is well described by the
mean field theory of Milner et al.** (based on the scaling argu-
ments of Alexander and de Gennes®). In this case, the theory
predicts the suppression of the primary minimum, so in prin-
ciple flocculation is always inhibited. In the absence of a
magnetic field, the interaction between particles is always
repulsive, and decays strongly with their separation. The addi-
tion of the magnetic interaction induces the appearance of a
small free energy minimum very similar to the secondary
minimum shown in Fig. 3. The theory has been tested experi-
mentally by Li et al.** for the case of superparamagnetic parti-
cles covered by oligomers of different lengths. In the case of
particles covered by 75-base and 50-base oligomers, the agree-
ment between theory and experiment was excellent. However, in
the case of 15-base and 35-base oligomers, the steric repulsion
between the superparamagnetic particles is substantially
weaker than predicted by theory.

3 Predicting chain formation under
uniform fields

As we said, the possibility of predicting the conditions
(magnetization of particles, concentration of the dispersion,...)
at which field-induced aggregation appears is of great interest.
In order to establish the conditions for the formation of chains,
and obtain further insight into the chain formation
phenomena, we studied* the simplest possible model for a
dispersion of superparamagnetic colloidal particles. In this
simple model, we have a given number of magnetic spheres of
diameter d inside a viscous fluid and we assume that the
magnetization of colloids has reached saturation. This means
that each sphere has a dipole mg corresponding to saturation
magnetization pointing in the direction of the magnetic field
(this is a reasonable hypothesis for fields larger than 0.1 T,
typical of many experimental situations). The model is charac-
terized by two dimensionless parameters: the magnetic
coupling parameter I and the volume fraction of particles ¢,. It
has to be emphasized here that the mechanism of stabilization
of the particles (electrostatic or steric) and their consequences
on chain formation are ignored in this simple model. This
simplified model assumes that in the absence of the magnetic
field the dispersion is colloidally stable and also that in the
presence of the magnetic field a secondary minimum (reversible
aggregation) is obtained.

The model was studied by computer simulations (Langevin
dynamics) and analytically by employing a mean-field approxi-
mation. In order to illustrate typical results from the simula-
tions, we show here (Fig. 4) the results for four different values
of I and a fixed value ¢, = 5.23 x 10~* of the volume fraction
(which corresponds to 0.5 g 17" if the particles have a density
of 1 g em ). Results for other (dilute) concentrations are
also presented in the original work.”® In all cases, I' > 1, so
the dipole-dipole interaction between two particles in close
proximity is stronger than thermal agitation. We found three
different possibilities for the behavior of the system: (a) no
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Fig. 4 Time evolution of the average chain size (N) (data from ref. 26) as
obtained from simulations with different values of I and volume fraction ¢¢ =
5.23 x 10~* (concentration 0.5 g I™"). Inset: snapshot of the simulation with I' =
10 illustrating the chains formed in the equilibrium state (only a small portion of
the system is shown).

aggregation, (b) an equilibrium state with a constant value for
the average size of the chains and (c) a non-equilibrium state
with a continuous growth of chains with time. In Fig. 4, we can
see an example of case (a) for I' = 3. In this case, we did not find
chain formation, in contradiction with the classical criterion for
chain formation (I" > 1). We also recall here that this finding is
consistent with the experiments in ref. 24, mentioned in the
previous section. In Fig. 4, we also show two examples of case
(b), corresponding to I' = 10 and I" = 11. In this case, we obtain
an equilibrium state with an average chain length which
strongly depends on I'. It should be emphasized that this
equilibrium state is dynamical, in the sense that, during the
simulations, we observe both creation and destruction of chains
which proceed at the same rate. For large enough I', we obtain
regime (c) in which chains are very stable and the destruction of
chains becomes a rare event. In this case, the average length of
the chains increases with time, as illustrated in Fig. 4 for I' = 40.

A mean-field thermodynamical analysis of this simple
model, also presented in ref. 26, allows one to understand in
more depth the results of the simulations. The main result of
the analysis is that the behavior of the system is controlled by
the aggregation parameter N*, defined as:

N¥ = /el . )

In the case of N* < 1, the system does not form chains. For
N*> 1, the equilibrium state of the system consists of chains of
different sizes, with a distribution given by:

ny o gls = (1 — 1N*) = ¢, (6)

This journal is © The Royal Society of Chemistry 2013
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where n; is the number of chains containing s particles per
unit volume and ¢; is the volume fraction occupied by chains
made of s particles. The average number of particles in a chain
is given by

(V) = %, ™)

provided that N* > 1 (otherwise, no chains are formed).

Now, we can understand why, in certain situations with I" >
1, no chain formation is observed. For example, in the simula-
tions of Fig. 4 with I' = 3 and ¢, = 5.23 x 10~ %, eqn (5) gives N*
= 0.06. Therefore, our theory correctly predicts that chains
should not be observed in this system. We can also understand
the absence of chain formation in the experiments of ref. 24
mentioned in Section 2.1. In the case of a dispersion of 10 g 17"
of maghemite 12 nm NPs with I' = 2.5, we obtain N* = 0.1. For a
1g1 " dispersion of 160 nm core-shell particles with I' = 3.5, we
obtain N* = 0.2.

In Fig. 5, we compare the predictions of our mean-field
theory (eqn (5) and (7)) with the average number of particles in a
chain (N) in the equilibrium state obtained from simulations
with different values of I' and different concentrations.? It is
quite remarkable that using these very simple equations, one
can correctly predict simulation results which require lengthy
calculations (months of CPU). At this point, it should be
emphasized that an early ferrofluid model of Pincus and de
Gennes'>* also predicted the existence of an equilibrium state,
with an explicit prediction of an equilibrium value of (N) which
depends on I' and ¢. However, their model was unable to
capture the behavior observed in our simulations, particularly
the behavior observed in Fig. 5 and the role of the aggregation
parameter N* (in fact, for some of our simulated values of ¢ and
I' it predicts nonphysical - negative - values of the mean

4
o
6
aggregation regime
5
=
A4l 2
Z. )
Vv 2
5
3 <
2 o
2
a]
18 F=10andc=10,25and50gL" ©
) r=3.10,llandc=05gL" O
0 1 2 3 4 5 6 7

N*
Fig. 5 Average number of particles in a chain (N) in the equilibrium state of
superparamagnetic colloids under a strong field as obtained from simulations at
different values of the aggregation parameter N* defined by eqgn (5). The simu-
lations correspond to different values of the magnetic coupling parameter I and
the volume fraction ¢o. The predicted no aggregation (N* = 1) and aggregation
(N*> 1) regimes are indicated. The solid line corresponds to the prediction of eqn
(7) for the equilibrium size of chains in the aggregation regime (results adapted
from ref. 26).
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number of colloids in a chain). Unfortunately, a clear experi-
mental observation of this equilibrium state is still lacking. An
experimental study reporting observations of the equilibrium
state (regime (b)) by optical microscopy was reported in ref. 35
but for the case of a bidimensional system, so direct compar-
ison with our predictions is not possible. More recently, Barrett
et al.*® observed an equilibrium state for concentrated super-
paramagnetic dispersions, employing neutron scattering tech-
niques. In this case, their conditions (high volume fraction) are
typical of ferrofluids and make analytical predictions very
difficult (in particular, our eqn (5) and (7) cannot be applied).

Another interesting feature of our model is the strong
(exponential) dependence of the aggregation parameter N* with
I (see eqn (5)). As long as one considers relatively large values of
TI', very large values of N* are obtained. For example, for the case
of the largest magnetic strength considered in Fig. 4 (I' = 40 and
$o = 5.23 x 10~ *), we obtain (N) = N* ~ 6.7 x 10°. Of course, we
cannot obtain chains of this size either in simulations or in the
laboratory (also, from a fit of the kinetics, we expect that the
time needed to reach this equilibrium state is about 10 years).
Therefore, in the case of large values of N* the equilibrium state
is unreachable and the system will always be observed in a
nonequilibrium state, in which the average chain size grows
continuously with time. In this case, the chain growth follows a
power law (N) ~ ¢® asymptotically. In our simulations, we obtain
a dynamical exponent z = 0.64, as illustrated in the log-log plot
of the simulation data for the case I' = 40 and ¢, = 5.23 x 10~*
shown in Fig. 6.

The existence of a power-law behavior and the value found
for the exponent z are consistent with those observed in several
experimental studies.’””** This is also illustrated in Fig. 6, in
which we plot experimental data from ref. 38 and 39 corre-
sponding to a highly diluted dispersion of strongly magnetized
colloids and data from ref. 37 corresponding to a more
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Experiment I'=19, ¢:10'5 )
Experiment I'=118, ?=2.6x 0
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Fig. 6 Log-log plot of the kinetics for the irreversible growth of chains as
obtained in simulations and experiments. Crosses correspond to Langevin
dynamics simulations?s with I' = 40 and ¢o = 5.23 x 10~* (as in Fig. 4), squares
correspond to experiments from Promislow et al.3” with I' = 19 and ¢ = 102 and
stars correspond to experiments from Martinez-Pedrero et a/38*° with I' = 118
and ¢ = 2.6 x 107°. The three dashed lines correspond to a power law asymptotic
kinetics (N) ~ t* with exponent z = 0.645.
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concentrated dispersion of particles with a smaller magnetic
strength parameter I'. In general, experimental results on very
diluted systems provide values of z between 0.6 and 0.7 (as
illustrated in Fig. 6) although more concentrated dispersions
give values® z = 0.4-0.5. The value of I" also has been claimed®”
to have an influence on z. At this point, it has to be emphasized
that several theoretical studies*>** claim that this asymptotic
law is only a useful approximation, and more precise calcula-
tions reveal logarithmic corrections to this law.

In this situation of irreversible chain growth (very large
aggregation parameter N*), one is typically interested in pre-
dicting the average number of particles in a chain as a function
of time taking into account the effect of variables such as
concentration, size of particles and magnetic response of the
particles. At the present time, we are not aware of analytical
solutions describing the full kinetics of the process. Hence, we
have to resort to simulations. Due to the scales involved in the
simulations (objects with sizes in the nm range with aggrega-
tion kinetics with time scales of seconds), the most appropriate
category of simulation techniques is mesoscale simulations.
Langevin dynamics simulations,* as those reported in Fig. 6,
are a reasonable option. Also, less demanding Brownian
dynamics simulations such as those performed in ref. 44 and 45
are also quite appropriate. In addition to these two standard
simulation methodologies, another interesting option could be
to employ new, more accurate simulation techniques. One
promising candidate is lattice Boltzmann simulation, a tech-
nique specially designed to cope with difficult hydrodynamic
problems. This methodology has been applied with success to
the case of a dispersion of ferromagnetic particles,*® but appli-
cations to superparamagnetic particles are lacking in the
literature.

In certain cases, experimental time scales pose a difficult
problem to simulation techniques. A paradigmatic example is
given by the experiments by Chen et al.>® In these experiments,
the kinetics of aggregation was followed until time scales of the
order of 10° s in order to determine the effect of chain formation
in the T, response of colloidal dispersions designed as contrast
agents in magnetic resonance. The simulation of this system
using Langevin dynamics simulations required about 866 hours
of CPU to obtain 6 s of simulation time.*” Therefore, the ques-
tion is how to reach the relevant (macroscopic) time scales in
the simulations while retaining sufficient detail at the nano-
scale. Our option in this case was to introduce a new simulation
strategy based on an on-the-fly coarse graining methodology.*”
The basic concept is that the resolution of the simulation is not
fixed a priori, but adjusted during the simulation. In the initial
stages of the simulation, the system is described with the same
detail as in ordinary Brownian dynamics simulations. As the
simulation advances, chains of particles are formed. These
chains are no longer described with all their structural details
(including the relative positions and motions of the component
particles) but described as coarse-grained (CG) objects. The
diffusion and interactions of the coarse-grained objects follow
appropriate rules designed to mimic the behavior of real
aggregates. In this way, the computational requirements are
dramatically reduced without losing essential physics. Our tests
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show that the new algorithm reproduces with good accuracy the
results obtained from more demanding Langevin dynamics
simulations. Time scales of 10° s were reached*” at a cost of only
24 h of CPU time, so prediction of experimental kinetics was
possible (and indeed with good agreement between experi-
ments and calculations). A simulation program with the new
algorithm is freely available for academics from our webpage.*®
Finally, we recall here that in all our previous examples, the
aggregates had the simple geometry of chains. This is the
typical geometry of aggregates found for very diluted systems. In
concentrated solutions, the presence of more complex struc-
tures such as bundles, columns and fibers is also typical.** In
diluted solutions, these structures are also possible (see for
example the images in Fig. 1 or the images in ref. 35) in the case
of N* > 1 provided that one waits for sufficiently long times.
Fermigier and Gast® suggested a kinetic argument for the
appearance of these structures. Chains are formed due to
addition of a new particle at the end of one chain or by the tip-
to-tip aggregation of smaller chains. As time passes, individual
isolated particles become scarce and chains become longer and
longer, so this growth mechanism becomes extremely slow and
inefficient. At this stage, lateral collisions between aggregates
become more frequent than tip-to-tip aggregation resulting in
the formation of thicker aggregates (with interdigitated
dipoles). Experiments involving the direct interaction between
two aggregates also confirm the existence of a lateral attraction
between long aggregates.*” Nuclear magnetic resonance
measurements® show the existence of two different time scales
in aggregation of magnetic dispersions, one which is associated
with tip-to-tip aggregation and another associated with the
formation of bundles of zippered chains. Also, the videos
corresponding to the experiments” shown in Fig. 1 are
consistent with this view. Energy calculations® also show the
existence of a transition between tip-to-tip aggregation and
lateral aggregation. The calculations show the existence of a
critical size, N. = 14. In the case of chains with N < N, tip-to-tip
aggregation is energetically favorable, while for N > N, it is
lateral aggregation which is the energetically favored strategy.

4 Inhomogeneous fields: cooperative
magnetophoresis

In the previous section, we have discussed the case of a super-
paramagnetic dispersion in a uniform magnetic field. As we
have discussed in the Introduction, in many applications which
involve recovery or control of the motion of the super-
paramagnetic particles, magnetophoresis® is an essential step
and magnetic gradients are employed. In spite of its techno-
logical interest, our understanding of magnetophoresis is still
incomplete. In fact, a recent opinion piece®* has emphasized the
notorious difficulty in understanding which particles will be
suitable for magnetophoresis and why.

Magnetophoretic velocities of individual particles have been
measured experimentally®? and they can be predicted by theory,
either analytically** or by simulations,” depending on the
complexity of the profile of the magnetic field. Typical magne-
tophoretic velocities of individual particles are very small, of the
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order of pm s~ or less for typical particles and 10-30 T m™*

magnetic gradients.” Therefore, two strategies are possible.
One option is to employ highly inhomogeneous magnetic fields,
with high local magnetic gradients, which can be generated by
appropriate devices.® This method is known as High Gradient
Magnetic Separation (HGMS) and it is discussed in detail else-
where.'**>**57 Another strategy is to employ homogeneous
magnetophoretic conditions (a uniform gradient):>*3*585°
generated by a suitable arrangement of permanent magnets,
which gives gradients of the order of 10-30 T m ™. In this case,
an enhancement of the magnetophoretic velocity has to come
from an appropriate choice of the dispersion. The magneto-
phoresis process can be dramatically enhanced if the aggrega-
tion parameter is large** (N* > 1). In this case, measured
magnetophoretic velocities are orders of magnitude higher than
expected from the predicted ones for a single particle, a
phenomenon that we called cooperative magnetophoresis.”*
The cooperative magnetophoresis process has been monitored
by optical microscopy,” and in fact the images presented in
Fig. 1 correspond to this process (see also the videos freely
available online'®'*®’). The process proceeds as follows.
Initially, the magnetophoretic velocity of the particles is very
slow, but large chain-like aggregates are rapidly formed (since
N* > 1). These aggregates move rapidly and collisions between
these aggregates produce even larger aggregates which move at
a faster velocity.

Obviously, this cooperative process depends strongly on the
concentration of particles. This strong dependence of magne-
tophoresis on concentration was demonstrated by measuring
the separation times of different dispersions inside a magne-
tophoretic separator.’” Essentially, the experimental setup
consists of a cylindrical vessel of radius 1.5 cm with a radial
magnetic gradient of 30 Tm ™" in which the solution was placed.
Data from ref. 17 for the measured separation times for

10 : . ;
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slope =-0.25 ——
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Fig. 7 Experimental results for the magnetophoretic separation time of
dispersions of two different commercial superparamagnetic particles as a func-
tion of concentration. For each kind of particle four different concentrations were
considered (10g 17", 1g 17", 0.1 g1 and 0.01 g1~ "). The solid line is a linear fit to
the data (figure created with data from ref. 17).
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different kinds of particles (Estapor® M1-030/40 particles and
Estapor® M1-020/50 particles) and different concentrations are
plotted in Fig. 7. In this figure, the concentration is normalized
in order to collapse the results for different particles into a
single curve. The normalized concentration plotted in the
abscissa is ¢/c* where c¢* is a characteristic concentration (with
units of mass per unit volume) defined as:

4 5 1 TPy

c*==7R

3 PpA—B37577 (®)

where p, is the density of the particles (approx. 1 g cm®) and R
is their radius. The linear behaviour observed in the log-log plot
of Fig. 7 demonstrates a power-law dependence of the separa-
tion time with the concentration. In particular, a fit of the data
gives:

C*

ts=1 [7} , ©)

with ¢, = 66 s and a = 1/4. At this point, a natural question is
the generality of both the scaling law observed and the value of
the exponent. Further experimental confirmation of this scaling
law using particles of sizes and magnetizations different from
the two particle types considered in Fig. 7 would be highly
desirable. Meanwhile, we can provide a heuristic argument
supporting this scaling law. The argument suggests that the
origin of this dependence t, ~ ¢ * is due to the combined
effect of the growth of aggregates with time (which follows a
power law, as discussed in Section 2) and the growth of
hydrodynamic friction with the size of the aggregates (which
also follows a power law). The detailed argument is as follows.
The magnetophoretic velocity of a typical aggregate results from
the balance between the magnetic force F,,, and the viscous drag
force Fyq. The magnetic force over an aggregate is proportional to
its total dipole and hence to the number of particles in the
aggregate s, Fy,, o« s. The viscous force is Fq « C(s)v(s) where C(s)
is the hydrodynamic friction coefficient of an aggregate of size s
and v(s) is its velocity. The hydrodynamic friction of an elon-
gated aggregate scales with size as a power law,*" C(s) o« s”.
Hence, the velocity depends on the size of the aggregate as:

(10)

F, |
v(s)oc——ocs ¥
&) e
Now, we assume for the growth of aggregates with time a
power law relation s o (¢ot)° o« (ct)° as in the uniform field case
shown in Fig. 6. Thus, we obtain for the equation of motion of a
typical aggregate:

dx -

— (1-v)z

— = v (ct . 11
4 = velen) (an
Integrating eqn (11) from an initial position x = 0 at ¢ = 0 and
a final time ¢, corresponding to position x = L (the size of the

magnetophoretic setup), we obtain:

f o L(lfa)cfa

(12)

1 -y

i (13)

04

Eqn (13) connects the power law exponent in the concen-
tration scaling of the magnetophoretic separation time with the
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dynamical exponent z describing the growth of the aggregates
and exponent vy describing the dependence of the friction with
the size of the aggregates. Although there is some uncertainty in
the values of exponents z and vy, we can use some typical values
to evaluate eqn (13). For example, the value a = 1/4 is consistent
with z = 1/2 (as proposed in ref. 35 and 43) and y = 1/3
(appropriate for an elongated object growing in a self-similar
way).

Finally, it has to be remarked that recent experiments show a
substantial influence of the stabilization of the particles (elec-
trostatic or steric) on the aggregation behavior* and on the
magnetophoretic velocity.®*> Clearly, the way in which particles
are stabilized affects the secondary minimum described in
Section 2.2 and hence the possibility of reversible aggregation
and cooperative magnetophoresis. In any case, the interesting
experiments reported in these works call for further theoretical
work, in order to be able to predict the most suitable design for
particles intended for use in magnetophoresis.

5 Concluding remarks and future
challenges

It is clear that, in this field, theoretical concepts and methods
are progressing at a slow pace as compared with the impressive
development of new superparamagnetic particles and new
protocols or devices which make use of these particles in
applications. The theoretical and simulation methods revisited
here provide useful tools for the design and interpretation of
experiments, but we still face many challenges.

As discussed in Section 2, it seems clear that the appropriate
generalizations of DLVO and classical colloidal stability theo-
ries to include magnetic interactions give a useful description of
the particle-particle interaction. For example, they correctly
predict the reversible nature of the aggregation induced by a
magnetic field and the influence of added salt.

With the methods discussed in Section 3, it is possible to
predict fundamental aspects of the behavior of diluted super-
paramagnetic dispersions in strong magnetic fields. For
example, it is possible to predict whether the system will form
chain like aggregates or not, or the existence of an equilibrium
state with a certain average value of the chain size. Also, we can
predict, using appropriate simulation tools (Langevin or Brow-
nian dynamics or more advanced methodologies), the kinetics
of chain formation in a wide range of time scales, from fractions
of seconds to long scales of the order of 10° s. However, these
theoretical models and simulation techniques do not consider
DLVO or other colloidal forces (they simply assume that the
colloidal dispersion is, in some way, correctly stabilized).
Experimental results show that in many cases the stabilization
method plays an important role in the aggregation phenomena.
Further work is required to include these forces in the models to
quantitatively predict the joint effect of stabilization and
magnetic interaction in field induced aggregation phenomena.

Another future challenge for theory and modeling corre-
sponds to the case of new types of particles, such as those
prepared in ref. 63. Usually, ferromagnetic particles form
aggregates in the absence of applied magnetic fields due to their
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remanent magnetic moments (the strong dipole-dipole inter-
action overcomes typical steric or electrostatic stabilization).
But the methodology recently developed in ref. 63 allows for the
preparation of dispersions of ferromagnetic particles which do
not form aggregates in the absence of a magnetic field. It will be
interesting to characterize the effect of an applied external field
in this case, and the methods described in this review to study
superparamagnetic dispersions could be also relevant in this
case.

A more complex, but also more interesting case corresponds
to the formation of chains and structures in the presence of
inhomogeneous fields, discussed in Section 3. This phenom-
enon gives rise to the cooperative magnetophoresis effect,
which is both conceptually interesting from a fundamental
point of view but also useful for practical applications of
superparamagnetic particles. Although it seems that we
understand the basic concepts behind this effect (the condi-
tions needed for its appearance and its main underlying
mechanisms or its dependence with critical variables such as
concentration) we still have many open questions. In particular,
we lack a full understanding of the observed scaling law for the
separation time versus concentration, and we do not know basic
things such as the dependence of the magnetophoretic velocity
with the magnetic gradient, salt concentration or with the
stabilization method of the particles.

There are many other interesting open questions. For
example, an interesting application of magnetophoresis could
be the separation of magnetic particles by size.”®** Under-
standing chain formation in mixtures of particles with different
sizes and/or different magnetic properties will allow the use of
cooperative magnetophoresis to fast separation of magnetic
mixtures.

Another interesting issue is the possibility of magneto-
phoresis of nonmagnetic particles immersed in a fluid con-
taining magnetic nanoparticles. In this case, nonmagnetic
particles behave as magnetic holes and experience negative
magnetophoresis,®*" a surprising effect with potential inter-
esting applications. Current experiments and theory focus on
the case in which there are no cooperative effects. It could be
interesting to develop “inverse” cooperative magnetophoresis
for non-magnetic particles, which could be more interesting
(and useful) than non-cooperative magnetophoresis.
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