Photocatalysts with internal electric fields
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The photocatalytic activity of materials for water splitting is limited by the recombination of photogenerated electron–hole pairs as well as the back-reaction of intermediate species. This review concentrates on the use of electric fields within catalyst particles to mitigate the effects of recombination and back-reaction and to increase photochemical reactivity. Internal electric fields in photocatalysts can arise from ferroelectric phenomena, p–n junctions, polar surface terminations, and polymorph junctions. The manipulation of internal fields through the creation of charged interfaces in hierarchically structured materials is a promising strategy for the design of improved photocatalysts.

1. Introduction

Heterogeneous photochemical reactions on semiconductor surfaces can be used to separate hydrogen from water or to degrade organic pollutants. Hydrogen is an attractive fuel because it has a high energy density and its combustion does not produce greenhouse gases. Furthermore, if sunlight can be used as the source of photons to promote the reaction, then the production and combustion of hydrogen could provide a sustainable energy cycle. Although a practical synthetic strategy has not yet been demonstrated, there have been extensive research efforts directed at finding catalysts for solar hydrogen production. Oxides represent one of the most important classes of photocatalysts and, therefore, there have been a number of recent reviews that have focused on photocatalytic water splitting using metal oxides and on the photochemical properties of oxide surfaces. In this review, we discuss some of the challenges associated with optimizing these photocatalysts, and focus on how internal fields can improve photocatalytic properties, as well as strategies to optimize their use in functional catalysts.

Light-driven water splitting processes can be coarsely classified into one of two categories, which are schematically shown in Fig. 1 using the archetypical Pt–TiO₂ materials system. The first is photoelectrolysis, which uses a photoelectrochemical cell, or PEC (see Fig. 1(a)), with Pt and TiO₂ as examples of the two separated electrodes. The second is photocatalytic water splitting using colloidal suspensions of powdered catalysts, with TiO₂ as the base and Pt as a surface co-catalyst (see Fig. 1(b)). The PEC has the advantage that the photogenerated electrons and holes are separated on the macro-scale to different electrodes, decreasing recombination and increasing efficiency. Furthermore, hydrogen and oxygen are evolved in the different locations, diminishing the back reaction of intermediate chemical species and eliminating the need for gas separation. However, the cost of constructing long-lived and efficient PECs has been a significant barrier to implementation.

Powdered catalysts, on the other hand, have the potential to be produced at much lower costs through easily scalable processes. Note that the TiO₂–Pt powdered catalyst can be thought of as a short-circuited version of the PEC; the reactions are spatially separated on the powdered catalyst, but on a much finer length scale than for the PEC. Compared to PECs, powdered catalysts have lower efficiencies. In other words, considering an equal amount of illumination, PECs generally produce more hydrogen. The particles that make up such powdered catalysts have nanoscale dimensions to increase total surface area and the number of available reaction sites. However, the small size of the particles brings several disadvantages. The first is that the interfacial space charge and band bending that tends to separate electrons and holes will not be present when the dimensions of the crystal are comparable to the width of the depletion layer. The second is that the photogenerated electrons and holes are spatially confined to be in close proximity. These two issues make electron–hole pairs
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Fig. 1 Simple schematic of (a) photoelectrochemical cell and (b) powdered photocatalyst (adapted from ref. 24).
more likely to recombine without reacting in small particles than in large particles. The third disadvantage is that the reaction products are also produced in close proximity (on the surface of the small particle) and this makes the back reaction of intermediate chemical species more likely. These three features lead to a loss of efficiency because of the combined effects of the recombination of photogeneratedcharge carriers and the back reaction of intermediate chemical species.\textsuperscript{6,13,26–33}

Good catalysts balance the increase in density of reaction sites for high surface area powders with mechanisms to mitigate the increased recombination and back-reaction rates. Yet, significant room exists for improvement in the technology of photocatalytic water splitting with powdered photocatalysts, and this has motivated considerable research activity over the past decades. At this point, the highest reported quantum efficiency for splitting pure water with visible light and a powdered catalyst is 2.5% using a Cr/Rh-modified GaN/ZnO material system.\textsuperscript{7,14,33} [The quantum efficiency of a photocatalyst, defined as the ratio of the number of electrons that react to form the product to the number of incident photons, is one useful measure to compare photocatalysts.] In comparison, the maximum theoretical efficiency for water splitting using a semiconductor with a 2.5 eV band gap is 14%.\textsuperscript{36} Clearly, new directions are needed to improve catalyst efficiencies.

One concept that can be used to mitigate losses from recombination and back reaction is to use internal electric fields that will separate photogenerated carriers. Perhaps the best-known examples of these internal fields in photocatalysts are associated with interfaces, including the solution/photocatalyst interfaces,\textsuperscript{37–38} metal cocatalyst–photocatalyst junctions,\textsuperscript{39,40} and p–n junctions in composite photocatalysts.\textsuperscript{41,42} Internal fields at the solution/photocatalyst interface can be modified using different surface terminations,\textsuperscript{43–46} compositions or structures. They can also arise from step functions in the electrochemical levels associated with phase boundaries that are simpler to engineer than p–n junctions,\textsuperscript{47,48} including polymorph boundaries in compositionally uniform materials. Finally, they can arise in ferroelectric materials because of internal polar regions.\textsuperscript{18,49,50} When they have internal fields, powdered photocatalytic particles behave more like PECs.

This review will focus on recent studies of internal fields and their influence on photochemical reactions on oxide surfaces. We begin by reviewing some of the important materials requirements for photocatalysts and reactions on semiconductor surfaces. We will briefly cover the fundamentals of materials (§2) and solution photochemistry (§3) relevant to how internal fields improve photocatalytic performance and discuss how the size of photocatalysts are coupled with these.

We then review recent research exploring the effects of internal fields (§4) on photocatalytic water splitting that can arise from: (1) polarity associated with bulk ferroelectricity, and (2) electrochemical differences across phase boundaries, including p–n junctions, polar surface terminations on a single phase material, and phase boundaries in compositionally uniform materials. With regard to engineering at the nanoscale, the inclusion of internal fields adds several interesting challenges that point to improved performance through the use of hierarchically structured photocatalysts, or catalysts whose structures include multiple natural length scales. Where appropriate, we will give examples of these materials.

2. Materials requirements for photocatalysts

The materials most commonly used for water splitting are semiconductors, although there have been some novel catalysts developed by combining polymers with semiconductors.\textsuperscript{51–53} The overall mechanism for photocatalytic water splitting by a semiconductor [exemplified using TiO$_2$–Pt] is illustrated schematically in Fig. 2.\textsuperscript{24,54} When the photocatalyst absorbs photons with energies that are greater than the bandgap, electrons are promoted to the conduction band and, if they reach the surface, are available for reduction reactions. Similarly, the remaining holes in the valence band are available for oxidation reactions. In the case of the n-type TiO$_2$–Pt example, the electrons are active on the Pt surface and the holes on the TiO$_2$ surface. Even from this simple picture, six intrinsic materials requirements can be articulated for any photocatalyst, originally done so by Morrison.\textsuperscript{36}

First, the absorption spectrum of the photocatalyst must have an adequate overlap with the solar spectrum, and this is mostly controlled by the bandgap. The bandgap must obviously be larger than the energy needed to split water ($E_e = 1.23$ eV) plus any overpotential for the surface reactions. It is not possible for water splitting to recover all of the energy in the solar spectrum for three main reasons. First, that part of the solar spectrum with energies less than $E_e$ will not split water. Second, when light with an energy greater than $E_e$ is absorbed, the excess energy is not recovered. Finally, in most practical cases the absorption edge of the catalyst is greater than $E_e$ and energy below this edge is also not recovered. Based on these considerations, it has been estimated that the maximum efficiency for water splitting is 14% for a catalyst with a single bandgap energy of 2.5 eV.\textsuperscript{36}

![Fig. 2](image-url)  
Schematic representation of water photoelectrolysis using illuminated titania semiconductor electrode (adapted from ref. 24).
Second, the conduction band edge must be at a higher energy than the reduction potential of hydrogen (plus overpotentials) and the valence band edge must be lower than the oxidation potential of water (plus overpotentials). The band edge positions (relative to the hydrogen scale) of some semiconductors are plotted in Fig. 3 as a function of their bandgap energies. Note, for any pair of points for a single material, the upper (lower) point indicates the conduction (valence) band edge. The water redox levels are at 0 and 1.23 eV and useful semiconductors for photocatalysts will be those having both band edges outside the shaded region. While overpotentials are not included in the shaded area because they vary with material and reaction; as such these are the minimal requirements for reaction. Being inside the shaded area rules one out as a candidate. One can safely add the overpotentials to the band gap requirement; assuming that the overpotentials add to roughly 1 eV, then a semiconductor’s band gap must fall outside of the shaded region from 0 to 2.23 eV to be active for water splitting. Therefore, useful semiconductors for photocatalysts will be those having both band edges outside the shaded region. While there are a limited number of binary compounds that meet these criteria, suitable compounds may be found among ternary, quaternary, or more complex compounds. So-called Z-scheme multi-phase catalysts can be designed from slightly narrower gap materials that have one compound well suited for reduction and the other well suited for oxidation, and such materials have been reviewed elsewhere.

A third materials requirement is that redox reactions are catalytically activated to reduce the overpotentials. There are generally energy barriers for the transfer of an electron or a hole from the surface to species adsorbed from solution. These barriers represent energy that is irreversibly lost in the reaction, so anything that lowers the barrier will promote the reaction. The most common example is the addition of Pt to titania (or other oxides) to promote the reduction reaction. In other cases, RuO2 is added to promote the oxidation reaction. The use of co-catalysts to reduce overpotentials is just one example of how composites of multiple phases can be used to produce improved catalysts. Also, co-catalysts are generally much smaller in size than the base catalyst, because they are more active than the base catalyst and are not (generally) involved in light absorption. This is one clear example of how creating multiple length scales in a single catalytic system leads to improved performance.

A fourth materials requirement is that the catalyst does not dissolve, corrode, or reversibly change during use. There are a number of photocatalysts that have high visible light activity for water splitting but, because of decomposition, lose their photocatalytic activity in a short time. This may not affect short term laboratory studies, but it is a serious practical concern for the application of photocatalysts. This particular materials requirement is not easily satisfied, as many oxides are slightly water soluble and many ternary oxides can leach alkali and alkaline earth components into water. The remarkable stability of titania is one of the reasons for its common use as a photocatalyst. The lower stability of ferroelectric BaTiO3 in photochemical environments has led to the use of TiO2-coated BaTiO3. Through proper engineering of the heterostructured particles, including hierarchical structures, the composites can be made to perform better than either of the parent phases alone.

The fifth and sixth intrinsic materials requirements are that charge carriers be spatially separated to reduce recombination losses and the oxidation and reduction half-cell reactions be spatially separated to reduce the back-reaction of intermediates. Any internal electrochemical field present within the crystal can be used to separate charges, and doing so is the start to satisfying both of these materials requirements. Internal fields may arise from electrochemical potential differences at the junctions of the semiconductor with other solids or solutions, or from the polarization in a ferroelectric material. These mechanisms will be discussed in more detail in § 4.

It should be noted that there are also extrinsic aspects of the catalyst that affect the reaction rates/efficiencies. In this context, the term extrinsic refers to characteristics of the material that are inherited from the processing and can be varied in the synthesis. The principle extrinsic factors are particle size, particle shape, polymorphic form, crystallinity, and non-equilibrium defect structures. For composite catalysts, similar issues related to charge transfer across the interface must also be considered.

Particle size is important because it controls the surface-to-volume ratio. The volume of the catalyst is important for the generation and separation of electron–hole pairs, while the surface is essential for carrying out the heterogeneous reaction. Nanoscale catalysts have the advantage of having large surface areas and, therefore, a larger number of active sites per volume (or mass) of catalyst to promote the reaction. Smaller particle sizes also mean shorter distances for photogenerated charge

**Fig. 3** Schematic representation of the band gap energies and band positions for some semiconductors (adapted from ref. 36).
carriers to migrate before reaching surface reaction sites, which can improve performance. However, smaller particle sizes mean that the electron–hole pairs are confined to a smaller space and, therefore, should be more likely to collide and recombine. As a result, electron–hole recombination increases inversely with particle volume. Clearly the size of an individual particle must be chosen as a compromise between the positive influence of having more reactive sites and the negative influence of increased recombination. Alternatively, one must develop catalyst structures that can exploit the nanoscale improvements while avoiding their detrimental effects. Hierarchically structured catalysts, which combine microscale and nanoscale lengths in powdered catalysts, offer a potential method to simultaneously optimize both requirements. Some examples will be described in § 4.

In addition to the geometric effects, the electronic nature of the catalyst also changes when particles become small enough, and this can also influence reactivity. For example, when the particle size is smaller than twice the width of the surface space charge region present for a bulk material, which is not larger than two times 100 nm for TiO$_2$, the bands do not completely relax to the bulk level. Assuming the potential of an electron at the surface is the same, as is shown in Fig. 4, the potential drop and electric field across the space charge region are smaller for small particles. This should couple directly to the proximity effect, and the recombination rate for photogenerated charge carriers increases with the decrease of particle size in the nanorange. Another electronic effect known for small particles is an increase in the bandgap because of quantum confinement. With regards to photocatalysis, a larger bandgap means less solar energy is harvested, but it may also mean that the band edge positions are modified favorably. Consideration of the electronic features argues that, for most photocatalysts, particles should be large enough to take advantage of band bending, but no larger. In other words, a particle size comparable to twice the width of the space charge region would be appropriate. As before, a balance must be struck between using larger particles for better separation of photogenerated carriers and using smaller particles for maximizing reactive site densities and this can be achieved through hierarchically structured photocatalysts.

The effects of particle shape on photochemistry have also been actively investigated. It has been demonstrated that some crystal orientations are much more reactive than others and, because of this, one might infer that the overall reactivity could be related to the particle shape. For example, Fig. 5 shows SEM micrographs of faceted SrTiO$_3$ crystals after the photochemical reduction of silver. The silver preferentially reacts on the (100) faces. Similar phenomena have been observed for rutile, anatase, and BiVO$_4$. The differences have been correlated to systematic differences in the surface electrochemical potentials, including solid and solution contributions, or anisotropic transport properties along different directions. The former may indicate different internal fields present normal to the different surface orientations. Furthermore, the reactivities of different facets have been correlated to the relative size of faceted particles, indicating the shape and size together play a role in what carrier/reaction is preferred on different surfaces. Because this area has not been thoroughly investigated, it may represent a relatively untapped parameter for designing nanoscale catalysts that overcome some of the inherent limitations imposed by particle size effects discussed above for isotropic particles.

Many oxides can be crystallized in different polymorphs that are metastable in service. TiO$_2$, the most commonly used photocatalyst, has three naturally occurring crystalline polymorphs: anatase, rutile, and brookite; it can also be easily synthesized in structures such as TiO$_2$–B or as an amorphous solid. Anatase and rutile are generally regarded to be photocatalytic whereas brookite is not. Anatase is reported to have a higher photocatalytic activity than rutile because of a lower rate of charge carrier recombination and more negative conduction band position. However, rutile displays the same effective photocatalytic decomposition of pollutants. It has been reported that mixtures of rutile and anatase exhibit enhanced photocatalytic activity compared to the same isolated materials. This has been explained by increased light absorption in rutile and the transfer of photogenerated electrons to trapping sites in anatase, which decreases the recombination of photogenerated charge carriers. Examples of polymorphic composites are described in more detail in § 4.2.3.

The degree of crystallinity and the defect content also affect the charge carrier recombination rate, bulk transport, and ultimately the reactivity of the material. In general, almost all typical crystal defects—grain boundaries, dislocations, native point
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**Fig. 4** Band structure of an n-type semiconductor in solution with different particle sizes. (a) $R$ is greater than the space charge width and (b) $R$ is less than the space charge width. $E_F$ is the valence band edge, $E_C$ is the conduction band edge, $L_d$ is the space charge width (adapted from ref. 64).
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**Fig. 5** SEM images of faceted SrTiO$_3$ crystals after exposure to UV light in an aqueous AgNO$_3$ solution. The white contrast on the crystal facets corresponds to silver containing deposits produced by the photochemical reduction reaction.
defects, and substitutional impurities—are expected to promote the scattering and recombination of carriers. As such, improved crystallinity, defined as having fewer non-equilibrium defects in the photocatalyst, should lead to improved bulk transport and reduced recombination.\textsuperscript{56} On the other hand, low-temperature and other non-equilibrium preparation routes for the fabrication of metastable or nanophase materials may result in large numbers of defects in otherwise highly reactive systems. Using annealing methods to improve crystallinity can also lead to coarsening or phase transformation, rendering optimal catalyst design in single-phase materials challenging. For example, because the transformation temperature from anatase to rutile in TiO\textsubscript{2} is in the range of 500 \textdegree C to 600 \textdegree C, at the low-end of the temperature range expected to recover the maximum crystal quality in anatase. Thus, annealing to increase crystallinity of the reactive anatase TiO\textsubscript{2} can also lead to transformation to the lower reactivity rutile polymorph.\textsuperscript{79–84} Again, heterostructured catalysts can offer improved design and better processing windows as anatase particles (and other metastable polymorphs) are known to have improved thermal stability on certain types of substrates.\textsuperscript{59}

Many of the above-described extrinsic factors also are relevant to the phase boundary in multi-phase catalysts. Even for the TiO\textsubscript{2}–Pt powdered catalysts, charge transfer at the TiO\textsubscript{2}/Pt interface should be uninhibited, and the interface quality (bonding) will strongly affect this. As with the bulk crystallinity, increased annealing temperatures promote strong interfacial bonding, but come at the expense of coarsening in the co-catalysts (or smaller length scale material).\textsuperscript{59} As such, processing windows must be optimized to improve the interface quality to improve charge transfer while maintaining appropriate particle size/surface coverage, as demonstrated for hierarchically structure catalysts, such as nanostructured TiO\textsubscript{2} shells on microcrystalline BaTiO\textsubscript{3} cores.\textsuperscript{59}

3. Photochemistry on the semiconductor surface

3.1. Energy levels in the semiconductor and solution

From the discussion of materials requirements in § 2, it becomes obvious that we need a system of evaluating the energies of electrons in solids. Specifically, we need to know the energies levels and their relation to redox couples. Throughout this paper, we shall use the convention that the zero of energy is defined as the hydrogen redox reaction at the normal hydrogen electrode, as defined in Fig. 6. The energy level has been determined to be 4.5 eV lower than an electron at the vacuum level.\textsuperscript{82–84} By convention, the vacuum level is taken to be negative with respect to the hydrogen ionization reaction.

The semiconductor given in Fig. 6 is shown in the flat band configuration, which simply means that electron potential at the surface and in the bulk are identical (i.e., there is no band bending in the semiconductor). While the bandgaps of materials are often known from optical experiments, the conduction band edge is more difficult to determine experimentally. However, when the band gap ($E_g$) is known, there is a simple way to approximate the energy level of the conduction band edge ($E_c$) that was originally proposed by Butler and Ginley.\textsuperscript{85} If $X$ is the Sanderson electronegativity of the solid (the energy difference between the vacuum level and the midgap position of the semiconductor), which is defined as the geometric mean of the Mulliken electronegativities the atoms, then $E_c$ is defined as:

$$-E_c = 4.5 \text{ eV} - X + 1/2E_g.$$  

The Mulliken electronegativity of an atom is the average of the first ionization energy of the metal and the atomic electron affinity of the anion. As an example, the ionization energies of Ti and O are 6.83 eV and 13.62 eV, respectively, and the electron affinities are for Ti and O are 0.083 eV and 1.46 eV, respectively. The Mulliken electronegativities for Ti and O are therefore 3.45 eV and 7.54 eV, respectively. This leads to a Sanderson electronegativity of 5.8 eV and, assuming a band gap of 3.0 eV, the TiO\textsubscript{2} flat band potential is 0.2 eV higher (more negative) than the hydrogen redox reaction.\textsuperscript{86} We are reminded of the importance of $E_c$ and $E_g$ in Fig. 2, which together determine whether the band edges are at appropriate levels for photocatalytic water splitting. Internal fields, the focus of this review, determine which type of carriers is preferentially shuttled to the surface.

3.2. Charge carrier redistribution near the surface for the semiconductor

Three primary effects cause charge carrier redistribution in the near surface region of the semiconductor. The first effect arises because of the termination of the bonding network at the surface, which causes the electronic states at the semiconductor surface to differ from those of the bulk. This can lead to a redistribution of mobile charge as the surface attracts specific carrier types in different populations than the bulk. Moreover, the nature of these surface states can be perturbed by interactions with the solution. Overall, these states are generally
difficult to quantify, and are many times overwhelmed for solids in solutions by the other two effects. Most energy level diagrams of photocatalysts ignore these states. Even though they may be neglected on energy level diagrams, they may lead to states that impact the transfer of electrons across interfaces, affecting overall efficiencies.

The second effect arises from adsorption of ions. When a semiconductor is immersed in aqueous solutions, the surface chemisorbs charged species (H⁺ or OH⁻) in different populations, and this can change the pH of the water. Similarly, the charge adsorbed on the surface can be controlled by adjusting the pH of the solution. The pH value at which the concentrations of adsorbed H⁺ and OH⁻ are equal is called the point of zero charge (PZC). The charge on the surface can either be screened within the semiconductor or within the solution itself, depending on which has the higher capacity to screen the charge. For insulators, screening always occurs in the solution Helmholtz and Guoy layers, as there are no available charges to screen the surface in the solid. For metals, charge adsorption is screened easily by mobile charges in the solid. For semiconductors, intermediate behavior may be observed. Assuming non-degenerate semiconductors with gaps wide enough to split water (≈ 1.5 to 2.5 eV) and concentrated electrolyte solutions typically used for photocatalytic experiments, the charge is screened in the Helmholtz layer. In this scenario, a voltage drop occurs in the Helmholtz layer that varies with pH away from the PZC. Assuming this to be true, then band diagrams can be drawn for the solid at the PZC for schematic purposes, and the Helmholtz voltage can be added later with no loss in generality. This is often done in papers on photocatalytic powders.

The third effect is related to electron transfer between the semiconductor and the electrolyte solution to achieve equilibrium between the electrochemical potential of electrons in the two materials. To achieve equilibrium, charge will exchange in a preferred direction between the solid and solution until the Fermi level of the semiconductor is equal to the redox potential of the solution, when charge transfer will be equal in both directions. Within the semiconductor, this exchange of charge is accomplished by the redistribution of mobile electrons or holes and the charge equilibration process leaves a region below of the surface that has an imbalance of charge, which is referred to as the space charge region. The local imbalance of charge causes the energy levels (potentials) of electrons (and holes) to spatially vary relative to a fixed reference level, a phenomenon referred to as band bending, because the energy levels of the bands also vary in potential relative to the fixed reference point. As a result, the physical and chemical properties of the space charge region are different from those in the bulk. This potential variation also leads to an internal electric field, which drives excess carriers (such as photo-generated ones) is opposite directions.

Three types of space charge regions can be identified and they are depicted schematically in Fig. 7 for the case of an n-type semiconductor. The case in Fig. 7(a) shows the initial (or flat band) condition, which occurs when there is no net charge transfer from the bulk to the surface or solution states. Assuming the Fermi energy of the solid is lower than the redox potential of the concentrated solution, electrons flow from the solution to the solid and lead to the situation depicted in Fig. 7(b). This is known as accumulation, because there is an excess of negative charge in the space charge region below the surface. This excess negative charge exists because the sheet of positive charge in the solution at the semiconductor surface causes a reduction in the energy levels of electrons in this region, compared to the bulk, and downward band bending. The spatial extent of the downward band bending is related to the electronic properties of the semiconductor and the required potential to be dropped across the space charge region, \( V_{sc} \). If the Fermi energy of the solid is at a greater energy than the redox potential of the solution, the opposite will happen, as illustrated in Fig. 7(c). In this case, charge flows out of the solid, leaving ionized donors and positive charge in the space charge region below the surface, which is known as the depletion layer, and a sheet of negative charge in the solution at the surface of the semiconductor. The negative charge in the solution layer increases the relative potential of the electrons at the semiconductor compared to the bulk, and the bands bend upward as they relax to their equilibrium state. For the case of n-type oxides, these ionized donors are often oxygen vacancies. If there are not enough donors to compensate the charge and it is necessary to extract electrons from the valence band, then an inversion layer forms and the majority charge carrier at the surface changes from electrons to holes, as illustrated in Fig. 7(d).

Note that the existence of other potential drops at the solid/solution interface will modify the amount of charge transfer required to equilibrate the bulk electrochemical potentials. For example, if the Helmholtz voltage drop associated with ion adsorption is equal in magnitude but opposite in sign to the space charge potential \( V_{sc} \) for any of these cases, the bulk will be at the flat band condition. Also, applied potential differences (dropped across the solid/solution interface, which occur in most conditions described by the prior assumptions) can cause any of the cases of band bending (Fig. 7(a)–(d)) to occur.
The subsurface space charge regions where the bands are bent from their equilibrium levels are important for photochemistry because when an electron-hole pair is created in this region, the charge carriers will move in opposite directions, with the electron proceeding to lower energy levels and the hole moving to higher energy levels. Obviously the dimensions of this region are important, especially in comparison to the absorption depth of the light and the size of the particle. The width of the space charge region in depletion ($L_d$) or accumulation ($L_a$) can be written as a function of the Debye length, $L_D$, and the potential drop across the space charge region, $V_{sc}$ (which depends on the factors described above). The Debye length is a characteristic of the material and depends on the dielectric constant and donor concentration according to eqn (1):

$$L_D = \left( \frac{\epsilon_0 \epsilon_r kT}{e^2 N_D} \right)^{1/2}$$  \hspace{1cm} (1)

where $\epsilon_0$ is the permittivity of free space, $\epsilon_r$ is the dielectric constant, and $N_D$ is the donor density (assuming an n-type semiconductor). The widths of the space charge layers are then:

$$L_d = \left( \frac{2 \epsilon V_{sc}}{kT} \right)^{1/2} L_D$$  \hspace{1cm} (2)

and

$$L_a = \sqrt{2} \left( 1 - \exp \left( \frac{eV_{sc}}{2kT} \right) \right) L_D$$  \hspace{1cm} (3)

for depletion and accumulation layers, respectively, and where $e$ is the electron charge, $k$ is Boltzmann’s constant in eV K$^{-1}$, and $T$ is the absolute temperature.

Using reasonable estimates for these parameters, the width of the depletion region in the materials of interest is in the range of 20 to 100 nm. The decreased effect of band bending cannot be sustained. Therefore, spatial separation arising from band bending is expected to be most effective in crystals with diameters greater than approximately 100 nm. The diminished effect of band bending is one of the reasons for enhanced recombination in catalyst particles with sizes less than 100 nm. Moreover, we would like to be able to control band-bending such that different regions of the surface experience different extents of band bending and promote different carriers to move to spatially different locations. This implies we must somehow cause the surface of effective photocatalysts to vary spatially. The most common method is to decorate the surface with a metallic co-catalyst, such as Pt for TiO$_2$ photocatalysts. Note that simple co-catalyst additions have not yet resulted in technologically useful photocatalysts for water splitting.

### 3.3. Light absorption and charge transport

Important steps in photochemical reactions are the absorption of light and the transport of the photogenerated carriers. Understanding the materials parameters that quantify these processes is important for the design of semiconductor catalysts. The first important parameter is the absorption length of the incident light within the semiconductor. For radiation with energy greater than the absorption edge, the intensity of the incident radiation decreases exponentially with the distance of penetration. The characteristic absorption length is defined as the depth at which the incident intensity is reduced by a factor of $1/e$. Using Beer’s law, the absorption length, $L_a$, is $1/e$ where $a$ is the absorption coefficient.

The absorption coefficient is a material’s property that depends on the photon energy and increases steeply at the band gap energy. For example, at a photon energy of 3.4 eV, the absorption coefficient of rutile is $10^5$ cm$^{-1}$. This results in an absorption length of about 100 nm. In other words, most electron–hole pairs that are created by light absorption are created in the layer of material within 100 nm of the surface. It is important to compare this length scale to the width of the space charge region, wherein charge carriers are easily separated by the local field and are less likely to recombine. Those that are created deeper in the materials, where the bands are flat, are more likely to recombine. Recall that in the last section, it was noted that the space charge width within titania is in the range of 100 nm, comparable to the absorption depth.

The charge carrier diffusion length, or the distance that a charge carrier can diffuse before scattering and recombining, is denoted by $L_{diff}$. If light is absorbed and carriers are created outside of the space charge region, but within the length $L_{diff}$, there is chance that they can make it to the space charge region. $L_{diff}$ is simply the product of the charge carrier diffusion constant and the carrier lifetime. To utilize the most carriers for the reaction, the carrier lifetime and, therefore, the diffusion length, should be maximized. In general, the carrier lifetime increases with the perfection of the crystal.

Based on the above discussion, the ideal photocatalyst is a semiconductor in which the absorption length for the photons in the source of illumination is smaller than the width of the space charge region plus the carrier diffusion length. In this case, all photogenerated charge carriers can be separated and have the potential to participate in the reaction. This also provides some guidance for the selection and design of nanoscale photocatalysts. To maximize light absorption and charge carrier separation, a semiconductor photocatalyst should have a size that is comparable to twice the size of the space charge region. It should be noted, however, that this may also reduce the surface area in a way that compromises any gains in yield. Therefore, improvement in photocatalyst design can be made by incorporating mechanisms to increase charge separation while maintaining high surface areas. Because these length scales are often at odds with one another, catalysts that have more than one length scale are of interest.

### 4. Internal fields

One of the important features limiting the efficiency of photocatalytic water splitting is the recombination of photogenerated charge carriers and the back reaction of intermediate chemical species that recombine to form water. As discussed above, space charges are effective in separating photogenerated carriers. However, in the cases above, the space charge...
characteristics are determined by the surface states and solution. Band bending can also be controlled by polar fields arising from ferroelectric domains, polar surface terminations, or heterojunctions between materials with different Fermi levels. With appropriate control of the built-in fields, photogenerated charge carriers can be driven to the different facets of the crystal and thus separate the sites for oxidation and reduction reaction products.\textsuperscript{18,100–102} In this section, the sources of these electric fields and their influence on photochemistry will be discussed.

4.1. Internal fields in ferroelectrics

A ferroelectric is an insulating material with two or more discrete stable (or metastable) states of nonzero electric polarization in zero applied electric field; this is referred to as spontaneous polarization.\textsuperscript{103} Ferroelectrics are non-centrosymmetric and the polarization occurs because the positive and negative charges have different centers of symmetry. Any two of the orientation states normally occur along indistinguishable crystallographic directions in the same crystal structure, differing only in the direction of the electric polarization vector.\textsuperscript{104} The polarization vector can be switched between these different orientation states with an applied electric field, which couples to the polarization and changes the relative energies of the states.\textsuperscript{105}

Spontaneous polarization in ferroelectrics arises from displacements of individual atoms or ions in the crystal structure.\textsuperscript{106} Perovskite oxides, with the general formula AB\textsubscript{O}\textsubscript{3} (where A and B represents cationic elements) are among the most extensively studied ferroelectrics. BaTiO\textsubscript{3}, the first perovskite oxide compound identified as ferroelectric,\textsuperscript{107} is used here as an example to introduce polarization effects. Fig. 8(a)–(c) shows the crystal structure of BaTiO\textsubscript{3} at different temperatures.\textsuperscript{108} At high temperatures (above 393 K), the crystal displays a cubic perovskite structure and there is no spontaneous polarization. When the temperature is below 393 K, but above 278 K, the Ti and Ba are shifted relative to the negatively charged O, which produces the polarization. The shift of atoms along the (100) direction leads to a change of crystal structure from cubic to tetragonal. When the temperature is below 278 K, the preferred displacement direction of atoms changes from (100) to (110)) and the structure converts to orthorhombic; below 183 K it converts to trigonal (with (111) displacements).\textsuperscript{109} The direction of atomic displacement determines the polarization direction. This critical transformation temperature from ferroelectric to nonferroelectric is called the Curie temperature ($T_C$).\textsuperscript{106,108} The high temperature phase that transforms to the ferroelectric below $T_C$ is described as paraelectric.\textsuperscript{107}

A depolarization field arises in spontaneously polarized domains which acts to neutralize the polarization by the flow of free charge within the crystal or the absorption of ions on the surface of the crystal from the surrounding medium.\textsuperscript{107,110} To minimize the depolarization field, the direction of the polarization varies from region to region within the crystal. Any region having a locally uniform polarization is called a domain; the boundary separating two domains is called a domain wall.\textsuperscript{16} The size of a domain is determined from the balance between the energy cost associated with forming the domain wall and the energy gain from reducing the depolarization field.\textsuperscript{110} Domain walls are often described by the angle formed between the polarization vectors on either side of the wall. In tetragonal BaTiO\textsubscript{3}, where the polarization directions are along the pseudo-cubic (100) directions, domain walls can be either 90° or 180°. The 90° and 180° domain walls are shown in Fig. 8(d). In this figure, “c” and “c-” refers to domains with polarization vectors along (+) and (−) vertical z direction (vertical), respectively, while “a” and “a-” represents domains along the horizontal a-axis.

For photocatalyst design, it is necessary to understand the influence of crystal size on the spontaneous polarization. It is known that the measured spontaneous polarization decreases with decreasing particle size in the nanoscale size range. Fig. 9 (ref. 110) show the size effect on spontaneous polarization for one of the common ferroelectrics, PbTiO\textsubscript{3}. Size dependent ferroelectric polarization is also observed for BaTiO\textsubscript{3}.\textsuperscript{111} It is
reported that the ratio of the c-axis lattice constant to that of the a-axis decreases with decreasing particle size. The reduction in tetragonality means that the spontaneous polarization is decreased. As shown in Fig. 9, the ferroelectric polarization decreases for crystal sizes less than 100 nm. The ultimate size limit for the preservation of ferroelectric correlation in the ideal perovskite is 2.6 nm. It has recently been reported that BaTiO$_3$ nanocubes, prepared by a two-phase aqueous/organic synthesis procedure, can be switched at room temperature down to sizes as small as 10 nm; it was also shown that ferroelectric switching ultimately disappears in the size range of 5–10 nm. It should also be noted that the dielectric constant of ferroelectrics, which influences the width of the space charge region, also decreases significantly with grain size. Although the size dependence of the spontaneous polarization depends on the processing conditions, purity, and stoichiometry, it is best for photocatalytic applications to use particles greater than or equal to 100 nm so that the maximum intrinsic polarization is available to separate the photogenerated charge carriers.

The internal dipolar field within a ferroelectric creates charged surfaces that cause photogenerated carriers to move in opposite directions, which separates electrons and holes and causes oxidation and reduction products to be generated at different locations. In semiconducting ferroelectrics, the polarization can be screened by internal free charge carriers or defects in the bulk, which causes band bending, as depicted in Fig. 10 (in perfect insulators the potential drops linearly across the domain). The energy level diagrams are drawn with reference to the standard hydrogen electrode scale, assuming that the band gap of BaTiO$_3$ is 3.2 eV that the conduction band potential ($E_c$) is close to 0 V, and that the semiconductor is n-type with donor states a few tenths of a volt below the conduction band edge that determine the Fermi level ($E_f$). For a neutral domain (an as in Fig. 8), shown in Fig. 10(b), it is assumed that there will be a small amount of upward band bending in a solution with a pH near 7. For domains in which the positive end of the polarization vector points toward the surface (c$^+$), a potential drops across the domain such that the surface is at a lower potential than the bulk. This potential drop reduces the band bending relative to the neutral surface and, depending on the magnitude of $V_s$ on the neutral surface and the ferroelectric potential drop, can even bend the bands downward, as shown in Fig. 10(a) (also it is assumed ferroelectric potential is screened by the accumulation layer of the semiconductor). In this case, the photogenerated electrons can easily reach the surface to react with the solution. The opposite occurs on negative domains (Fig. 10(c)), where the polarization increases the surface band bending and electrons are further depleted from the surface, with respect to the neutral surface. This obstructs the motion of photogenerated electrons to the surface but promotes the movement of photogenerated holes toward the surface where they can participate in the oxidation reaction. Because these different polarizations occur in spatially distinct domains, the electrons and holes are separated to different surfaces.

Many experiments have confirmed that dipolar fields in the ferroelectrics influence the locations of photochemical reactions. These experiments have employed so-called marker reactions that leave insoluble products at the reaction site to determine the correlation between polarization and reactivity. For example, Ag$^+$ cations from a silver nitrate solution can be reduced to silver metal and Pb$^{2+}$ cations from a lead acetate solution can be oxidized to form PbO$_2$. The atomic force microscope (AFM) images in Fig. 11 show the surface of a BaTiO$_3$ ceramic before (11(a and b)) and after (11(c and d)) using the surface to photocatalyze these reactions. The dark contrast in Fig. 11(b) corresponds to positive domains and the white contrast corresponds to negative domains. The image in Fig. 11(c) shows that silver was reduced on the positive domains and the image in 11(d) shows that lead is oxidized on negative domains, indicating that ferroelectric polarization determines the site of the redox reaction and separates the two half reactions to different domains. This same process can occur in microcrystals, as shown in Fig. 12. These images show that silver is preferentially reduced on {001} facets perpendicular to the direction of ferroelectric polarization.
The effects of ferroelectric polarization on photochemical properties are also observed on materials other than BaTiO3. Inoue et al. demonstrated that a positively poled ferroelectric Pb(Zr,Ti)O3 (PZT) produced 10–40 times more hydrogen during photolysis than negatively poled PZT. Different metal salts have also been photochemically reacted on the surface of PZT, and the location of the product is correlated to the domain structure. Photochemical silver reduction is spatially separated on domains of PZT and different reactivities are observed in different domains. Similar spatially selective reduction of Ag occurs on the surface of LiNbO3. Because of the spatial separation of the redox reactions, LiNbO3 exhibited a high rate of decolorization of organic dyes. Another narrow bandgap ferroelectric, BiFeO3, also preferentially reduces Ag on domains with the polarization directed towards the surface under visible light irradiation. BiFeO3 nanoparticles synthesized by different methods also show photocatalytic activity for organic dye degradation. A number of single-phase ferroelectrics have shown photocatalytic activity either for decomposing organic contamination, carbon monoxide reduction, water splitting, or hydrogen production.

Ferroelectric polarization also influences the reactivity of a thin non-ferroelectric coating. Inoue et al. reported that the photocatalytic activity of TiO2 or NiO films supported by poled ferroelectric LiNbO3 was enhanced for one type of domain polarization (positive or negative). If the ferroelectric field from the substrate cannot be screened by carriers at the interface or in the coating, it will influence charge carriers on the surface of the coating. As shown in Fig. 13, photogenerated charge carriers separated by ferroelectric polarization will participate in redox reactions (silver reduction and lead oxide oxidation) on different domains of the ferroelectric surface and this influence can extended to the surface of a thin coating. AFM images of the (001) oriented BaTiO3 surface and the same orientation coated with 15 nm of anatase are shown in Fig. 11(c) and 13(d), respectively. It is clear that the patterns of reduced silver on the bare surface and on the coating are similar, confirming the idea that the ferroelectric polarization also influences the reactivity of the supported coating. In addition to the effect from the substrate, the thickness of the film and the orientation relationship also influence photocatalytic activity. The influence of the substrate is diminished as the film thickness increases and it eventually disappears for films thicker than 100 nm. Beyond this thickness, the reactivity of the film is similar to bulk titania. The photochemical reduction of silver by 15 nm thick TiO2 films supported by BaTiO3 substrates is independent of the phase and orientation, which is contrary to bulk titania. Similar spatially selective photocatalytic reactions have been observed on TiO2 supported on BiFeO3. The patterns of silver reduced from an aqueous silver nitrate solution on a 10 nm thick TiO2 film mimic the domain structure of the BiFeO3 substrate. This reaction was initiated with visible light, which is not absorbed by the TiO2 coating. This result provides direct evidence that the electrons and holes separated by ferroelectric polarization can transfer from the substrate to the surface of the coating.

The application of heterostructured ferroelectric photocatalysts for water splitting, organic dye degradation, and other uses has also been reported. For example, PZT/TiO2 nanostructured heterojunctions show enhanced photocatalytic activity for decomposition of ethylene under visible light illumination. Nanostructured composites of BaTiO3/TiO2 are also reported to show an increased antibacterial photocatalytic activity. Ag-loaded BaTiO3/TiO2 nanotubes enhanced charge carrier separation and showed higher photocatalytic reactivity for methylene blue degradation than their components. Ferroelectric PbTiO3, when coated with nanostructured TiO2, exhibits improved photocatalytic decomposition of methylene blue under visible light irradiation. BiFeO3–TiO2 core–shell nanostructured composites fabricated by the hydrothermal method show a higher photocatalytic activity for the photodegradation of Congo red. Currently, more and more attention is focused on the application of polarizable semiconductors to control photochemical reactions, and this approach provides a new strategy for heterostructured photocatalyst design. The use of a ferroelectric internal field within a hierarchically structured photocatalyst provides a reasonable method to enhance the photocatalytic activity for organic dyes.
create more efficient photocatalysts. Micron-sized BaTiO₃ cores coated with nanostructured TiO₂ showed enhanced photocatalytic activity for hydrogen production compared to the parent phases. The internal field arising from the micron-sized ferroelectric core, which is also the primary component for light absorption, separates the photogenerated charge carriers. Electrons and holes are transferred through the interface to the nanostructured TiO₂ coating, where the charge carriers participate in the redox reaction with water. For this composite, the structural integrity of the interface is important for charge transfer to the coating. At the same time, the high surface area coating provides a large amount of active sites for the reactions. Note that the design of these two phase hierarchically structured materials can improve the stability of the catalyst by protecting a phase susceptible to corrosion with a more stable coating. By manipulating the processing conditions, hierarchically structured catalysts can also be fabricated to improve their physicochemical properties, such as surface area and porosity.

### 4.2. Internal fields at phase boundaries

#### 4.2.1. p–n junctions

The formation of junctions between n-type and p-type semiconductors is the foundation for conventional photovoltaic solar energy conversion. When p-type and n-type semiconductors contact each other, charge is transferred so that the Fermi levels equilibrate. The region in the n-type semiconductor that loses electrons will have a net positive charge. The region in the p-type semiconductor that accepts the electrons will have a net negative charge. At the interface of the semiconductors, bands will bend because of the formation of a space charge region after electron transfer. The charge re-distribution creates an electric field in the space charge region from n-type side to the p-type side. A schematic is shown in Fig. 14. This internal field formed between a p-type and an n-type semiconductor can be used for the separation of photogenerated charge carriers (and to improve the efficiency of photocatalytic water splitting or other photochemical reactions).

The design of heterostructured photocatalysts consisting of p-type and n-type semiconductor components is one of the most common methods to make composite photocatalysts with improved photocatalytic activity. TiO₂, the most common photocatalyst studied, is an n-type semiconductor and is self-doped by oxygen vacancies. The electronic conductivity of titania is determined by a combination of impurities and the composition of the gas in which it was equilibrated at high temperature. While titania is n-type in nearly all conditions, p-type TiO₂ was recently prepared by creating titanium vacancies at elevated temperature and pressure, followed by quenching. TiO₂ has been coupled with different p-type metal oxide photocatalysts, such as Cu₂O, Ag₂O, CuO, Cu₂O₃, CuAlO₂, CuInSe₂, NiO, Bi₂O₃, BiOX (X = Cl, Br, I), Fe₃O₄, Co₃O₄, ZnMn₂O₄, and ZnO by deposition (ALD) and the homojunction showed a voltage shift for Fe₂O₃ p–n junction of 200 mV turn-on voltage shift in the cathodic direction. The rapid open circuit voltage decay for the Fe₂O₃ p–n junction indicates the built-in internal fields help to separate charge in the water splitting conditions. The media is also important for adjusting the electrical conductivity of semiconductors. The dominant charge carrier type can be affected by the pH of the electrolyte and can be tunable from n-type to p-type when prepared in acid.
or alkaline solutions. As shown in Fig. 15, a Cu2O p–n junction film was prepared by a two-step electrodeposition in acid and subsequent alkaline or neutral solution. The final result shows that the p-Cu2O(pH = 9)/n-Cu2O(pH = 4.9) has the largest interfacial electric field and high charge separation efficiency.

Note that a stable interface with a small structural discontinuity between the components at the junctions is important for photogenerated charge carrier transfer. Charge transfer between semiconductor interfaces is finished within picoseconds, and this fast transfer rate requires the interface to provide the smallest penetration barrier. The fabrication of a high quality interfaces in heterostructured catalysts is attracting more and more attention.

Previous results showed that micron scale ATiO2 (A = Pb, Fe) coated with nanostructured TiO2 had a higher reactivity for photodecomposition of methylene blue than AFeO3 (A = Bi, La, Y)/TiO2 processed at the same conditions. The photocatalytic activity enhancement of titanate/TiO2 material over ferrite/TiO2 material is attributed to the continuity of bonding at the interface between the titanate core and shell.

Hierarchically structured photocatalysts with p–n junctions have also been designed and used for photochemical reactions. TiO2 nanoparticles were deposited on the surface of hierarchical flowerlike NiO and the composites show enhanced photodegradation for p-chlorophenol compared to the components prepared using the same conditions. The enhanced photocatalytic activity is attributed to the p–n junction formation, which provides an internal field for charge separation, and the hierarchical structure, which decreases the aggregation of TiO2 and promotes the transport of reactants and products. Double shell Bi2O3/Bi2WO6 hollow spheres show higher photocatalytic activity than the component phases. In addition to the formation of a p–n junction, the increase of light harvesting in the hierarchical structure leads to an increase of the photocatalytic reactivity. Other hierarchical structures with nanobelt, nanorod, and nanobrush morphologies are widely reported to form p–n junctions and promote increased the photocatalytic reactivity.

4.2.2. Polar surface terminations. The structure and composition of the surface influences its physical and chemical properties. One aspect of the surface structure is the polarity. The surface can be polar or non-polar depending on the final plane of atoms. For example, the (100) plane of rock salt (NaCl) is electrically neutral and, therefore, non-polar, because it consists of equal amounts of Na cations and Cl anions. On the other hand, the (111) plane consists of either a uniform layer of Na cations and Cl anions and is, therefore, polar. In practice, the so-called ‘polar catastrophe’ that would occur if a crystal were terminated on a single, atomically abrupt plane, is easily avoided by reconstruction or heterogeneous termination.

Polar surface terminations, even if they only occur locally, can create fields that will influence the photochemical activity of materials. For example, the photochemical reduction of Ag⁺ and oxidation of Pb²⁺ on the surface of SrTiO3 is anisotropic. The internal field created by a polar surface termination can promote the separation of photogenerated charge carriers and spatially selective oxidation and reduction. The two AFM images in Fig. 16(a) and (b) are the topography of a (111)-oriented SrTiO3 single crystal before and after photochemical reduction of Ag. The result shows that silver is only reduced on specific terraces, which means the photochemical reduction is spatially separated. This was shown to be correlated to the terminations of the different terraces. The ideal bulk-truncated (111) surface of SrTiO3 can only be terminated by a negatively charged SrO₄⁻⁻ layer or by a positively charged TiO₄⁴⁻ layer, as shown in Fig. 16(c) and (d). These charged surfaces promote spatially selective oxidation and reduction reactions, similar to those that occur on the different domains of a ferroelectric. The same experiment was performed on (100) surfaces, which can only be terminated by non-polar SrO or TiO₂ surfaces. In this case, the silver was reduced uniformly on all terraces. It has also been reported that non-ferroelectric SrTiO3 can show ferroelectricity on its surface or
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Fig. 15 Energy level diagram and charge transfer process for Cu2O p–n homojunction prepared by electrodeposition with different pH conditions for methyl viologen (MV2⁺) photo-reduction to the reduced form (MV⁺), and thus with different magnitude of interfacial electric field. (b) SEM cross section image of Cu2O p–n homojunction film (reproduced from ref. 228).
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Fig. 16 The influence of dipolar field created by polar surface termination on the photochemical reactivity of SrTiO3. Topographic AFM images of the (111) surface of a SrTiO3 single crystal. (a) Before the reactions. (b) The same surface after illumination in an aqueous AgNO3 solution. The white contrast corresponds to silver. The ranges of the vertical black-to-white contrast in (a) and (b) are 60 nm and 200 nm respectively. Schematic drawing of the possible SrTiO3(111) surface terminations. The left hand terrace has a TiO₄⁴⁻ termination. Traversing an even-N step does not change the chemical termination while traversing an odd-N step changes the chemical termination to SrO₄⁻⁻ (right terrace). Note that the step edges are (100) type. Layer spacing (N) = √3a/6 = 1.12 Å.⁴³
under strained/unstrained conditions.\textsuperscript{239–242} SrTiO\textsubscript{3}/TiO\textsubscript{2} is reported to show higher photocatalytic activity for organic dye degradation\textsuperscript{243} and hydrogen production than its components.\textsuperscript{59,244,245} Hierarchically structured SrTiO\textsubscript{3}/TiO\textsubscript{2} nanofibers have also been used for photocatalytic water splitting.\textsuperscript{246}

4.2.3. Polymorph junctions. A junction can also be formed between two different polymorphs of phases with exactly the same composition. Because the polymorphs have different structures, they also will have different electronic properties and the interaction between the phases has the potential to facilitate the separation of the photogenerated charge carriers and thus increase the photocatalytic activity. The differences in the positions of conduction band edges and band gap energies can create an internal field and thus separate charge carriers.\textsuperscript{68,247,248}

For example, four different polymorphs of TiO\textsubscript{2} have been reported, namely, anatase (tetragonal, space group \textit{I}4\textsubscript{1}/\textit{amd}), rutile (tetragonal, space group \textit{P}4\textsubscript{3}/\textit{mmn}), brookite (orthorhombic, space group \textit{Pbc}a), and TiO\textsubscript{2} (B) (monoclinic, space group \textit{C}2\textsubscript{1}/\textit{m}). While only one of the phases is in equilibrium at a specific temperature and pressure, all four can be metastable in ambient conditions.\textsuperscript{74,249–253} Note that when heating is used to transform one phase to another, this also changes the particle size, crystallinity, porosity, and the surface OH\textsuperscript{-} concentration, and all of these factors can also affect the photochemical activity.\textsuperscript{59,79,80,254} The photocatalytic activity of those four phases has been compared in a number of experiments.\textsuperscript{255–258} Anatase is generally considered to be more photoactive than rutile, even though it has a relatively larger bandgap.\textsuperscript{74,78,249,259} However, it has also been shown that if a sensitizing dye is used to inhibit recombination, the photoactivity of rutile is similar to anatase.\textsuperscript{77}

It has been shown that combining titania polymorphs can lead to enhanced photocatalytic activity. One of the representative examples for this is the commercial product Degussa P25. P25 is composed of anatase and rutile and it has been shown to be more photocatalytically active than its pure phase components.\textsuperscript{78,256,261} Nanosized patches of anatase (smaller than 20 nm) are supported on the surface of rutile with a larger particle size (25–30 nm) in P25.\textsuperscript{264} Hurum et al. investigated P25 with EPR spectroscopy and attributed the enhanced photocatalytic activity to the stabilization of charge separation by electron transfer between anatase and rutile.\textsuperscript{78} The different conduction and valance band positions lead to the formation of a potential difference between the component phases and assist the migration of charge carriers between phases. In addition, the different band gap energy and particle size also can extend the range of light absorption to the visible region and more electrons can transfer between the interface of anatase and rutile. Other mixtures of TiO\textsubscript{2} phases also show improved photocatalytic activity for solar energy conversion. TiO\textsubscript{2} (B) in different morphologies, such as nanofibers, coupled with anatase, has been reported to show high photocatalytic activity.\textsuperscript{67,249,261,264} Yang et al. fabricated TiO\textsubscript{2} (B) nanofibers coated with anatase shells and the heterostructured materials were used for the degradation of the organic pollutant sulforhodamine B.\textsuperscript{249} The TiO\textsubscript{2} (B)/anatase composite was more photocatalytically reactive than its components and had a reactivity similar to Degussa P25, as shown in Fig. 17. TiO\textsubscript{2} (B) has a narrower band gap and lower conduction band position than anatase. The difference in band gap positions induces a potential difference, and part of electrons and holes from the anatase will migrate to the TiO\textsubscript{2} (B). Because of the faster transfer rate of hole transfer (1–4 ps) to TiO\textsubscript{2} (B) than electrons (>40–160 ps), the recombination rate of those charge carriers can be decreased for the heterostructured materials. Meanwhile, the similarity in crystallographic registry between anatase and TiO\textsubscript{2} (B) can increase the structural stability and the operation time of the photocatalyst. Anatase coated on the surface of rutile, a configuration similar to P25, produces four times more photocatalytic H\textsubscript{2} than pure rutile TiO\textsubscript{2}.\textsuperscript{265} Anatase/rutile structures with controlled microstructure and thickness were used for dye decoloration and CH\textsubscript{3}CHO oxidation.\textsuperscript{266,267} The controlled combinations of those two TiO\textsubscript{2} polymorph junctions affected the formation of Schottky potential barriers and the charge separation distances. The enhancement of photocatalytic activity in the structures compared to their components was attributed to the transfer of photogenerated charge carriers between the different phases, which decreases recombination. Brookite and anatase composites were also found to have high photocatalytic activity, for example, for the oxidation of CH\textsubscript{3}CHO, and this was also attributed to electron transfer between the phases.\textsuperscript{268,269} Anatase/brookite nanoparticle mixtures also showed higher photocatalytic hydrogen production from methanol–water solutions than anatase alone, even though the surface area was smaller.\textsuperscript{270} The combination of brookite and rutile was also confirmed to be highly effective for Rh\textsubscript{B} photo-decolorization and its reactivity was about six times of that of P25.\textsuperscript{271} A triple phase mixture of anatase, rutile and brookite also showed higher photocatalytic activity for 4-nitrophenol degradation than the single phases.\textsuperscript{272}

A similar polymorphic junction was also observed for Ga\textsubscript{2}O\textsubscript{3}, Ga\textsubscript{2}O\textsubscript{4}, which is n-type, has five polymorph phases,\textsuperscript{273} of which the z-Ga\textsubscript{2}O\textsubscript{3} (rhombohedral) and β-Ga\textsubscript{2}O\textsubscript{3} (monoclinic) phases are considered as more photocatalytically active for hydrogen production by water splitting, organic dye degradation, non-oxidative coupling of CH\textsubscript{4}, and the reduction of CO\textsubscript{2} than the other phases.\textsuperscript{274–283} β-Ga\textsubscript{2}O\textsubscript{3} is reported to show the highest photocatalytic activity because of the long lifetime of photogenerated charge carriers in this phase, which are separated by the local internal fields induced from the coexistence of
distorted tetrahedral and octahedral units. Wang et al. has successfully prepared α-Ga2O3 and β-Ga2O3 junctions through the phase transformation from α-Ga2O3 at elevated temperature. The β phase is more thermally stable than the α-phase and its fraction of the total increased with the annealing temperature. Therefore, the fraction of α-Ga2O3 and β-Ga2O3 can be tuned by adjusting the processing temperature from 863–903 K. The α–β phase junction was prepared with well-matched lattice fringes, as shown in Fig. 18, and showed much higher photocatalytic activity for water splitting under UV-light irradiation than the pure α or β phases. The enhanced photocatalytic activity is attributed to the junction formed at the interface between two phases. The difference in the conduction band position leads to internal fields that facilitate the transfer of electrons and holes between the phases and decreases the recombination of photogenerated charge carriers.

Considering that many semiconductors are polymorphic, polymorph junctions might provide a mechanism for the efficient separation of charge carriers and, therefore, a path for increasing the efficiency of the photocatalysts. The fact that the composition on both sides of the interface is the same provides continuity of the bonding across the polymorph boundary, which may facilitate the charge transfer across the interface. The polymorph junction approach may provide a new strategy for the efficient photocatalysts design, as well as other solar energy conversion devices, such as photovoltaic and photoelectrochemical devices.

5 Prospective and summary

In the current review, we focused on the use of electric fields within semiconductors to separate photogenerated charge carriers and modify photocatalytic properties. Four internal field sources have been described: ferroelectric polarization, polar surfaces, p–n junctions and polymorph junctions, as illustrated schematically in Fig. 19. The presence of the internal field changes the band bending at interfaces and provides a driving force for the separation of photogenerated electrons and holes. The distribution and direction of internal fields can be controlled so that redox reactions will occur in different places, which also decrease the back reaction of the intermediates. The manipulation of internal fields within photochemically active materials is a promising strategy for the improvement of photocatalysts.

One method for simultaneously controlling interface fields and the density of active sites is to create hierarchically structured composite materials. For example, visible light responsive materials can be coupled with materials that have internal fields and extend the performance of heterostructured photocatalysts to the visible light range. Other methods, such as doping and dye sensitization, can be combined with internal fields to design efficient visible light photocatalysts. For heterostructured photocatalysts, interface quality is important. A low defect density and chemically strong bonds across interfaces with large contact areas is preferred for electron and hole transfer. Therefore, processing techniques to engineer the interface integrity are needed. It must also be recognized that internal fields are size dependent. For example, ferroelectric polarization has been confirmed to decrease greatly below crystal sizes of about 100 nm. On the other hand, the relationship between surface area and catalytic activity means smaller sizes are preferred for photochemical processes. Therefore, the particle size for photocatalytic materials must be selected to simultaneously optimize the positive effects of internal fields and surface area. Considering those factors, it is concluded that the manipulation of internal fields and hierarchical structures may lead to improved catalysts for water splitting and other solar energy conversion processes.
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