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Investigation of solid/vapor interfaces using ambient
pressure X-ray photoelectron spectroscopy

D. E. Starr,a Z. Liu,b M. Hävecker,cd A. Knop-Gerickec and H. Bluhm*e

Heterogeneous chemical reactions at vapor/solid interfaces play an important role in many processes in

the environment and technology. Ambient pressure X-ray photoelectron spectroscopy (APXPS) is a

valuable tool to investigate the elemental composition and chemical specificity of surfaces and

adsorbates on the molecular scale at pressures of up to 130 mbar. In this review we summarize the

historical development of APXPS since its introduction over forty years ago, discuss different approaches

to minimize scattering of electrons by gas molecules, and give a comprehensive overview about the

experimental systems (vapor/solid interfaces) that have been studied so far. We also present several

examples for the application of APXPS to environmental science, heterogeneous catalysis, and

electrochemistry.

Introduction

The interfaces between gases and solids govern many processes
in the environment, energy generation, and heterogeneous
catalysis. Examples include the removal of harmful compo-
nents from automotive exhaust streams,1 the reaction of fuels
and oxidizers at the electrodes of solid oxide fuel cells,2 cloud
droplet nucleation on atmospheric aerosols particles,3 as well
as the uptake and release of trace gases by polar snow packs.4

There are a number of surface sensitive spectroscopies and
microscopies that can be used to study vapor/solid interfaces,
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such as infrared spectroscopy (IR);5,6 vibrational sum-frequency
generation (VSFG);7,8 X-ray emission spectroscopy (XES);9 surface
X-ray diffraction (SXRD);10 scanning force microscopy (SFM) in
both contact11 and non-contact12 modes; scanning tunneling
microscopy (STM);13 as well as transmission electron micro-
scopy14 and scanning electron microscopy.15

X-ray photoelectron spectroscopy (XPS) is one of the most
versatile methods for the investigation of surfaces on the
atomic scale.16 It provides quantitative information about the
elemental composition and chemical specificity (e.g., oxidation
state) of the surface. Due to the strong interaction of electrons with
atoms at typical electron energies used in XPS (100 eV–1000 eV),
the mean free path of the electrons is only on the order of

several monolayers, giving XPS exquisite surface sensitivity.17

However, photoelectrons are also strongly scattered by gas
molecules, which complicates the application of XPS at elevated
pressures. For instance, the inelastic mean free path of
electrons with 100 eV kinetic energy in 1 mbar water vapor is
about 1 mm, much shorter than the typical working distance
between the sample and the entrance to the electrostatic lens
system of an electron analyzer, which is a few centimeters. The
attenuation of electrons by gas molecules can be overcome by
differential pumping schemes; the most commonly used
approaches are discussed in the next section. The use of
differential pumping has led to the development of a variety
of photoelectron spectrometers that can now operate at up to
130 mbar. This technique is known as ambient pressure or high
pressure XPS to distinguish it from vacuum-based X-ray photo-
electron spectroscopy.

A timeline for the development of ambient pressure X-ray
photoelectron spectroscopy (APXPS) is shown in Fig. 1. Shortly
after introducing vacuum-based XPS, Kai Siegbahn’s group at
Uppsala University built the first APXPS instruments in the
early 1970s.18,19 These instruments featured several differential
pumping stages between the sample compartment and the
electrostatic lens system of a hemispherical analyzer and were
mainly used for pioneering investigations of vapor/liquid inter-
faces. At the end of the 1970s, Joyner and Roberts developed an
instrument with a similar differential pumping scheme for
measurements of vapor/solid interfaces.20 Two of these systems
were built, one located at Cardiff and the other in Novosibirsk
in the mid-1980s. Shortly thereafter Grunze and collaborators
developed an APXPS instrument which was installed at the
University of Maine.21 All of the aforementioned systems used
laboratory X-ray sources (anodes). The first synchrotron-
based APXPS instrument was developed at Lawrence Berkeley
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National Laboratory (LBNL) at the end of the 1990s. This
instrument featured a differentially-pumped electrostatic lens
system, which increases the collection efficiency for electrons
without sacrificing differential pumping performance (see next
section). With few exceptions most of the instruments that were
introduced over the last decade utilize some version of a
differentially-pumped electrostatic lens system. The first instru-
ment of this kind was installed at the Advanced Light Source
(ALS), beamline 9.3.2,22 and was followed by a second genera-
tion of instruments, developed jointly by the Fritz Haber
Institute, Berlin, LBNL and Specs GmbH, Berlin, with one
instrument installed at Berliner Elektronenspeicherring-
Gesellschaft für Synchrotronstrahlung m.b.H. (BESSY II,
Berlin)23 and a second at the ALS beamline 11.0.2.24 The use
of synchrotron-based X-rays has many advantages (increased
photon flux, smaller spot size, tunable photon energy) and thus
there are now a number of APXPS instruments already opera-
tional (ALS,22,24–26 Bessy,23 SSRL,27 MAX-lab,28 NSLS, SLS,
Photon Factory29), in commissioning (SOLEIL, ALBA) or under
development (Shanghai, Diamond, SPring-8) at synchrotrons
around the world. The proliferation of APXPS systems was
greatly helped by the recent availability of commercial
versions.30–32 With the improvement of small-spot, high flux,
monochromatized laboratory X-rays sources a renaissance of
laboratory-based APXPS instruments has begun several years
ago33–36 (see Fig. 1); this is likely where the strongest growth in
this field will be in the future.

Fig. 1 also shows the cumulative number of APXPS publica-
tions over time. The increase in the publication rate after the
installation of the first synchrotron-based instruments reflects
the wider user base that these instruments in general provide
(as opposed to a lab-based instrument which is usually used by
a single or just a few groups), but it also suggests that APXPS
measurements are part of a larger trend in surface science,
namely the increasing importance that investigations of surfaces
under operating conditions have gained over the last decade.

In this review we will give examples for APXPS investigations of
vapor/solid interfaces in fields as diverse as environmental
science, electrochemistry, and heterogeneous catalysis. We will
start with a review of the basic design principles of APXPS
instruments.

Technical aspects

In this section we will review the design principles for APXPS
instruments on a general level. For a more detailed discussion
the reader is pointed to recent review papers on the subject.37–42

(A) Differential pumping

The principle obstacle to performing XPS experiments under
elevated pressure conditions is scattering of electrons by gas
molecules. Elastic scattering dominates at electron kinetic
energies below B100 eV, while inelastic scattering is the main
contribution to signal attenuation above B100 eV. The attenua-
tion of the signal I at pressure p compared to the signal I0

at pressure p0 under vacuum conditions is proportional to
exp-(sdp), with d the distance that the electrons travel in a
gas at pressure p, and s the scattering cross section, which
depends on the chemical composition of the gas phase. Since
the gas phase composition and thus the electron scattering
cross section is a characteristic of a certain experiment, and the
pressure in most cases is sought to be as high as possible,
it follows that the distance, d, that the electrons travel through
the gas phase needs to be limited to reduce loss of signal.
Another requirement is to keep the electron detector and
hemispherical analyzer under high vacuum (o10�7 mbar).
Since each differential pumping stage provides pressure differ-
entials of about 10�2 to 10�5 (depending on aperture size,
pumping speed, and type of gas), it follows that several differ-
ential pumping stages are needed if the sample is to be
measured at pressures in the mbar range. In addition the
X-ray source, be it an X-ray anode or a synchrotron, also needs
to remain under high vacuum; therefore the X-rays are
admitted to the in situ cell through an X-ray transparent
window, most commonly a silicon nitride or aluminum
membrane (thickness B100 nm), but differential pumping
stages between the X-ray source and in situ cell have also
been used.

The basic approach to all APXPS experiments, pioneered by
Siegbahn et al. in their early designs, is the use of a differential
pumping scheme, where the sample is located in an in situ
measurement cell and is placed close to a differentially-
pumped aperture. Since the pressure distribution in front of
the aperture is not homogeneous and lower than the back-
ground pressure inside the in situ cell, the sample has to be
placed at a distance of about two aperture diameters to ensure
that the pressure drop across the aperture does not influence
the heterogeneous reactions at the sample surface. From this
consideration it follows that the size of the incident photon
beam is the most important parameter for the determination of
the pressure limit and signal strengths in APXPS experiments:
a small incident photon spot allows a reduction of the aperture

Fig. 1 Ambient pressure XPS timeline, showing both the cumulative number of
publications and the installation of new instruments. Red labels denote laboratory-
based, blue labels synchrotron-based instruments. The dates for the installation of
the instruments are approximate and to the best of our knowledge.
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size (ideally matching the size of the photon spot on the
sample), which in turn permits a smaller sample-aperture
distance, thus reducing the path length of the electrons
through the gas environment. A small entrance aperture to
the differential pumping system also reduces the gas flow into
the subsequent pumping stages and allows for larger secondary
apertures with less detrimental effects on the electron collec-
tion efficiency.

Before we proceed to discuss various approaches to differ-
ential pumping in APXPS, a word is in order on the relative
comparison of pressure limits in APXPS, of which there are two:
(1) the threshold in situ chamber pressure for the pumping
speed of the differential pumping system to cope with the gas
flow, and (2) the threshold pressure for obtaining spectra with
an acceptable signal-to-noise ratio at reasonable acquisition
times. The answer to the second question is obviously the most
important for APXPS measurements, and this pressure limit
depends on a number of experimental parameters, in particular
on the kinetic energy of the electrons (higher KE electrons are
less scattered by the gas phase, but also provide less surface
sensitivity), the type of gas or gas mixture in the experiment
(e.g., the scattering cross sections for some selected gases
increases in the order of H2 o He o O2 o CH3OH), the
photoelectron emission cross section of the core level under
investigation at the given photon energy, and the total flux as
well as the beam size of the incident photon beam (the latter
one determining the minimum distance between sample and
aperture). All these parameters have a bearing on the detected
signal, with each one of them easily changing the signal-to-noise
levels by a factor of 10 or more. The question ‘‘What is the
pressure limit in an APXPS experiment?’’ therefore requires a
qualified answer which takes all of the above factors into account.

Fig. 2 shows differential pumping schemes that have been
developed for APXPS (please note that these are schematic
representations, and may not resemble the real electron trajec-
tories or relative dimensions). The most basic differential
pumping system inserts two or more differential pumping
stages between the sample location and the entrance to a
standard electron energy analyzer input lens (see Fig. 2a). The
appeal of this scheme is its simplicity since it does not require
any modifications to the electron optical components of a
standard electron analyzer. On the other hand it requires a
compromise between the differential pumping rates and the
detection efficiency: smaller apertures lead to larger pressure
differentials but also reduce the acceptance angle of the elec-
trons. Therefore, aperture shapes and sizes are often adjusted
to fit the electron trajectories. This approach was used in the
APXPS systems developed by Siegbahn et al.,18,19 Joyner &
Roberts,20 Grunze et al.,21 and Steinrück et al.34 All of these
instruments use laboratory X-ray sources with spot sizes in the
millimeter range, resulting in practical operating pressures of
up to 1.3 mbar, which is a large step (indeed more than six
orders of magnitude) in pressure towards more realistic oper-
ating conditions in XPS. A recently developed instrument by
Nilsson et al. (SSRL) uses the same approach to differential
pumping.27 In this case, however, the incident photon source is

an undulator beamline, which provides a tightly focused, high
flux photon source (50 mm � 10 mm) and the use of a matching
front aperture size of 50 mm diameter. A reduction in the
aperture diameter from 1 mm to 50 mm reduces the gas flow
into the electrostatic lens system by a factor of 400 (from a
purely geometrical point of view) and therefore increases the
pressure limit in terms of differential pumping by the same
amount (all other parameters, such as pumping speed and
conductance, being equal). It also allows the sample to be
brought closer to the front aperture and thus reduces the
attenuation of the signal by electron scattering with gas mole-
cules. Using this instrument, Pt 4f spectra were obtained at
pressures of up to 130 mbar of O2 using photoelectron kinetic
energies of B930 eV and an acquisition time of 1.5 hours.

To overcome the trade-off between differential pumping and
efficiency of electron detection, a differential pumping system

Fig. 2 Principle layouts of differential pumping schemes for ambient pressure
XPS. Schemes (b–e) use a variation of a differentially-pumped lens system, while
scheme (a) uses a set of differentially-pumped apertures in front of a standard
analyzer lens. For details see text.
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with integrated electrostatic lenses was introduced by Ogletree
et al. in 2000 (see Fig. 2b).22 A two stage differentially-pumped
electrostatic lens transfers electrons from the sample plane
onto the focal plane of a conventional hemispherical electron
energy analyzer (Physical Electronics, Inc.). Since the exit
aperture of the pre-lens is grounded, the effect of the pre-lens
is to move the image plane farther away from the electron
analyzer (in this case by B18 cm) without changing the electron
kinetic energies. Due to the large separation between the
differentially-pumped apertures, the pumping speed in the
differential stages is sufficient to provide a pressure differential
of 10�8 between the in situ cell and the hemisphere, using
apertures with diameters of 0.9 mm, 1.5 mm and 3.0 mm
(1st, 2nd, and 3rd, respectively). Using electrostatic lenses in
between the apertures, electrons are focused onto the aperture
planes, thus mostly preserving the acceptance angle of the
standard electrostatic lens while at the same time keeping the
aperture sizes small and thus increasing differential pumping.
This instrument allowed to record spectra at up to 7 mbar of
water vapor using 200 eV KE electrons. During the same period
of time, Kelly et al. developed a two-stage differentially pumped
system using electrostatic grid lenses, based on a laboratory
X-ray source, with an upper pressure limit of B0.3 mbar.33

Most subsequently designed instruments have also employed
differentially-pumped electrostatic lens stages.

The next generation of instruments, jointly developed by the
Fritz Haber Institute in Berlin, LBNL, and Specs Surface Nano
Analysis GmbH, Berlin, featured a modified electrostatic input
lens (as opposed to a pre-lens; see Fig. 2c).23,39 The front lens
elements (upstream of the intermediate image plane of the
standard lens) of a Phoibos 150 hemispherical analyzer were
replaced by two differential pumping/electrostatic lens stages,
and the iris aperture (intermediate plane) replaced with a
stationary aperture. Aperture sizes in this differentially pumped
lens system are 0.9 mm, 2 mm, and 2 mm (1st, 2nd, and 3rd,
respectively), each separated by about 25 cm, providing a
pumping differential of 10�8 between the in situ cell and the
hemisphere. These instruments are operating at BESSY II (ISISS
beamline) and the ALS (beamline 11.0.2) and are also able to
operate at water vapor pressures above 7 mbar for 200 eV kinetic
energy electrons. Fully commercial systems became available in
about 2005. While the Omicron analyzer uses scheme (a)34 in
Fig. 2, the APXPS spectrometers by Scienta and Specs use differ-
entially pumped electrostatic pre-lenses in front of a standard
input lens, following schemes (d)25 and (e),36 respectively.

(B) In situ chambers

While the emphasis in the development of APXPS systems has
until recently been mostly on improving differential pumping
schemes, the design of precise sample environmental control
(e.g., temperature, pressure, gas composition, irradiation with
UV) has recently gained in importance. This is partly due to the
ready availability of commercial spectrometers, but also due to
the expansion of the user base for APXPS instruments to fields
outside of traditional surface science, where non-standard UHV
environments are required. Most APXPS experiments can be

classified by the type of sample preparation into one of the
following three categories: (1) in situ sample preparation, i.e.,
sputtering, annealing, and thin film growth. These are mostly
single or polycrystalline samples that can be regenerated in an
attached preparation chamber or through heating in certain
gases inside the in situ cell. (2) Ex situ sample preparation, e.g.,
nanoparticles deposited onto a substrate, as well as powder
catalysts. (3) Non-traditional samples, such as liquids, but also
complex multicomponent devices (e.g., batteries, fuel cells).

The basic layout of in situ cells currently in use at APXPS
instruments is shown in Fig. 3. The most straightforward
design is one where the in situ cell is also the vacuum chamber
that separates the sample from the laboratory environment
(Fig. 3a). During an experiment the whole chamber is exposed
to the gas atmosphere. In this layout the in situ cell is usually
connected to a load lock and/or preparation chamber. The
advantage of this design is its simplicity; possible disadvan-
tages are cross-contamination between different experiments

Fig. 3 Principle layout of in situ measurement cells currently used in APXPS
systems. (a) The analysis chamber/in situ cell is part of a vacuum system (often
with load lock and preparation chamber). The whole chamber is exposed to gases
during APXPS experiments. (b) The in situ cell is located inside a larger vacuum
chamber. Only the in situ cell is exposed to gases during APXPS measurements.
This enables to quickly switch between UHV-type and in situ experiments.
(c) Exchangeable in situ cells, tailored to a particular experiment, are attached
to the analyzer. This approach is best suited for complex or particularly
‘‘dirty’’ sample environments, such as in electrochemistry and investigations of
liquid/vapor interfaces.
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and the relatively large volume and internal wall areas. It is also
difficult to quickly switch between UHV experiments and
measurements at elevated pressures, since, once the chamber
is exposed to mbar pressures of a gas, without a bake-out it
usually takes several hours or days to return to UHV conditions
(depending on the type of gas).

To overcome this obstacle, a different design uses in situ
cells that are placed inside a vacuum chamber and sealed
against it during exposure of the sample to gases (Fig. 3b).
The sample is transferred into the in situ cell using in-vacuum
manipulators.28 This design enables to quickly switch between
measurements at elevated pressures and UHV type experi-
ments, and it also reduces the exposed chamber volume and
wall area. It should be noted, however, that this is a more
complex setup that requires precise manipulation of the
sample for the safe transfer into and out of the in situ cell.

Another concept is the use of custom designed, tailor-made
sample cells for specific applications (see Fig. 3c). This is
particularly advantageous for liquid samples, where cross-
contamination and easy cleanup after an experiment are
important considerations, as well as for complex sample environ-
ments, such as electrochemical cells, where often numerous
electrical contacts (in addition to heater and thermocouple)
have to be made in a secure way on a small scale for the
simultaneous measurement of electrical properties during the
APXPS investigations.43 This concept also allows the design of
cells with minimal volume and wall area.

APXPS experiments will increasingly be coupled with other
characterization methods, which provide simultaneous infor-
mation about the sample and gas phase. Already now many
investigations in heterogeneous catalysis combine APXPS with
gas phase analysis using, e.g., mass spectrometers. In those
experiments it is important to reduce the rate of dark conver-
sion reactions through the choice of the correct chamber and
sample stage materials, as well as infrared heating which
selectively only raises the temperature of the sample. Similar
considerations will be becoming increasingly more important
in other fields of APXPS research, raising the demands for the
correct design of the in situ cells and sample environments.

APXPS has been applied to investigate a wide range of
samples, including metals, metal oxides, alkali halides, and
liquids (not discussed in this review). As in vacuum-based XPS,
sample charging of insulating samples poses a significant
challenge, in particular since the use of flood guns is not
possible under elevated pressure conditions. This problem is
partially mitigated by the generation of electrons in the gas
phase in the volume that is illuminated by the incident photon
beam, which can reduce charging under favorable conditions.40

Homogeneous charging of the surface can be corrected by
using the BE of a well-known core level as an intrinsic BE
reference. The situation is more complicated for powder
samples, where the heterogeneous nature of the sample leads
to inhomogeneous charging, which broadens photoelectron
peaks and makes the analysis of core-level shifts virtually
impossible. Due to the importance of powder samples in
heterogeneous catalysis this is a pressing issue for APXPS.

The design of differentially-pumped flood guns may be one
strategy to overcome this problem.

Examples for the application of APXPS to
solid/vapor interfaces

APXPS has been used to study a great variety of samples under a
wide range of environmental conditions (e.g., temperature,
pressure, gas composition, UV irradiation, electrical bias). In
this review we will limit ourselves to the discussion of solid/
vapor interfaces. Table 1 provides a list of peer-reviewed reports
of APXPS investigations of solids in the presence of gases at
pressures above 0.001 mbar.

In the following we present examples of APXPS experiments
on solid/vapor interfaces, from highly-ordered single crystals to
supported nanoparticles and multicomponent model solid
oxide fuel cell devices.

(A) AP-XPS experiments of adsorbates on single crystal
surfaces

Surface science experiments on single crystal surfaces under
ultra-high vacuum conditions have a long history of providing
detailed molecular and atomic level information about
adsorbate–surface interactions. For APXPS experiments on
single crystal surfaces this level of detail can still be achieved,
but in addition the elevated pressure conditions extend the
thermodynamic phase-space that can be explored with photo-
electron spectroscopy. The advantage of using single crystal
substrates stems directly from their well-defined, periodic sur-
face structures. Adsorption studies on single crystal surfaces
provide information on site specific (e.g., a-top, bridge, or
hollow) adsorption and occupation, as well as the formation
of new chemical phases on surfaces upon exposure to gases. In
addition, by changing surface orientation and/or miss-cut angle
to form vicinal surfaces with varying step densities, factors such
as face specificity (e.g. (100) versus (111)) of adsorption and
reactions or the role of defects can be systematically addressed.
APXPS experiments on single crystal surfaces allow investiga-
tion of these molecular-level properties as pressure is increased
above UHV and therefore provide a direct connection between
the vast knowledge gained from decades of research under UHV
conditions to how these systems evolve at elevated pressures.
Such detailed information may be more difficult to obtain on
structurally more complex systems. Here we provide a few
examples of recent APXPS results on well-defined single crystal
surfaces.

CO adsorption on Ru(0001): increased coverage and new
adsorption sites at elevated pressures. Increasing the pressure
beyond UHV conditions extends the thermodynamic phase-
space of the adsorbate–surface system that can be explored
with XPS. Among the simplest consequences of this extension
are an increase in adsorbate coverage and the occupation of
new surface adsorption sites. Recently, Starr et al.101 demon-
strated that at 300 K, when the pressure of CO is increased
above approximately 10�6 mbar, the surface coverage of CO on
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Table 1 Published APXPS investigations of solid/vapor interfaces at pressure larger than 0.001 mbar, as of January 2013

Sample Gases Max. press. [mbar] Temp. [K] Year Ref.

Pd
- (100) CO, O2 0.5 295–550 2011 44
- (100) CO, O2 0.1 300–640 2012 45
- (100) CO, O2 0.7 295–680 2013 46
- (100) C2H4, CO 1.3 298 2013 47
- Nanoparticles/SiOx CO, O2 0.5 295–550 2011 44
- Nanoparticles/SiOx CO, O2 0.7 295–550 2012 48
- (111) O2 1.0 295–900 2005 49
- (111) H2 3.0 295–623 2005 50
- (111) Trans-2-pentene, H2 0.7 295–523 2005 51
- (111) CO 0.7 300 2005 52
- (111) CO, CH3OH 0.7 200–400 2003 53
- (111) O2, CH3OH 0.07 300–600 2012 54
- (111) O2, C2H4 0.002 330–923 2006 55
- (111) O2 0.002 423–923 2006 56
- (111) O2 0.4 430–872 2006 57
- (111) H2, pentyne, pentene 0.9 358–523 2006 58
- (111) CH4, O2 0.33 420–875 2007 59
- (111) CO, O2 0.7 470–770 2012 60
- Particles/Ga2O3 H2, O2 0.25 448–723 2012 61
- PdZn near surface alloy CH3OH, H2O 0.36 300–623 2010 62
- Polycrystalline foil H2, C3H4 1.1 353–393 2010 63
- Polycrystalline foil H2, alkynes, alkenes 1.0 343–353 2008 64 and 65
- Polycrystalline foil H2, alkynes 7.5 343–353 2008 66
- Polycrystalline foil H2, pentyne, pentene 0.9 358–523 2006 58
- Particles on C nanotubes H2, C3H4 1.1 353–393 2010 63
- 5% Pd on C nanotubes H2, pentyne, pentene 0.9 358–523 2006 58
- 5% Pd/CeO2 CO, H2, O2 0.5 293–523 2006 67

Pt
- (557), (332) CO, O2 0.5 295 2010 68 and 69
- (533) NH3, NO, O2 0.7 295–770 2008 70
- (110) CO, O2 0.5 295–473 2011 71 and 72
- (111) O2 0.5 295–620 2011 73
- (111) O2, NO, NO2 0.25 295–520 2009 74
- (111) NO 1.3 295 2010 75
- (111) C2H4 1.3 295 2013 76
- Pt precipitated on Mg(Al)O H2O, H2, C2H6, O2 0.7 295–725 2007 77
- Pt adatoms in FeOx/Pt(111) CO 1.0 295–510 2011 78
- on CeO2 O2, CO 1.0 393–573 2007 79
- 5% Pt/CeO2 CO, H2, O2 0.5 293–523 2006 80
- Nanoparticles/SiO2/Si(111) H2, O2 0.5 373–873 2012 81
- Nanoparticles on GaN H2, O2 0.5 293–800 2012 82

Au
- Nanoparticles/TiO2(110) O2, CO 1.0 295 2010 83
- Nanoparticles/TiO2 powder O2, CO 0.07 295–350 2006 84
- Nanoparticles on SiO2 and TiO2 O2, CO 0.2 300–423 2009 85
- Nanoparticles on SiO2 and TiO2- O2, NO 0.5 300–473 2011 86
- Polycrystalline foil O2, CO 1.0 295 2010 83
- Evaporated on TiO2(110) O2, CO 1.0 295 2011 87
- (111), (310), (533) NO 0.005 300–500 2012 88

Ag
- Polycrystalline foil C2H4, O2 0.7 295–520 2006 89
- Polycrystalline foil O2 0.4 473 1979 90
- Polycrystalline foil O2 0.01 300–700 1988 91
- Foil, powder, (110), (111) O2 0.2 300–773 2012 92
- Nanoparticles on HOPG C2H4, O2 0.4 423–483 2011 93
- Nanoparticles on Si C3H6, O2 0.5 293–493 2010 94

Rh
- Nanoparticles CO, O2 0.5 295–550 2008 95
- Nanoparticles/TiO2 H2, O2 0.2 573 2011 96
- (111) CO, NO 0.7 300–620 2004 97

Bi
- (0001) O2 0.1 145–290 1981 98

Ru
- (0001) CH3OH, O2 0.1 350–720 2007 99
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Table 1 (continued )

Sample Gases Max. press. [mbar] Temp. [K] Year Ref.

- (0001) CO, O2 0.1 350–600 2006 100
- (0001) CO 0.5 295–600 2013 101
- (0001) CH3OH, O2 0.3 320–620 2007 102
- (10-10) CH3OH, O2 0.3 320–620 2007 102
- Polycrystalline foil CH3OH, O2 0.3 320–620 2007 102
- Nanoparticles CO, O2 0.3 293–473 2012 103

V
- 8% V/alumina n-Butane, O2 0.9 723 2008 65

Mo
- Polycrystalline foil O2 0.2 700–900 1990 104

Ta
- Ta/SiO2 C2H2, O2 0.04 293–920 2012 105
- (100) and polycrystalline O2 0.2 293–500 2010 106

Fe
- Fe/SiO2 C2H2, O2 0.04 293–920 2012 105

Ni
- Nanoparticles on CeO2 H2 1.3 293–773 2010 107
- Polycrystalline foil C3H8, O2 1.0 293–1000 2013 108

Co
- (0001) H2, O2 0.2 295–650 2011 109
- (0001) CH3OH, O2 0.3 520 2010 110
- Nanoparticles on carbon support H2, O2 0.2 295–650 2011 109
- Nanoparticles H2 0.1 295 2011 111

Cu
- Polycrystalline foil; Zn/Cu CO2, H2O 0.2 295 2008 112
- Polycrystalline foil N2H4 (hydrazine) 0.01 295–380 1986 113
- Polycrystalline foil CH3OH, O2 0.45 295–725 2004 23
- Polycrystalline foil CH3OH, O2 0.06 420–670 2003 114
- (110) H2O 1.0 275–520 2008 115
- (110) H2O 1.0 295 2007 116
- (110) CH3OH, O2 1.0 320–770 2006 117
- (111) H2O 1.0 295 2007 118
- (111) SO2 0.1 173–473 1988 119
- Ce/Cu(111) CO2, H2O, CO, H2 0.4 300–573 2013 120
- on ZnO/Al2O3 H2 0.25 523 2012 121
- on ZnO H2 0.25 298–523 2008 38

CuGaSe2
- Polycrystalline films O2, H2O 0.5 295–573 2005 122

Si
- Wafer O2 2 � 10�4 295–775 2001 123
- (100) O2, H2O 0.01–1 573–803 2008 124 and 125

C
- Nanotubes C2H2, NH3 0.1 293–925 2011 126 and 127
- Nanotubes on Ni Ar, C2H2, H2 0.5 573–973 2011 128
- Nanotubes O2 0.5 293–723 2010 129
- Nanotubes Butane, O2 0.25 623–648 2008 130
- Nanodiamonds C6H5CH2CH3 0.25 293–723 2010 131
- Nanotubes/(Au, Pd, Fe, Ni)/SiO2 C2H2, H2, O2 0.005 773 2009 132
- Nanotubes on CoSi2 C2H2 0.2 873 2012 133
- Nanotubes on Ta C2H2 0.02 923 2011 134

Alkane thiols
- Self-assembled monolayer/Au H2O 1.0 295 2008 135

POPC lipids
- Self-assembled monolayer/SiO2 H2O 1.0 295 2008 135

Glycine
- on Cu(110) H2O 0.5 295–500 2011 136
- on Pt(111) H2O 0.3 300–550 2012 137
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Table 1 (continued )

Sample Gases Max. press. [mbar] Temp. [K] Year Ref.

Alanine
- on Cu(110) H2O 0.5 295–500 2011 136

TiO2

- (110) (Rutile) H2O 1.5 265–800 2007 138
- (110) (Rutile) NO2, H2O 0.2 300 2010 139
- Polycrystalline (anatase) H2O 0.8 295 2009 140
- (101) Anatase NO2, H2O 0.1 298 2013 141

CuO2

- on polycrystalline Cu foil H2O 1.5 270–295 2008 142
- on Cu(111) SO2 0.1 173–673 1988 119

CuO
- on Cu(111) SO2 0.1 173–473 1988 119
- on Cu(110) O2 1.3 700 2013 143
- on polycrystalline foil N2H4 (hydrazine) 0.01 295–380 1986 113

CoOx

- CoO on Co(0001) CH3OH, O2 0.3 520 2010 110
- Co3O4 on Co(0001) CH3OH, O2 0.3 520 2010 110

WO3

- In situ grown on Si wafer O2 0.001 295 2001 123

MgO
- (100) Thin film on Ag(100) H2O 0.5 263–573 2011 144 and 145

In2O3

- Deposited on glass H2, O2 5 � 10�4 373–773 2006 146
- ITO (In2O3 : SnO2 = 90 : 10) H2, O2 5 � 10�4 373–773 2006 146

(VO)2P2O7
- Pressed pellets n-Butane, He, O2 1.5 423–673 2005 147 and 148
- Pressed pellets n-Butane, O2 0.5 593–673 2012 149

LaxSr1�xCoO3�d
- La0.8Sr0.2CoO3�d (100) film O2 0.7 295–790 2012 150
- La0.8Sr0.2CoO3�d pressed pellet O2 0.7 295–790 2012 150
- La0.5Sr0.5CoO3�d O2 0.2 295–673 2009 151

MoVTeNbO
- M1 phase C3H8, O2, H2O 0.02 323–693 2012 152
- M1 phase C3H8, O2, H2O 0.3 293–623 2010 153

LixV2O5
- Li4+xTi5O12/LiPON/LixV2O5 cell O2 0.66 298 2012 154

CeO2

- (100), Sm doped H2, H2O, O2 0.4 690–1000 2012 155
- 5% Pd/CeO2 CO, H2, O2 0.5 293–523 2006 67
- 5% Pt/CeO2 CO, H2, O2 0.5 293–523 2006 80
- With Au, Pt, Pd Cu nanoparticles CO/H2O/H2 3.0 540 2012 156

FeOx

- a-Fe2O3(0001) H2O 2.0 277–647 2010 157
- a-Fe2O3 nanoparticles/SiO2 O2, H2, CO 0.3 295–673 2011 158
- FeOx film on Pt(111) CO 1.0 295–510 2011 78
- FeO nanoparticles on Au(111) H2O 0.1 295 2011 159
- a-Fe2O3 particle/film on Au(111) CO, H2O 0.2 295–473 2010 160
- Fe2O3; Fe2O3/Cu; Fe2O3/Cu/K/Si CO, H2 0.4 293–623 2010 161
- Fe3O4(001) H2O 1.0 264–533 2013 162

SiO2

- Nanoparticles (unsupported) H2O, N2 0.001 295 2010 163
- Native oxide layer on Si(111) H2O 4.0 263–294 2007 164

GeO2

- Grown on Ge(100) H2O 1.0 263–294 2012 165
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Table 1 (continued )

Sample Gases Max. press. [mbar] Temp. [K] Year Ref.

Al2O3
- Native oxide layer on Al foil H2O 1.5 260–295 2008 142

KI
- (100) Butanol, H2O 1.6 261–295 2007 166
- (100) Ozone, H2O, Ar 0.4 295 2010 167 and 168

KBr
- (100) H2O 1.5 263–295 2005 169
- Thin film on SiO2 H2O 1.5 258–295 2010 170

NaCl
- Frozen solutions H2O 2.3 242–286 2010 171
- (100) H2O 2.0 261–308 2008 172
- (100) H2O 1.6 263–295 2009 173
- (100), with Br/Cl = 0.001–0.1 H2O 1.6 261–295 2008 174

NaClO4

- Pressed pellets H2O 1.7 264–295 2009 173

BaF2

- (111) H2O 1.5 259–300 2012 175

RbCl
- (100) H2O 1.6 261–295 2012 176

RbBr
- (100) H2O 1.6 261–295 2012 176

Ice (H2O)
- Polycrystalline H2O 3.9 234–271 2002 177
- Polycrystalline NO2, H2O 0.2 230 2010 178
- Polycrystalline acetone, H2O 0.3 218–243 2011 179
- Polycrystalline acetic acid, H2O 1.0 230–240 2013 180

Electrochemical cells
- CeO2�x/Au/YSZ/Pt H2, H2O 1.0 875–1025 2010 181 and 182
- CeO2�x/Au/YSZ/Pt H2, H2O 1.0 875–1025 2009 183
- CeO2�x/Au/YSZ/Pt H2, H2O 0.6 973–1023 2012 184
- Ni/Pt/YSZ H2, H2O 0.25 975 2010 43 and 185
- Pt/YSZ H2, H2O 0.25 825–1025 2012 186
- Ni/GDC/YSZ/Pt CH4, H2, O2 0.2 973 2013 187

Phtalocyanines
- CoPc, FePc H2, O2 0.4 293 2011 188

Alloys
- RhPd, RhPt, PdPt O2, NO, CO, H2 0.2 573 2010 189 and 190
- Rh1�xPdx nanoparticles CO, O2 0.2 298–518 2011 191
- RhPd crystal and nanoparticle O2, NO, CO 0.2 295–623 2010 192
- AuPd nanoparticles on silicon O2, CO 0.3 298–473 2011 193
- CoPt nanoparticles O2, CO, H2 1.0 300–400 2012 194
- Nanoporous RhPd powder H2, O2 0.3 423 2012 195
- PtSn, unsupported H2, O2 0.6 393–573 2012 196
- Pt3Sn(111) CO, O2 0.7 300–573 2012 197
- PtSn, unsupported O2, H2, C6H12 0.5 573 2011 198
- FeTa/SiO2 C2H2, O2 0.04 293–910 2012 105
- Zn/Cu near surface alloy CH3OH, H2O 0.35 300–693 2012 199
- ZnPd, unsupported CH3OH, H2O 0.15 293–773 2012 200
- PtCo nanoparticles H2, O2 0.2 450–520 2011 201
- PtCo nanoparticles on TiO2 CH3OH, H2O, H2, O2 0.3 520–620 2012 202
- Pd2Ga on carbon nanotubes H2, C2H2 1.1 393 2011 203
- PdGa powder pellets H2, C2H2 1.1 400 2009 204
- PdGa powder pellets H2, C2H2 1.1 400 2007 205
- PdGa near surface alloy CH3OH, H2O, O2 0.3 298–573 2012 206
- Cu2.75Ni0.25Fe O2, C3H4, H2 1.0 523–783 2011 207
- Cu3Fe O2, C3H4, H2 1.0 523–783 2011 207
- CuCo H2, O2, CO 6.5 523–623 2013 208
- PtRuCo CH3OH,H2O,CO,O2, 0.5 570 2010 209
- PdZn H2 0.3 293–543 2010 210
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Ru(0001) increases beyond that observed under UHV condi-
tions, where the maximum observed CO coverage on Ru(0001)
is 0.67 ML and the adsorbed CO is located exclusively in Ru
a-top sites.220,221 Starr et al. observed that at elevated pressures,
the coverage of CO saturated at approximately 0.88 ML for CO
pressures above 10�2 mbar. O 1s binding energy shifts indicate
that most of the additional CO adsorbed at elevated pressures
is located in bridge sites on the Ru(0001) surface. CO adsorp-
tion on Ru(0001) in any high symmetry sites other than a-top
had not been previously observed under UHV conditions. Using
isobaric measurements in 0.05 mbar of CO, Starr et al. found
that when increasing the temperature above 350 K the bridge
bound CO begins to desorb from the surface and is completely
desorbed at temperatures above 400 K. Previous infrared
spectroscopy experiments carried out by Hoffmann et al.
observed only a-top bound CO for CO pressures up to 13 mbar,
but in the temperature range of 500 to 700 K.222,223 These
combined results demonstrate that Starr et al. were likely
probing an unexplored part of thermodynamic phase space
and that a pressure gap exists between previous UHV studies
and elevated pressure studies for the CO–Ru(0001) system.

H2O adsorption on Cu(110) and Cu(111) surfaces: surface
orientation dependence of wetting. The adsorption of water on
the (110) and (111) surfaces of Cu provides a stark example of
how surface orientation may determine its adsorption proper-
ties. The adsorption and reaction of water on Cu catalysts is
important in a variety of industrial important reactions includ-
ing the water gas shift reaction, and the synthesis of metha-
nol.224,225 As a result the adsorption of water on Cu, particularly
Cu(110), has been studied extensively using UHV surface
science techniques.226–238 At UHV conditions and low tempera-
tures, water adsorbs molecularly forming a (7 � 8) unit cell at
one monolayer coverage. Upon heating this monolayer to 170 K
a mixed OH and H2O phase has been observed, indicating
partial dissociation of H2O. Interestingly, the dissociation
barrier of water is lower for the monolayer by approximately
0.3 to 0.4 eV compared to that of an isolated water molecule,
pointing to the important role that hydrogen bonding plays in
the dissociation of water on Cu(110).

Recent APXPS experiments on the H2O–Cu(110) system have
explored the adsorption of water at close to ambient relative
humidities.115,116 O 1s spectra collected at 1.3 mbar water
vapor pressure and temperatures ranging from 275 K to 520 K
(corresponding to relative humidity, RH, from 19% to 0.003%)

indicated the presence of pure OH (RH o B0.01%) and mixed
H2O–OH phases (RH > B0.01%). The presence of water mole-
cules at such low RH was attributed to H-bonding between the
OH groups and water molecules. The results of both UHV
studies and AP-XPS studies for H2O adsorption on Cu(110) have
emphasized the important role that OH plays in stabilizing
molecular water on the Cu(110) surface through hydrogen bond
formation.

The importance of OH groups in stabilizing molecular water
adsorption on Cu surfaces is directly illustrated by comparing
APXPS results for the adsorption of water on the Cu(110)
surface to those on Cu(111) (see Fig. 4).118 For a relative
humidity up to 32% (1.3 mbar, 268 K) the Cu(111) surface
remains free of both molecular H2O and OH. This is a direct
consequence of the higher H2O dissociation barrier of B0.3 eV
on the (111) surface compared to the (110) surface. The
kinetically hindered dissociation of H2O on Cu(111) does not
allow the formation of adsorbed OH which act as anchoring
sites for molecular H2O adsorption. By pre-adsorbing atomic
oxygen on Cu(111), OH groups can be formed on the surface
upon exposure to water, which leads to the observation of
both OH and molecular H2O at 1.3 mbar and 295 K (see
Fig. 4). The difference in water adsorption properties on the
Cu(111) and Cu(110) surfaces is a direct consequence of
the different activation energies for water dissociation on
these surfaces.

Table 1 (continued )

Sample Gases Max. press. [mbar] Temp. [K] Year Ref.

- PdZn CH3OH, H2O, CO, O2 0.5 293–523 2012 211
- PdZn near surface alloy CH3OH, H2O 0.4 293–673 2010 212
- PdIn near surface alloy CH3OH, H2O 0.2 298–673 2012 213
- AgCu O2, C2H4 0.5 520 2010 214
- Co0.5Pt0.5 nanoparticles H2 0.1 293 2011 111
- Co0.5Pt0.5 nanoparticles CO, O2 1.0 293–418 2012 215
- RhPd bilayers on SiO2 CO, NO 0.03 293–670 2012 216
- PtAg on YSZ O2, C2H4 0.25 650 2012 217
- ZnNi, unsupported powder CH3OH, H2O 0.2 298–693 2012 218
- RuCoOx CO2, H2 0.7 373–773 2012 219

Fig. 4 (left) O 1s spectra of Cu(110) and Cu(111) in 1.3 mbar of water at 298 K.
The spectra for the Cu(110) surface shows the presence of both OH and H2O
while the Cu(111) surface shows the presence of neither OH or H2O. (right) The
adsorption of small amounts of O (0.12 ML) on Cu(111) causes the formation of
OH groups and therefore H2O adsorption via hydrogen bonding at 1.3 mbar
water and 298 K. Reproduced with permission from ref. 118.
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These studies highlight the influence of the surface crystallo-
graphy on the surface chemistry. Depending on the specific
catalytic reaction mechanism, these results may have profound
implications for heterogeneous catalysis on Cu and other metal
surfaces. For reactions that require the formation of OH
groups, the reaction may be effectively poisoned if water
molecules bind to OH and block access for other molecules
to the adsorbed OH. Similarly, the lack of ability for Cu(111) to
dissociate H2O to form OH without the presence of adsorbed
oxygen may lead to decreased reactivity for those catalysts
containing predominantly (111) facets.

APXPS experiments of CO adsorption and oxidation over Pt
single crystal and vicinal surfaces. The use of platinum as a
catalyst dates back well over a century. Because of this many
early surface science studies focused on the adsorption and
reaction of simple molecules on single crystal surfaces of Pt, in
particular CO oxidation. The Pt surface is also known to be
quite dynamic. For example the clean Pt(100) surface recon-
structs into a (1 � 5) structure under UHV conditions.239

Surface reconstructions lower the surface free energy of the
surface; adsorbates often lift such reconstructions due to a
reduction in the free energy of the adsorbate–surface system.240

When a surface is in equilibrium with the gas phase, the
chemical potential of the gas phase must be considered. While
at low pressure conditions this is a small quantity and con-
tributes little to the system’s energetics, at elevated pressures
its contribution may be significant. For example, when increas-
ing the pressure from 10�10 mbar to 1 mbar the gas phase
chemical potential increases by 10RT, or 25 kJ mol�1, at 300 K,
a non-negligible change in the free energy of the surface layer.
The nature of Pt surface restructuring depends intimately on
the type of catalytic reaction, temperature, pressure, and gas
composition. Due to the possibility of high adsorbate coverages
at pressures above UHV, elevated pressure conditions may lead
to a decrease in the activation barriers for surface restructuring
and thus to reaction pathways not observed at UHV. Recent
elevated pressure surface sensitive techniques have begun to
address the complex behavior of the Pt surface at reaction

conditions, specifically addressing surface reconstructions, the
chemical nature of adsorbates on the surface, as well as their
effects on reaction mechanisms. Here we highlight two recent
APXPS experiments on the adsorption and reaction of CO on Pt
surfaces.

Tao et al. recently investigated the restructuring of stepped
Pt surfaces, (specifically (557) and (332)) at CO pressures up to
0.7 mbar.68 Using AP-XPS they determined that at 0.7 mbar the
CO coverage is approximately one monolayer. This is nearly
twice the amount of CO adsorbed on the Pt(557) surface at
7 � 10�9 mbar. Along with the increase in CO coverage, O 1s
and Pt 4f spectra showed a substantial increase in intensity at
533.1 eV (O 1s) and 72.15 eV (Pt 4f) binding energies (see Fig. 5).
These binding energies are higher than those observed for CO
adsorbed in Pt a-top sites.241 In general, O 1s and C 1s binding
energies shift to higher values as the coordination of CO to the
surface decreases. For example, on Pt(111) the O 1s binding
energy of CO bound to Pt bridge sites is 531.0 eV as compared
to 532.7 eV for a-top bound CO.241 Similarly, a lower coordi-
nated Pt atom should lead to higher Pt 4f binding energies.
Thus, the higher binding energies observed by Tao et al. are
consistent with CO bound to low-coordinated Pt sites. The
additional features observed in the Pt 4f and O 1s spectra were
reversible as evidenced by the consistent changes in peak
intensity as the pressure was cycled between 7 � 10�9 mbar
and 0.7 mbar. The observed CO coverage changed from B0.5 to
1.0, respectively, at those pressures. Complimentary STM
experiments indicated a dramatic surface restructuring at
pressures above 0.1 mbar and the formation of triangular
nanoclusters of approximately 2.2 nm by 2.1 nm in size (see
Fig. 5).68 The formation of these nanoclusters leads to an
increase in the number of under-coordinated Pt atoms on the
surfaces, which act as new adsorption sites for CO at elevated
pressures. Such dramatic restructuring of the Pt(557) surface
was proposed to be driven by a relaxation of repulsive CO–CO
interactions as the CO coverage increased to nearly 1.0 and
confirmed by DFT calculations. These results highlight
the dynamic nature of Pt at elevated pressure conditions.

Fig. 5 (left) Pt 4f and O 1s spectra for CO adsorption on Pt(557) at CO pressures indicated in the figure. The presence of high binding energy peaks at 72.15 eV and
533.1 eV in the Pt 4f and O 1s spectra respectively are likely due to the adsorption of CO at under-coordinated Pt atoms on the stepped surface. (right) STM images at
UHV conditions (A), 7 � 1018 mbar CO (B) and 1.3 mbar CO pressure (C and D) showing the formation of Pt nanoclusters at elevated pressure conditions. Reproduced
with permission from ref. 68.
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Further, the level of detail in these studies provides a
molecular-level understanding of the mechanism responsible
(i.e., CO–CO repulsion) for dynamic changes at the surface
under reaction conditions. Extending these kind of investi-
gations to structurally more complex model and technical
catalysts may provide new insights into the dynamic nature
of the Pt surface and its role in the reactivity of supported
Pt catalysts.

Another APXPS study has addressed CO oxidation over
Pt(110) at elevated pressures, motivated by earlier high-pressure
STM and gas analysis investigations by Hendriksen et al.
who observed a roughening of the Pt(110) surface during CO
oxidation, which was correlated to an enhanced rate of CO2

production.242 This roughening occurred at high O2/CO ratios
of >45, pressures of B0.5 bar, and temperatures of 425 K and
was therefore assumed to be associated with the formation of
Pt-oxide. Hendriksen et al. concluded that, at high pressures
and O2/CO ratios, CO oxidation may follow the Mars–Van
Krevelen mechanism as opposed to the Langmuir–Hinshelwood
mechanism. Recent APXPS experiments on this system, how-
ever, indicate that the actual mechanism responsible for
CO-oxidation over Pt(110) may be sensitive to the precise
conditions.71 Chung et al. used APXPS to study CO oxidation
over Pt(110) at a variety of CO and O2 pressures and tempera-
tures.71 When 0.26 mbar of CO is introduced into the chamber
at room temperature both C 1s and O 1s spectra show the
presence of CO adsorbed in both a-top and bridge sites in
agreement with previous UHV studies. Upon addition of
0.26 mbar of O2 at room temperature the population of bridge
sites decreased, and continued to decrease even further when
the Pt(110) crystal was heated to 100 1C, when nearly all bridge-
bound CO was removed. CO2 production began at about 120 1C.
At 150 1C CO2 is still produced and the surface remained CO
covered and there was no observation of either chemisorbed
oxygen or Pt-oxide.

Chung et al. addressed the possibility of the presence of
chemisorbed oxygen or Pt-oxide by exploring the effects of
different O2/CO ratios at 150 1C on the CO coverage. Introduc-
tion of 0.23 mbar of O2 at 150 1C in the absence of CO created a
Pt(110) surface covered with chemisorbed oxygen. Upon intro-
duction of CO to 0.30 mbar, CO2 production instantly increased
but then decreased with time. Once CO2 production stabilized,
O 1s spectra revealed that the chemisorbed oxygen was com-
pletely removed. This demonstrates that an oxygen covered
Pt(110) surface is not stable under CO rich conditions, but that
the oxygen-covered surface is more reactive than a CO covered
surface due to the higher rate of CO2 production at short time
intervals following the introduction of CO. Upon reduction of
the CO pressure to 0.18 mbar (i.e., in a more O2 rich environ-
ment), the rate of CO2 production increased but the Pt surface
remained covered with CO, although at a slightly lower cover-
age. At these conditions no oxygen or Pt-oxide was observed in
the O 1s spectra. These results demonstrate that even under O2

rich conditions at these pressures CO oxidation may still occur
via a Langmuir–Hinshelwood mechanism. However, these
results should not be taken as definitive evidence that

CO-oxidation occurs via a Langmuir–Hinshelwood mechanism,
but instead that the precise reaction mechanism is sensitive to
the O2/CO ratio as well as total pressure.

The electronic structure of oxygen species on Ag catalysts.
The interaction of oxygen with silver has been studied exten-
sively over the past years, mainly because of the importance of
silver-based catalysts in the epoxidation of ethylene243 and
partial oxidation of methanol to formaldehyde.244 These two
reactions are part of large scale production processes in the
chemical industry. However, the reaction mechanism in either
of these cases is still under debate, partially due to the limited
availability of results from in situ measurements.

Recent APXPS measurements have addressed these issues.
The O 1s core level spectra of both a Ag(110) single crystal
surface and of a Ag powder sample (nominal particle size
45 mm) are shown in Fig. 6.92 The oxygen species at the surface
of both catalysts change with the sample temperature and, in
the case of the powder sample, also with the exposure time to
0.25 mbar O2 at 180 1C. At the lowest temperature (150 1C) the
most abundant species at both surfaces is Oa1, which is
associated with the formation of a p(4 � 4) oxygen overlayer.
At higher temperature three other oxygen species become more
prominent.245 Oa2 (nucleophilic oxygen) is an oxide-like species
located at steps on the surface.246 It is important for the
activation of C–H bonds in hydrocarbons and is therefore
involved in the total oxidation reaction. The peaks at the higher
binding energy, Oa3 (electrophilic oxygen) and Ob, are assigned
to atomically adsorbed oxygen at the Ag surface89 and oxygen
located in the subsurface region in the Ag catalysts,247 respec-
tively. Electrophilic oxygen activated the CQC bond in olefins
and is thus involved in selective oxidation reactions.

To characterize the nature of the different oxygen species,
Ag 3d core level spectra were measured as well (Fig. 7). The
preparation of the surfaces was done under conditions favoring
mainly the formation of a single oxygen species in the O 1s
spectrum. The amount of ionic silver (Ag+) as a function of the
different oxygen species is shown in the bottom graph in Fig. 7.

Fig. 6 O 1s spectra following the formation kinetics of low temperature oxygen
species on silver. Left: Ag(110) under 0.25 mbar O2 at different temperatures.
Right: silver powder with 45 mm particle size at 180 1C after different reaction
times with O2. Reproduced with permission from ref. 89.
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Different oxygen species clearly lead to different levels of charge
transfer from the Ag to the oxygen. The degree of Ag+ formation
in the presence of Oa1 and Oa2 is much higher than that for
electrophilic oxygen, indicating different roles for the different
oxygen species in the ethylene epoxidation reaction. The
strongly charged oxygen species Oa1 and Oa2 activate the C–H
bonds, leading to CO2 formation, while the less charged
electrophilic oxygen activates the CQC bond. The different
electronic structure of nucleophilic oxygen (Oa2) and electro-
philic oxygen (Oa3) is strongly influenced by the subsurface
oxygen species Ob. In the presence of Ob there are fewer
electrons available that can be transferred to an adsorbed
oxygen species: thus, the adsorbed oxygen is less charged and
Oa2 is formed. In the absence of subsurface oxygen, more
electrons can be transferred from Ag to adsorbed oxygen atoms,
leading to the formation of highly charged nucleophilic oxygen.
Fig. 7 also shows the amount of Ag+ as a function of another
oxygen species, Og, which is formed at about 500 1C and is
assigned to oxygen atoms replacing Ag atoms in the surface.
Due to the high formation temperature, Og is only relevant for
methanol oxidation. The data in Fig. 6 and 7 demonstrate that

under constant oxygen partial pressure and catalytically rele-
vant temperatures the silver–oxygen system shows a dynamic
behavior, with the formation of different oxygen species as a
result of oxygen incorporation in the subsurface region.

To summarize the examples of APXPS measurements on
single crystal samples, these studies highlight the utility of
APXPS to provide detailed information on adsorbate-induced
restructuring of surfaces, orientation-dependent adsorption
properties of surfaces, and the pressure-dependence of surface
reaction mechanisms. Studies on single crystal surfaces have
the advantage of retaining the molecular or atomic level
information available in traditional UHV surface science
experiments. The level of detail provided by these studies
may have been difficult to achieve on more structurally complex
surfaces such as model or technical catalysts. Studies on single
crystal surfaces at elevated pressures provide a direct means
to bridge the pressure gap between UHV surface science
experiments and more realistic catalytic operating conditions.
We now proceed to discuss measurements on more complex
systems.

(B) Investigation of nanoparticles used in CVD processes for
carbon nanotube CNT growth

Carbon nanotubes (CNTs) have many potential applications,
including supercapacitors,248 field-emission devices249 and
vertical interconnects (vias) for integrated circuits,250 which
require growth of vertically aligned CNTs on electrically con-
ductive substrates. CNTs can be grown using chemical vapor
deposition (CVD).251 CVD is an established technique to syn-
thesize CNT ‘‘forests’’ (i.e., a dense layer of vertically aligned
CNTs) on insulation oxide supports such as silica and alumina.252

The growth on conductive substrates such as metals, metal-
nitrides, and metal-silicides is more difficult and less studied,
mainly because of the much higher surface energy of metals
compared to insulating oxides, which inhibits the catalyst film
from transforming itself into nanoparticles during temperature
treatment.253 In addition, the metallic support has to retain its
conductivity and functionality during the CVD process at
elevated temperatures in the presence of reactive gases. How-
ever, metals are often reactive under such conditions.127 There-
fore the support has to fulfill the requirements of favorable
surface energetics for high density nanoparticle formation and
chemical stability against carbide-formation (from the gas that
serves as the carbon source) or oxidation (from residual oxygen
or water).

Cobalt-silicides are promising catalysts for the synthesis of
CNT forests and were recently investigated using APXPS and
in situ X-ray diffraction (XRD) to study the evolution of the
silicide-catalyst–gas system during CNT forest growth. The Co
silicide was prepared as follows (Fig. 8): a 200 nm thick
polycrystalline Si (‘‘poly-Si’’) film was deposited by CVD onto
a crystalline Si(100) wafer (not shown). Then a 15 nm thin layer
of Co was sputtered on top of the poly-Si. This structure was
capped by a TiN layer and annealed at temperatures below
500 1C for less than three minutes, followed by the removal of
the TiN capping layer. The annealing induces an inter-diffusion

Fig. 7 (a, b) O 1s and Ag 3d spectra showing the changes in the abundance of
Ag+ depending on the oxygen species present on the silver surface. (c) Quanti-
tative correlation of the amount of Ag+ related to different oxygen species.
Reproduced with permission from ref. 89.
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of Co and Si, resulting in the formation of CoSi. The TiN layer
permits the development of a rather smooth silicide surface.
Usually a second annealing step is required to transform CoSi
into the highly conductive CoSi2.254 The second annealing step
can be avoided here, since the transformation of CoSi to CoSi2

can be done simultaneously with the CNT growth over a
pressure range from 0.1 mbar to 1 bar as described below.126

After the deposition of a 1 nm thick Fe layer the evolution of
the sample was studied by APXPS during the CVD process in
the mbar range. Fig. 9 shows XPS spectra (Si 2p, Co 2p and Fe
2p) during the CVD process. The as-loaded surface consists of
Co oxide and Si oxide, since the samples were exposed to air
during the transport between process steps. The Fe film is
completely oxidized as well. The Si 2p spectra show an intensity
increase when the sample is heated to 650 1C in NH3. This
treatment is required in order to reduce the Fe nanoparticles,
since only Fe metal catalyzes the growth of CNTs. The intensity
increase is due to the reduction of the Co oxide and the removal
of C contamination on the surface. A new peak at a BE of
99.7 eV indicates the formation of CoSi2. However, most of the

Si remains oxidized. The Co is nearly completely reduced.
A shoulder at the high binding energy side of the metallic Co
peak at 778.9 eV indicates the formation of CoSi2 which forms
nano-crystalline domains.132

During annealing the Fe film decomposes into nano-
particles. In contrast to the case where Fe is supported on
and Al2O3 substrate, here only part of the Fe particles are
reduced to metal by the treatment in NH3 (note the peak at
706.9 eV in the Fe 2p spectrum in Fig. 9). The Co silicide
support keeps a portion of the Fe nanoparticles in their
oxidized state. The combination of Co silicide substrate and
Fe catalysts is one of the most promising methods for high
density CNT growth on insulators to date. The interfacial oxide
layer prevents the catalyst nanoparticles to diffuse onto the
surface and to agglomerate to bigger clusters. An atomic force
microscopy study has shown that CoSi2 inhibits sintering of the
Fe nanoparticles, which facilitates efficient growth of CNT
forests.255 The APXPS results shown in Fig. 9 indicate that the
Fe nanoparticles are bound to the CoSi2 substrate through a
similar interfacial interaction as observed for Fe nanoparticles
supported on Al2O3.

The addition of 10% C2H2 to the NH3 (top spectra in Fig. 9)
results in the fast evolution of sp2 and sp3 type bonds in the C
1s spectra, indicating CNT growth. The growth rate under the
experimental conditions was too fast to measure high resolu-
tion APXP spectra during C2H2 exposure. Constant exposure of
the sample to C2H2 leads to CNT forests with thicknesses of up
to 40 mm, much thicker than the information depth in APXPS
experiments. To monitor the chemical state of the interface
during growth, short pulses of C2H2 (10�2 mbar for 10 s) were
admitted to the chamber, which allows only sparse growth of
CNTs, but enables probing the silicide surface. After a C2H2

pulse this surface is comprised of metallic Co, CoSi2, and some
SiO2, with the state of Fe not affected by C2H2 exposure. XRD
measurements (not shown) of the same sample reveal the
exclusive presence of Si and CoSi2, thus proving that the oxides

Fig. 8 Schematic representation of the in situ preparation of CNT forests and
the silicidation of high resistivity CoSi to low resistivity CoSi2 during CNT growth.
Reproduced with permission from ref. 126.

Fig. 9 (From left to right) APXP spectra of the Si 2p, Co 2p3/2 and Fe 2p3/2 regions showing the evolution of the surface (Fe, Co; Ekin(e�) = 150 eV) and near surface
(Si; Ekin(e�) = 1000 eV) chemistry under low pressure CVD. Reproduced with permission from ref. 126.
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observed in the APXP spectra are located only at the surface and
do not extend into the bulk of the film.

(C) Application of APXPS to electrochemistry

The need for clean, secure, and sustainable energy sources has
created a surge in research and development of electrochemical
devices, such as batteries, fuel cells, and super capacitors. Many
roadblocks to higher performing electrochemical devices are
not just due to engineering challenges, but also due to limited
information on the fundamental processes in electrochemical
devices at the molecular level, which requires experimental
tools for observing electro-chemical processes directly at the
interfaces where they occur in situ. Fuel cells, which were
invented more than 100 years ago, are a case in point. Solid
oxide fuel cells (SOFC) in particular offer several key advan-
tages, including high efficiency, high tolerance to poisoning of
the catalysts, reformation of hydrocarbon fuels, and the possi-
bility of burning hydrocarbon fuels directly; however, despite
these attractive features SOFCs have not yet found wide-spread
use in everyday applications and devices.

Traditional electrochemical evaluation of electrode over-
potentials employs, e.g., voltammetry and electrochemical
impedance spectroscopy. These techniques provide valuable
information on the global electrode overpotentials and resis-
tances in SOFCs. Despite these advances in electrochemical
measurement and modeling, our understandings of the rate
limiting steps in SOFCs, in particular the cathode oxygen
reduction mechanism, the physics governing electrode over-
potential losses, and dimensions of the electrochemically active
regions of mixed ionic electronic conducting electrodes remain
largely circumstantial to date. Many of these challenges are due
to the inherently convoluted nature of electrochemical and
chemical processes and the lack of suitable in situ techniques
to probe these issues at relevant temperatures and pressures. As
pointed out by Adler in 2004: ‘‘new in situ analytical techniques
are needed, particularly which can be applied at ambient
pressures, that can probe what is happening in an electrode
as a function of temperature, PO2

, polarization, local position,
and time’’.256

To address these challenges using photoelectron spectro-
scopy, scientists from the ALS, University of Maryland, and
Sandia National Laboratory began using APXPS as an operando
tool to study solid oxide electrochemical cells (SOCs) in 2008.
APXPS allows the study of the surfaces in situ with elemental
and chemical specificity. By scanning a focused X-ray spot
across the surface or by using an imaging mode of the photo-
electron spectrometer, local elemental and chemical informa-
tion across the sample surface can be obtained. In addition,
local electrical potential changes at the surface can be deter-
mined from the changes of the kinetic energy of core level
photoelectron peaks. The correlation of local chemical pro-
cesses with local electrical potentials under operating condi-
tions is crucial for an understanding of fundamental processes
in SOC devices.

The first experiments were performed on a SOC cell in which
a Au–ceria working electrode (WE) and a Pt counter electrode

(CE) were deposited on a single crystal YSZ electrolyte disk.
In such a planar cell design, all components are exposed to the
surrounding gas atmosphere and located on the same side of
the electrolyte disk to enable APXPS access the electrode–
electrolyte interfaces. Since the oxidizer and fuel are in the
same volume, a bias is applied between the Pt CE and ceria WE
to drive the electrochemical reactions. This cell was mounted
inside the APXPS endstation at beamline 11.0.2 at the ALS24

and heated up to 750 1C in a 1 : 1 gas mixture of H2 and H2O at a
total pressure of B1.3 mbar. The results of these measure-
ments are shown in Fig. 10 and prove the validity of the
experimental concept: a clear correlation between gradients
in the electrical potential and changes in the surface chemistry
(namely the Ce oxidation state) is observed.183

These techniques were subsequently applied to an new
version of a model Ceria-YSZ-Pt SOC181 and Ni-YSZ-Pt SOC.185

A new endstation at ALS Beamline 9.3.225 and a special sample
holder were utilized as well.43 In all of these experiments, the
WE (ceria/Au or Ni) was grounded and the bias voltage was
applied to the Pt CE using a potentiostat. Two-probe linear
sweep voltammetry and electrochemical impedance spectroscopy

Fig. 10 (a) Schematic layout of a solid oxide cells with a 200 nm thick Pt counter
electrode, a 300 nm thick Au current collector on top of a 30 nm thick insulating
alumina film (black), and a 50, 100 or 250 nm thick ceria working electrode
patterned onto a polycrystalline YSZ substrate. This geometry exposes all cell
components to the X-ray beam. The drawing is not to scale. (b) During operation,
the cell is heated to B700 1C in the APXPS measurement position, close to the
first aperture of the electrostatic lens system in a 1 : 1 gas mixture of H2 and H2O
at a total pressure of about 1.3 mbar. (c) A 250 nm-thick ceria anode converts
H2O to H2 and O2� in a 150 mm region at a cell potential of +1.2 V. APXPS reveals
local surface potentials (red squares) and the relative change of the Ce oxidation
state from equilibrium (green circles) in this region. Reproduced with permission
from ref. 181.
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experiments were conducted simultaneously to the APXPS
measurements.

Fig. 10a shows the schematic layout of a planar ceria/YSZ/Pt
cell geometry and simplified experimental setup.181 Ceria working
electrodes of different thicknesses (50, 100, and 250 nm) are
sputtered onto a gold current collector and only extend onto the
YSZ electrolyte towards the Pt counter electrode. Such a cell
design mandates that oxygen ions move in the vertical direction
through ceria and electrons (polarons) move in the lateral
direction across the ceria. Therefore, the ionic and electronic
potential changes can be separated and measured individually.
Using this specially fabricated single chamber SOC, the authors
of ref. 181 have demonstrated that the active electrochemical
region on ceria extends 150 mm away from the current collector
and that significant shifts from the equilibrium surface
Ce3+/Ce4+ concentrations are needed to drive the electro-oxidation
of H2 and the electrolysis of H2O (see Fig. 10c). The correlation
between local potential losses and local chemical state changes
were obtained directly from working SOC devices.

Fig. 11 is taken from a study of a Ni-YSZ-Pt SOC,185 where the
new endstation at ALS Beamline 9.3.2 was used.25 The spectro-
meter was optimized in this project to perform 1D spatially-
resolved APXPS. These measurements probed the individual
overpotentials (such as between Ni and YSZ, YSZ and Pt) in SOC
devices, allowing a direct correlation of changes in the indi-
vidual overpotentials with the applied bias in terms of the
different electro-catalytic activities of Ni and Pt for the H2O
splitting and H2 oxidation reactions. It was found that H2O
splitting is faster than H2 oxidation on Ni, while on Pt the H2

oxidation reaction proceeds more rapidly than H2O splitting.
APXPS is a unique non-contact tool to probe electrode/gas

and electrode/electrolyte interfaces as a function of tempera-
ture, pressure, polarization, local position, and time, which
makes it also an excellent method to study fundamental
processes in model battery devices, such as Li–O2 battery
cells.154 The combination of local measurements of the surface
chemistry and electrical potentials using APXPS with bulk

measurements of the device performance using voltammetry
and electrochemical impedance spectroscopy is a promising
strategy for gathering fundamental mechanistic information on
electrochemical devices which may facilitate advances in the
design of electrochemical devices.

Conclusions and outlook

Ambient pressure X-ray photoelectron spectroscopy provides a
wealth of information on vapor/solid interfaces under reaction
conditions, from the elemental composition and chemical
specificity (oxidation state, functionalization), to the local electrical
potentials and work functions. As the preceding examples and
Table 1 demonstrate, this allows molecular scale investigations
of interfacial phenomena in a wide range of scientific areas,
including fundamental surface science, environmental science,
electrochemistry, and industrial catalysis. As the technique has
matured and broadened its user base over the last decade (both
in total numbers of investigators as well as in the breadth of
applications), mainly through the commissioning of new end-
stations at synchrotrons and now increasingly through the
installation of new laboratory-based instruments, the task at
hand is the further development of in situ cells that allow to
measure samples under more realistic and complex experi-
mental conditions, and combining APXPS with simultaneous
measurements using other techniques to, e.g., monitor surface
as well as bulk properties, and correlate the surface chemistry
with the gas phase composition.

Several new developments promise to expand APXPS to
study phenomena that have hitherto been difficult or impos-
sible to investigate:

(1) High kinetic energy APXPS (with photoelectron kinetic
energies exceeding 5 keV) utilizes the increased mean free path
of electrons with increasing KE. This will allow to study the
chemistry of the subsurface region under reaction conditions,
which may differ from that of the surface and plays an impor-
tant role in heterogeneous catalysis and liquid/vapor reactions.

Fig. 11 Left panel: top-view schematic of the SOEC Ni/YSZ interface measured in the APXPS image (right). The dashed lines shows the field-of-view (diameter
B0.6 mm). Right panel: the photoelectron binding energy versus real-space distance around the cell’s three-phase boundary during operation at zero bias. Core level
XPS peaks of Ni, YSZ, their impurities and the Ni Fermi edge (FE) are labeled. Intensities (counts) are displayed using a false-color scale. The binding energy scale is
referenced to the Fermi edge of the grounded Ni electrode. Reproduced with permission from ref. 185.
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Vacuum-based high kinetic energy XPS has already been used
to investigate buried interfaces at depths larger than 10 nm.257

One of the most important buried interfaces is that between a
solid and a liquid, which drives many processes in electro-
chemistry, corrosion, and environmental science.258 The inelastic
mean free path of electrons in liquid water is about 20 nm at 10 keV
kinetic energy, making it feasible to penetrate about 70 monolayers
of water, thus approaching conditions at bulk water/solid inter-
faces.259 The preparation of thin water films with thicknesses of 10
to 20 nm is an experimental challenge, though. Another advantage
of high kinetic energy APXPS is the reduced scattering of photo-
electrons in the gas phase, which will indeed make it possible to
obtain XPS spectra at atmospheric pressure.

(2) Increased spatial resolution in APXPS is crucial for the
understanding of the complex chemistry at the surface of multi-
component samples and devices, such as supported catalysts,
electrochemical devices, as well as natural mineral and aero-
sols. The spatial resolution in APXPS experiments is in general
determined by the dimension of the incident X-ray beam,
which usually is on the order of several 10 to several 100 mm,
or by the spatial resolution of an area detector (where spatial
resolution is only available in one dimension). In general
APXPS spectra average over the entire area that is illuminated
by the incident X-rays or that is within the field of view of the
electron spectrometer, thus convoluting contributions from
different components of the heterogeneous surface, which
complicates the determination of the roles of the various parts
of the sample surface to the overall reactivity. A straightforward
method for the improvement of the spatial resolution is to
tightly focus the X-ray beam using either refocusing mirrors
(such as Kirkpatrick–Baez type mirror pairs that have demon-
strated a spatial resolution below 50 nm for hard X-rays260) or
Fresnel zone plates with a spatial resolution of currently less
than 10 nm.261 More tightly focused incident X-ray beams will
increase the flux density at the sample surface, with a con-
comitant chance of beam-induced damage to the sample sur-
face, which needs to be mitigated in those experiments.

(3) In addition to increased spatial resolution, the investiga-
tion of heterogeneous chemical processes at surfaces over a
wide range of time scales will be of increasing importance in
many fields of research. Areas of interest include the kinetics of
low-temperature oxidation of metals and oxides (minutes to
hours) on the slow side to the observation of intermediate
species in heterogeneous catalytic reactions, which requires
a temporal resolution on the nanosecond scale or better.
The latter is particularly challenging since the time-averaged
concentration of reaction intermediates is low under catalytically-
relevant conditions, where it is difficult to observe these states
using XPS, which has a sensitivity of usually not better than a
few percent of a monolayer. Pump–probe experiments using,
e.g., THz excitation, combined with fast probes (i.e., delay-
line detectors) may provide a path to study these phenomena
on the relevant time scales of catalytic reactions, opening
up the possibility to detect the fundamental steps in a
heterogeneous chemical reactions at relevant pressures and
temperatures.
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A. Knop-Gericke, R. Schlögl, B. Aszalos-Kiss and
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H. Lorenz, M. Hävecker, R. Blume, T. Rocha, D. Teschner,
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A. Knop-Gericke, S. D. Jackson and R. Schlögl, Science,
2008, 320, 86.

67 O. Pozdnyakova, D. Teschner, A. Wootsch, J. Kröhnert,
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R. Arrigo, M. Hävecker, R. Blume, A. Knop-Gericke,
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232 A. Spitzer and H. Lüth, Surf. Sci., 1982, 120, 376.
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