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Growth and oxidation of graphene on Rh(111)†

Karin Gotterbarm, Wei Zhao, Oliver Höfert, Christoph Gleichweit, Christian Papp*
and Hans-Peter Steinrück

The growth and oxidation of graphene supported on Rh(111) was studied in situ by high-resolution

X-ray photoelectron spectroscopy. By variation of propene pressure and surface temperature the

optimum growth conditions were identified, yielding graphene with low defect density. Oxidation of

graphene was studied at temperatures between 600 and 1000 K, at an oxygen pressure of B2 � 10�6 mbar.

The oxidation follows sigmoidal reaction kinetics. In the beginning, the reaction rate is limited by the

number of defects, which represent the active sites for oxygen dissociation. After an induction period, the

reaction rate increases and graphene is rapidly removed from the surface by oxidation. For graphene with

a high defect density we found that the oxidation is faster. In general, a reduction of the induction

period and a faster oxidation occur at higher temperatures.

Introduction

Graphene is an intriguing 2D material1–3 with promising appli-
cations, e.g. in microelectronics,4–6 sensors,7–12 as spin-filtering
materials,13,14 and as protective coatings.15,16 One versatile route
to fabricate graphene is chemical vapor deposition (CVD) on metal
surfaces.17,18 This method is particularly interesting, because the
graphene–metal interface is important for many of the proposed
applications. The morphology and the electronic structure of
graphene on a metal substrate strongly depend on the lattice
mismatch and on the specific chemical interactions.17–19 Graphene
on Rh(111) is considered as an intermediate case, in between
strong and weak coupling.19–22 On the Rh(111) single crystal sur-
face, graphene forms a (12 � 11) Moiré superstructure with a
periodicity of 2.9 nm due to a lattice mismatch of roughly 10%.20 In
those regions of the supercell, where a carbon ring is centered over
a bridge position relative to the Rh substrate atoms, hybridization
between graphene and Rh 4d states occurs, leading to a carbon–Rh
distance of less than 2.3 Å. For the atop position, the interaction
between Rh and graphene is weak and the carbon–metal distance
is more than 3 Å.22 The resulting complex corrugation pattern has
been described in detail by scanning tunneling microscopy (STM)
and atomic force microscopy (AFM) measurements.20,21

While the structure of graphene on Rh(111) is well investi-
gated,20–22 the growth mechanism during the CVD process on

metals is still under investigation. Coraux et al.23 underlined
the importance of step edges for the nucleation of graphene flakes
on Ir(111), and showed that graphene growth even reshapes the
step edges during CVD. Their STM study also indicates that
incorporation of carbon adspecies at the graphene edges is the
rate limiting step for graphene growth. This finding is supported
by electron reflectivity measurements carried out by Loginova
et al. on Ir(111) and also Ru(0001).24,25 Their results suggest
the addition of five-atom carbon clusters rather than single
adatoms to the graphene edges as the rate determining step.
A rate model based on these data predicts that six of these five-
atom clusters are needed to form a stable nucleus for further
graphene growth.26 In contrast, on Rh(111) STM and density
functional theory (DFT) studies indicate C21 and C24 clusters as
likely precursors for CVD of graphene.27,28 It is suggested that
minimizing the number of nucleation sites by controlling
the C21 cluster concentration reduces the number of defects in
graphene.27 Nevertheless, the growth mechanism of graphene
on Rh(111) has not been studied in detail yet. However, the
thorough understanding of this mechanism is crucial for the
preparation of graphene layers with reproducible quality, i.e. low
defect density and large single-crystalline domains. Important
parameters to control the quality of graphene are precursor
pressure and growth temperature.

Since graphene is also considered as a passivating layer,15,16

the stability of graphene in an oxygen atmosphere presents
another important issue. The oxidation of graphene layers is
also relevant for catalysis, because coke formation can lead to
severe site blocking on heterogeneous catalysts.29 On Ru(0001)30–33

and Ir(111)33–35 etching and intercalation of O2 under the
graphene layer were observed, depending on the temperature
regime. While Cui et al.31 observed a linear time-dependence
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for the oxidation of graphene flakes on Ru(0001), Starodub
et al.33 reported a more complex behavior: first the equilibrium
between graphene and carbon adclusters is shifted by depleting
the surface of carbon adatoms. Only thereafter, oxygen can
intercalate under graphene and directly attack the layer from
below. On Ir(111), the oxidation mechanism appears to be
completely dominated by intercalation.33 Graphene on Rh(111)
is considered as an intermediate system between Ru(0001) (strong
graphene–metal interaction) and Ir(111) (weak graphene–metal
interaction).21 One therefore could expect that oxidation of
graphene on Rh(111) follows an intermediate mechanism
between those two cases. It should also be noted that oxygen
intercalation under graphene has only been observed for
coverages below a full monolayer of graphene30,32–35 or oxygen
pressures higher than 5 � 10�4 mbar.35

In this study, we present the in situ investigation of graphene
growth on Rh(111) by high-resolution X-ray photoelectron spectro-
scopy (HRXPS). We systematically explore the influence of
precursor pressure and growth temperature on the quality of
graphene and derive optimized preparation parameters for
graphene growth. As a subsequent step, HRXPS was also
employed to monitor the oxidation of graphene monolayers
on Rh(111) at different temperatures.

Experimental details

All measurements were carried out at beamline U49/2-PGM1 of
Helmholtz-Zentrum Berlin in a transportable UHV apparatus,
described in more detail elsewhere.36 The analyzer chamber
is equipped with a three-stage supersonic molecular beam,
enabling us to create pressures of up to 10�5 mbar on the
sample while acquiring XP-spectra. The sample was a round
Rh(111) single crystal with 10 mm diameter and 3 mm thick-
ness (MaTeck). Temperatures between 80 and 1300 K are
reached by liquid nitrogen cooling in combination with resistive
heating. A type K thermocouple spotwelded to the Rh crystal is
used to monitor the sample temperature. The sample was
cleaned by Ar sputtering and subsequent annealing to 1100 K.
Carbon contaminations (including graphene) were removed by
oxidation with 2 � 10�6 mbar oxygen at 900 K and subsequent
flashing to 1200 K to desorb oxygen. Final cleanliness was
checked by XPS.

Graphene layers were prepared by CVD of propene at tem-
peratures between 700 and 1000 K using the molecular beam
(to hit the sample directly) or using a background pressure of
B2 � 10�8 mbar in the chamber. Note that when propene was
dosed by backfilling the chamber the background pressure in
the chamber slowly increased from 8 � 10�9 to 2 � 10�8 mbar
during the experiment. C 1s spectra were collected during
graphene growth until saturation of the C 1s signal was
reached. The quality of the graphene layers was verified by
low energy electron diffraction (LEED).19,21 Additionally we
checked the electronic structure of the different graphene
layers by measuring the valence band along the G-point (hn =
100 eV) and excellent agreement with earlier results was found
for all cases.37 Oxygen was dosed directly with the molecular

beam creating pressures between 1 � 10�6 and 2 � 10�6 mbar
on the sample.

C 1s spectra were collected at a photon energy of 380 eV,
with a total energy resolution of 170 meV. The acquisition time
was 9 s per spectrum. All XP spectra were recorded at normal
emission. The size of the photon beam on the sample was
125 mm. Binding energies are referenced to the Fermi level. For
the background correction a straight line was subtracted from
each spectrum. The components of the C 1s spectra were fitted
with asymmetric Doniach–Sunjic functions convoluted with
a Gaussian function.38 The Lorentzian width for both C 1s
graphene components was kept constant at 0.1 eV. However,
the Gaussian width varied from 0.23 to 0.68 eV depending on
the defect density of the graphene layer and the temperature at
which the spectra were recorded.

Results and discussion

Graphene was grown on the Rh(111) surface by CVD of propene
at B2 � 10�8 mbar at elevated temperatures. Selected C 1s
spectra recorded during the growth process at 920 K are shown
in Fig. 1a. During propene exposure two signals at 285.2 and
284.5 eV arise simultaneously. This behavior is attributed to the
corrugation of the graphene sheet on the Rh(111) surface,
which results in carbon atoms with different bonding strengths
to the surface.21,22 The different surface–graphene bonds
lead to two separate signals in the C 1s region.19 The peak at
285.2 eV has a similar binding energy as found for graphene
that is strongly coupled to a substrate (e.g. graphene on
Ni(111)39). This contribution (referred to as C1) is therefore
assigned to carbon atoms in the Moiré unit cell, which bond
strongly to the surface, i.e. where a carbon ring is centered over
a bridge position. The binding energy of 284.5 eV is close to the
value found for weakly coupled or quasi-freestanding graphene.19

Hence this contribution (referred to as C2) is assigned to carbon
atoms further away from the surface. A typical fit is shown in
Fig. 1b. The Lorentzian width is 100 meV for both contributions
and the Gaussian widths are 410 and 360 meV for C1 and C2,
respectively. Fig. 1c shows the fit results for the data shown in
Fig. 1a. The growth rate is constant in the beginning and slows
down with increasing graphene coverage. This behavior is
attributed to the decrease of uncovered Rh surface regions
available for propene adsorption and subsequent dehydrogena-
tion. At B30 Langmuir (L), the graphene coverage reaches
saturation. The C1 signal is around 1.4 times higher than the
C2 signal, which indicates (neglecting photoelectron diffraction
effects) a larger fraction of strongly bound graphene atoms
during the entire growth process. Rh 3d spectra recorded
during the growth process are available in the ESI,† Fig. S1.

After graphene growth the sample is cooled down and C 1s
spectra are recorded during the cooling process. Selected spectra
are shown in Fig. 2a. During cooling from 925 to 155 K, the peak
at 284.5 eV increases in relative intensity. Additionally both
contributions shift further apart by 50 meV and decrease in width.
Fig. 2b shows that the Gaussian widths of both contributions
decrease with temperature (by 58 meV for C1 and 97 meV for C2).
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We attribute this decrease to the fact that at lower temperatures
less vibrations of the graphene layer are excited and thus the local
environment is more defined, leading to a smaller linewidth.
This effect is less pronounced for the more strongly bound
carbon atoms, and thus the narrowing of the C1 signal is smaller
than for the C2 signal. During cooling, the ratio between the two
carbon species decreases from 1.4 to 1.2 indicating that at lower
temperatures more carbon atoms are in the weakly coupled state
with a larger distance from the Rh surface. In order to verify that
we obtained a uniform graphene layer, we measured C 1s spectra
at 155 K over the whole sample; except for regions close to the
edge of the crystal, identical spectra were observed. This is in line
with our LEED measurements (data not shown), which always
showed a clear Moiré pattern.19,21

To elucidate the influence of the growth parameters for
graphene on Rh(111), both propene pressure and sample

temperature were varied, yielding graphene layers of different
quality. The spectra of graphene layers grown at temperatures
from 700 to 1000 K, at propene pressures of 2 � 10�8 or
2 � 10�6 mbar are depicted in Fig. 3. They were recorded below
150 K to reduce the influence of vibrations in the graphene
layer.

First we discuss the influence of the precursor pressure on
graphene growth. Fig. 3c shows the spectrum of a graphene
layer grown at 920 K at 2 � 10�8 mbar. Graphene grows slowly
and a closed layer is reached after 45 min (32 L) (see also Fig. 1).
The layer shown in Fig. 3e was grown at the same temperature,
but at a pressure of 2 � 10�6 mbar on the sample (achieved
with the molecular beam hitting the sample directly), and is
saturated already after 40 s (80 L). For the higher pressure and
shorter preparation time, the C 1s graphene peaks are broad
and not clearly separated. The Gaussian width is 0.54 eV for the
C1 contribution at 285.2 eV and 0.66 eV for the C2 shoulder at
284.6 eV. A third carbon contribution from carbidic carbon
forms at 283.8 eV. LEED measurements of this graphene layer
showed a diffuse circle around the substrate spots instead of
the clearly resolved Moiré pattern observed before, indicating
multiple rotational graphene domains. From the comparison of
the C 1s spectra of the two layers prepared at 920 K but with
different precursor pressures, we conclude that the width of
the C1 and C2 peaks is an indicator of the quality (i.e. defect
density) of the graphene layers. The Gaussian widths and
carbidic carbon content for all spectra displayed in Fig. 3 are

Fig. 1 Growth of graphene on Rh(111). (a) Selected C 1s spectra during
propene exposure at 920 K; the propene exposure of the coloured spectra is
shown in the legend, black spectra are recorded at exposures in between the
given values; during the experiment the pressure in the chamber slowly increased
from 8 � 10�9 to 2 � 10�8 mbar. (b) Fit of saturated C 1s spectrum.
(c) Quantitative analysis of the experiment shown in (a).

Fig. 2 Temperature dependent evolution of graphene on Rh(111): (a) selected
C 1s spectra recorded during cooling down. (b) Gaussian widths of the C 1s
contributions as obtained by fitting the experiment shown in (a).
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listed in Table S2 in the ESI.† The higher defect density found
for the higher precursor pressure can be explained as follows:
at higher precursor pressure the carbon adatom concentration
is well above the concentration necessary to nucleate graphene
islands.24–26 Therefore nucleation simultaneously occurs at
numerous sites, leading to a large number of small graphene
domains and consequently domain boundaries, yielding a high
defect density in the resulting layer. From our measurements
we conclude that lower precursor pressures lead to graphene
layers with a lower defect density.

Next, we discuss the influence of the substrate temperature:
Fig. 3a–c show spectra of graphene layers prepared at the lower
propene pressure of 2 � 10�8 mbar at 700, 800 and 920 K,
respectively. The layer grown at 700 K exhibits broad C 1s signals
(Gaussian widths: 0.59 and 0.68 eV for C1 and C2, respectively),
and a carbidic carbon signal at 283.8 eV. With increasing
temperature, the graphene signals become more distinct and
the carbidic carbon contribution at 283.8 eV decreases (800 K)
or vanishes completely (920 K) (see also Table S2, ESI†). This
temperature dependence can be explained considering the
results of Yuan et al.27 They found that the lifetime of C21

clusters, which are likely to be the nucleation sites for graphene
growth, decreases with temperature. It is suggested that mini-
mizing the number of nucleation sites will lead to less defects
in the resulting graphene layer. At even higher temperatures
carbon starts to dissolve into the bulk of the crystal and
carbidic carbon from the subsurface can diffuse to the surface.
From thermal stability experiments (see ESI,† Fig. S3) we conclude

that the onset of carbon diffusion into the bulk of the crystal
lies between 1000 and 1100 K. Therefore, we were not able to
grow graphene at 1000 K using 2 � 10�8 mbar propene, but had
to increase the propene pressure to 2 � 10�6 mbar. The
corresponding C 1s spectrum in Fig. 3d shows significantly
broader peaks than the one for growth at 920 K, along with a
small carbidic carbon contribution at 283.8 eV. The Gaussian
widths are 0.51 eV for the C1 peak and 0.53 eV for the C2 peak.
Due to the higher propene pressure, saturation is again reached
faster, leading to more domains and therefore a higher defect
density (see discussion of Fig. 3e). To conclude this section,
our pressure- and temperature-dependent measurements show
that for graphene growth on Rh(111), a temperature of 920 K
and a propene pressure of 2 � 10�8 mbar represent the best
conditions to produce layers with extended domains and
few defects.

As next topic, we discuss the oxidation of the saturated
graphene layer, grown at 920 K and a propene pressure of
2 � 10�8 mbar, see also Fig. 3c. Selected spectra recorded
during the oxidation of graphene with 1 � 10�6 mbar oxygen at
900 K are shown in Fig. 4a. After an induction period of B150 L
(200 s), both carbon species start to vanish simultaneously.
The carbon coverage continues to decrease, until no carbon is
left on the surface after an exposure of 633 L of oxygen (red
spectrum). Since we do not observe any other carbon species
and carbon–oxygen groups we conclude that graphene is etchedFig. 3 C 1s spectra of graphene layers grown at different pressures and tempera-

tures, as denoted. All spectra were recorded at T o 150 K.

Fig. 4 Oxidation of graphene on Rh(111): (a) selected spectra during oxidation
with 1 � 10�6 mbar O2 at 900 K, the oxygen exposure of the coloured spectra is
shown in the legend, black spectra are recorded at exposures in between the
given values; (b) quantitative analysis of the experiment shown in (a) as obtained
from fitting, red dotted line: sigmoidal fit of the total graphene coverage.

Paper PCCP

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

3 
O

ct
ob

er
 2

01
3.

 D
ow

nl
oa

de
d 

on
 1

0/
30

/2
02

5 
12

:3
3:

48
 A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/c3cp53802h


This journal is c the Owner Societies 2013 Phys. Chem. Chem. Phys., 2013, 15, 19625--19631 19629

by exposure to oxygen and directly desorbed as CO or possibly
CO2. The quantitative analysis of this experiment, shown in
Fig. 4b, reveals S-shaped reaction kinetics. The first part of the
reaction is an induction period, in which the carbon coverage
stays almost constant. The induction period lasts until an
exposure of approximately 150 L of oxygen. Thereafter, the
carbon coverage decreases quickly until 450 L. The last part
of the reaction resembles an exponential decay, which would be
typical for a first or pseudo-first order reaction.

The observed behavior can be explained, if we consider the
relation between the number of free adsorption sites and the
carbon coverage. Initially, the whole rhodium surface is covered
with graphene. Therefore oxygen can only adsorb and dissociate
at defects in the graphene layer. For Ir(111), graphene oxidation
has, e.g. been reported to start at wrinkles of the graphene
layer.33 In this initial regime, the reaction rate is limited by the
oxygen coverage (i.e., the number of free adsorption sites). After
the induction period, more and more adsorption sites on the
Rh surface become available and the reaction rate increases.
Subsequently, the (decreasing) carbon coverage becomes the
rate-limiting factor causing the reaction rate to slow down
again. Since oxygen is supplied in excess from the gas phase,
the reaction rate depends only on the carbon coverage at this
stage. Therefore the reaction can be considered as a pseudo
first order reaction in this regime. The observed profile can be
described by a sigmoidal curve as shown by the fit (dotted red
line). At temperatures below 600 K (not shown), we observed no
change in the C 1s signal, even after exposure to 1000 L of
oxygen. This is in contrast to previous studies of graphene on
Ru(0001) and Ir(111), which reported intercalation of oxygen
below 600 K.30,34,35 Since we did not observe any signal in the O
1s region, intercalation of oxygen under the saturated graphene
layer does not occur under the conditions applied in our study.
Furthermore, even after exposure of a graphene layer to air
for four hours we found no significant changes in the C 1s and
Rh 3d core levels.

To elucidate the influence of defects, we studied the oxida-
tion of two different saturated graphene layers on Rh(111),
which were grown at 920 K at different propene pressures. Fast
grown layers (2 � 10�6 mbar propene, Fig. 3e) are referred to as
high defect density graphene, slowly grown layers (2� 10�8 mbar
propene, Fig. 3c) are referred to as low defect density graphene.
For both layers, we investigated the oxidation at 2� 10�6 mbar of
oxygen in the temperature range from 600 to 1000 K. The
corresponding results are shown in Fig. 5. The data points
correspond to the total graphene coverage. All experiments
show the same S-shaped time dependent behavior and can be
fitted with sigmoidal curves (dotted lines).

Fig. 5a shows a series of oxidation experiments with low
defect density graphene, carried out at temperatures between
700 and 850 K. The length of the induction period decreases
and the reaction rate increases with temperature. Note that the
data in Fig. 4b at 900 K show a somewhat longer induction
period than the data at 850 K in Fig. 5a (see also Fig. S4 in the
ESI†). This behavior does not fit into the overall trend and
seems to be a discrepancy at first glance. It can, however,

be understood, if one considers that layers, which have been
prepared independently under nominally the same conditions,
can display different defect densities. While this influences the
length of the induction period, it should not influence the slope of
the subsequent decrease due to oxidation, which indeed occurs
faster with increasing temperatures for all layers studied – see
Fig. 5a (and Fig. S4 in the ESI†).

The series of oxidation experiments with high defect density
graphene is displayed in Fig. 5b. In comparison to the data
shown in Fig. 5a it is obvious that graphene sheets with a
higher defect density are oxidized much faster than low defect
density sheets under the same oxidation conditions. Especially
the induction period is much shorter, since the oxidation starts
at defects in the layer. The reaction rate again increases with
temperature, as expected. It is interesting to note that for high
defect density graphene we also observed etching at 600 K.
However, at this temperature oxidation is very slow with an
induction period of roughly 1000 L (1500 s). The layer was
completely oxidized after exposure to 4000 L of oxygen.

Our data clearly show the great influence of the defect
density on the oxidation rate. Ideally, one would aim at deriving
the detailed reaction kinetics from the data in Fig. 5. We
however, refrain from such an analysis due to the following
reasons: XPS is a technique integrating over a large surface
area as compared to the typical size of a graphene domain.
Nevertheless regarding the high quality of the graphene layer
the number of domain boundaries (and thus defects) and also
the size of the domains probed will vary. The measured overall
reaction rate, as deduced from Fig. 5, will be the sum of

Fig. 5 Oxidation of graphene at different temperatures with 2 � 10�6 mbar
oxygen. The data points are the sum of both graphene C 1s contributions, dotted
lines display sigmoidal fits of the data. (a) Oxidation of low defect density
graphene; (b) oxidation of high defect density graphene.
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different induction periods and also different domain size-
dependent oxidation rates. We thus have to conclude that while
our measurements clearly allow demonstrating a dramatic
decrease of the induction time and increase of the reaction rate,
they do not permit us to determine detailed kinetic parameters
such as the activation energy. Here, ideally local probes could be
beneficial, which however face inherent problems in the in situ
quantitative analysis at elevated temperatures.

Conclusions

We investigated the growth and oxidation of graphene on Rh(111)
by in situ HRXPS. In agreement with previous studies, we find two
C 1s species indicative of graphene regions exhibiting strong and
weak interactions with the Rh substrate. The width of the C 1s
signals is considerably temperature dependent due to vibrations of
the graphene layer. By systematically exploring the preparation
parameters we were able to optimize the graphene growth condi-
tions. CVD of graphene on Rh(111) at 920 K and 2 � 10�8 mbar
propene pressure leads to layers with low defect density and large,
single crystalline domains. We present the first report of oxidation
of graphene on Rh(111). Oxidation of graphene was observed at
temperatures between 600 and 1000 K and at an oxygen pressure
of B2 � 10�6 mbar. We find that the oxidation follows sigmoidal
reaction kinetics. In the beginning the reaction rate is governed by
the concentration of oxygen on the surface, which is determined
by the number of free adsorption sites. After this induction period,
the reaction rate accelerates and graphene is rapidly removed from
the surface. The length of the induction period decreases and the
rate constant increases with defect density in the graphene layers,
and also with surface temperature. The reaction kinetics turned
out to be very complex, which is attributed to the fact that both the
length of the induction period and the reaction rate depend on the
size of the graphene domains and defect density.
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