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Phase separation is a fundamental phenomenon that produces spatially

heterogeneous patterns in soft matter and foods. We argue that phase separation

in these materials generally belongs to ‘‘viscoelastic phase separation’’, where the

morphology is determined by the mechanical balance of not only the

thermodynamic force (interface tension) but also the viscoelastic force. The

origin of the viscoelastic force is dynamic asymmetry between the components of

a mixture, which can be caused by either a size disparity or a difference in the

glass transition temperature between the components. Such dynamic asymmetry

quite often exists in foods, which are typically mixtures of big molecules

(polymers, proteins, etc.) and liquids (water, oil, etc.). We show examples of

mechanically driven pattern formation in foods, in which dynamic asymmetry

plays crucial roles, including the formation of network and cellular patterns in

foods (e.g., breads, sponge cakes, butter, chocolates, etc.) and crack pattern

formation (dried foods, cooked meat, etc.). Collapsing of these structures upon

heating or moisture uptake is also discussed. We also argue that heterogeneous

gels are in general formed as a consequence of dynamical arrest of the viscoelastic

phase separation. Finally we mention an intimate link of viscoelastic phase

separation, where deformation fields are spontaneously generated by phase

separation itself, to mechanical instability and fracture induced by externally

imposed strain fields. Such mechanical instability and nonlinear rheology may be

relevant to food processing and also to separation and fracture of foods. We

propose that all these phenomena can be understood as mechanically driven

inhomogeneization with the concept of dynamic asymmetry in a unified manner.
1 Introduction

Phase-separation phenomena are commonly observed in various kinds of condensed
matter including metals, semiconductors, simple liquids, soft materials such as poly-
mers, surfactants, colloids, biological materials, and food materials. The phenomena
play key roles in pattern evolution of immiscible multi-component mixtures of any
materials. The resulting patterns are linked to optical, electrical, and mechanical
properties of materials and also to taste, appearance, and sensory properties of
foods. Thus, phase-separation dynamics has been intensively studied from both
fundamental and applications viewpoints.1,2

On the basis of the concept of dynamic universality of critical phenomena,3 phase
separation were classified into a few groups. Phase separation in each group of
condensed matter is described by a specific set of basic equations describing its
dynamic process. For example, phase separation in solids is known as ‘‘solid model
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(model B)’’, whereas phase separation in fluids as ‘‘fluid model (model H)’’.1,3 For the
former the local concentration can be changed only by material diffusion, whereas
for the latter by both diffusion and flow. The universal nature of critical phenomena
in each model and the scaling concept based on the self-similar nature of domain
growth have been established.1,3 In all classical theories of critical phenomena and
phase separation, however, the same dynamics for the two components of a binary
mixture, which we call ‘‘dynamic symmetry’’4,5 between the components, has been
implicitly assumed. This assumption can always be justified very near a critical point,
where the order parameter fluctuations are far slower than any other internal modes
of a system (see Fig. 1). However, this is not the case far from a critical point, where
most of practical phase separation takes place, for a mixture having strong dynamic
asymmetry between the components. The presence of dynamic asymmetry means
that there is also a large separation between the soft matter mode and the micro-
scopic mode of a system. Furthermore, there is another gross variable of a system,
the velocity field, whose relevance in dynamics comes from the momentum conser-
vation law. Thus, dynamic asymmetry leads to complex couplings between the
slow critical fluctuation mode, the slow soft matter mode, and the velocity field
(see Fig. 1).
Nearly two decades ago we found unusual phase separation behaviour,4–8 which is

markedly different from phase separation of a fluid mixture (model H).2,5–10 In the
normal phase separation observed in dynamically symmetric mixtures (model H),
the phase separation morphology is determined by the balance between the thermo-
dynamic (interfacial) force and the viscous force, while satisfying the momentum
conservation. In viscoelastic phase separation, on the other hand, the self-generated
mechanical force also plays a crucial role in its pattern selection, in addition to the
thermodynamic and viscous force. We named this type of phase separation ‘‘visco-
elastic phase separation’’. In addition to the solid and fluid model, thus, we need the
third model for phase separation in condensed matter, i.e., the ‘‘viscoelastic
model’’.11,12 This model is actually a general model of phase separation, which
includes the solid and fluid models as its special cases.12
Fig. 1 Schematic figure showing dynamical couplings among the three gross variables, the
composition f, the velocity field ~v, and the stress field s, The relation among these modes
and the microscopic mode are also shown. When approaching the critical point Tc, the order
parameter fluctuation mode sf should eventually become the slowest mode in principle. In
this limit, the relaxation of s does not play any role and thus the dynamic universality should
hold. However, this situation may not be practically realized for a system of strong dynamic
asymmetry. In phase separation, we should also consider the characteristic time of deformation
sd. If the deformation rate sd is faster than the relaxation rate of the slow soft matter mode st,
the viscoelastic effects have a drastic influence on phase separation.
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Intuitively, viscoelastic phase separation can be explained as follows.When there is
a large difference in the dynamics between the components of a mixture, phase sepa-
ration tends to proceed in a speed between that of the fast and slow components.
Then, the slow component cannot catch up with a deformation rate spontaneously
generated by phase separation itself, sd, and thus starts to behave as an elastic
body, which switches on the elastic mode of phase separation. Thus, this phenom-
enon can be regarded as ‘‘viscoelastic relaxation in pattern evolution’’, which is the
reason why we named it viscoelastic phase separation.6 Unlike ordinary mechanical
relaxation experiments, the mechanical perturbation is characterized by the rate of
deformation induced by phase separation, sd, and the relaxation rate is that of the
slowest mechanical relaxation, st, in a system (see Fig. 1). Without dynamic asymme-
try, the deformation rate is always slower than the relaxation rate. Thus, phase sepa-
ration in such a mixture can always be described by the fluid model, no matter how
slow the dynamics of the components. For example, this is the case for a mixture of
two polymers having similarmolecular weights and glass transition temperatures.We
emphasize that dynamic asymmetry, which is prerequisite to viscoelastic phase sepa-
ration, often exists in materials, particularly in soft materials and food materials.
In this article, we review the basic physics of viscoelastic phase separation,11,13,14

including fracture phase separation,15 and discuss its importance in food science.
We show that with an increase in the ratio of the deformation rate of phase separa-
tion to the slowest mechanical relaxation rate the type of phase separation switches
from fluid phase separation, viscoelastic phase separation, to fracture phase separa-
tion. We point out that there is a physical analogy of this to the transition of the
mechanical behaviour of materials under shear from liquid fracture, ductile fracture,
to brittle fracture. This allows us to discuss phase separation and shear-induced
instability of disordered materials,16,17 including soft matter10,18–23 and foods, on
the same physical ground. As examples of mechanically driven pattern formation
in foods, we also consider the formation of network and cellular patterns in foods
(e.g., breads, sponge cakes, butter, chocolates, etc.) and crack pattern formation
(dried foods, cooked meat, etc.) as well as collapsing of these structures upon heating
or moisture uptake.

2 Importance of phase separation and rheological instability in foods

Processability, texture, flavour, taste, and stability of foods are controlled not only
by chemical composition, but also by how the various ingredients are spatially orga-
nized, what is the topology, and what is the characteristic lengthscale. Food struc-
tures have rich varieties ranging from macroscopically homogeneous liquids to
complex, multiphase solids containing water, salts, fats, proteins, and polysaccha-
rides in the form of droplets, fibres, and networks and in the state of gases, liquids,
liquid crystals, crystals, and glasses. Such a food structure is an important factor that
affects visual impressions, sensory properties, product stability, and even digestion.
These inhomogeneous structures are usually generated by nonequilibrium
phenomena such as phase separation, emulsification, and crystallization. Such
pattern formation has many features in common with that in soft matter. The
common physics between pattern evolution in these two systems, soft matter and
foods, have recently been addressed in a convincing manner.24–33 Along this line,
we focus on the fact that in most cases there is strong dynamic asymmetry between
the components of foods. We argue that the basic concept of viscoelastic phase sepa-
ration that we established in soft matter is relevant to pattern evolution in food
materials.
There are also many situations where foods are in a strongly nonequilibrium state

and exhibit nonlinear rheology such as shear thinning and thickening. For example,
phase separation and emulsion stability are major issues for food structures and the
effects of externally applied strain fields are also crucial for their processing. The
strongest nonequilibrium situation for foods is seen in the processes of being
This journal is ª The Royal Society of Chemistry 2012 Faraday Discuss., 2012, 158, 371–406 | 373

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/c2fd20028g


O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

6 
A

pr
il 

20
12

. D
ow

nl
oa

de
d 

on
 2

/4
/2

02
6 

10
:3

3:
52

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
violently mixed in cooking and being chewed in the mouth. In these processes, shear-
induced instability and mechanical fracture of foods are key physical phenomena.
Here, we consider pattern formation in food materials and their mechanical insta-

bility under shear flow, on the basis of the knowledge of soft matter, putting a special
emphasis on the concept of dynamic asymmetry.11
3 Theory

3.1 Two-fluid model of polymer solution and stress-diffusion coupling

Shear effects on complex fluids have attracted much attention because of their
unusual nature known as ‘‘Reynolds effect’’. For example, shear flow that intuitively
helps the mixing of the components actually induces phase separation in polymer
solutions.2,18 This is caused by couplings between the shear velocity fields and the
elastic internal degrees of freedom of polymers. To explain this unique feature of
polymer solution, there have been considerable theoretical efforts.18–22 Doi and
Onuki10 established a basic set of coarse-grained equations describing critical poly-
meric mixtures, based on a two-fluid model whose original form was developed by de
Gennes and Brochard34–36 for polymer solutions and by Tanaka and Filmore37 for
chemical gels.
Later, we proposed that an additional inclusion of the strong concentration

dependence of the bulk stress, which is not important in shear-induced instability,
is necessary for describing viscoelastic phase separation of dynamically asymmetric
mixtures, more specifically, the volume shrinking behaviour of the slow-component-
rich phase.12,38,39 We also argued its generality beyond polymer solutions to particle-
like systems such as colloidal suspensions, emulsions, and protein solutions.23 That
is, we showed that the internal degrees of polymer chains and entanglement effects
peculiar to polymer systems are not necessary for viscoelastic phase separation to
take place and strong dynamic asymmetry between the components of a mixture
is the only necessary condition. A main difference between shear-induced phase
separation and viscoelastic phase separation is that the velocity fields are induced
by external shear fields in the former whereas they are self-induced by phase separa-
tion itself in the latter.
The dynamic equations for polymer solutions are given as follows:10

vf

vt
¼ �~V$ðf~vÞ þ~V$

fð1� fÞ2
z

~V$½P� s� (1)

~vp �~v ¼ �ð1� fÞ
z

~V$½P� s� (2)

r0
v~v

vt
¼ �~V$½P� s� � Vpþ hsV

2~v (3)

~V$~v ¼ 0 (4)

Here~vp(~r,t) and~vs(~r,t) are, respectively, the average velocities of polymer and solvent
at point ~r and time t, and then the average velocity of a mixture ~v is given by ~v ¼
f~vp + (1 � f)~vs. f(~r,t) is the composition of the polymer. P is the osmotic stress
tensor, which is related to the thermodynamic force ~Ff as shown in eqn (5):

~Ff ¼ �~V$P ¼ �fVðdF =dfÞ (5)
374 | Faraday Discuss., 2012, 158, 371–406 This journal is ª The Royal Society of Chemistry 2012

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/c2fd20028g


O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

6 
A

pr
il 

20
12

. D
ow

nl
oa

de
d 

on
 2

/4
/2

02
6 

10
:3

3:
52

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
where s is the mechanical stress tensor, r0 is the average density, hs is the solvent
viscosity, and z is the friction constant per unit volume. Here, p is a part of the pres-
sure, which is determined to satisfy the incompressible condition $~v ¼ 0. The free
energy F(f) is given by the following Flory-Huggins-de Gennes form:

FðfÞ ¼ kBT

ð
d~r

�
f ðfÞ þ CðfÞ

2
ðVfÞ2

�

f ðfÞ ¼ 1

N
f ln fþ ð1� fÞlnð1� fÞ þ cfð1� fÞ

where N is the degrees of polymerization of polymer and c is the interaction param-
eter between polymer and solvent. The terms containing the mechanical stress tensor
cause couplings between the composition and the stress fields via the velocity fields.
The above equations clearly tell us that the relative velocity of polymers to the
average velocity is determined not only by the thermodynamic osmotic force but
also by the mechanical force. To close these equations, we need a constitutive equa-
tion, which describes the time evolution of s.
Here it is worth noting that in eqn (3) the inertia term is not relevant for the

description of viscoelastic phase separation in ordinary situations, since viscoelasic-
ity suppresses the development of velocity fields. However, this is not necessarily the
case for a shear problem, and even a nonlinear velocity term plays an important role
for high Reynolds number flow. This, however, is out of the scope of this article.
In the above, we consider a case of polymer solution, where only polymers can

support viscoelastic stress, for simplicity. However, for a more general case, where
viscoelastic stress is not supported only by one of the components, we need a
more general set of equations.12 In such a case, the constitutive relation may also
become more complex.
For a later discussion, here we just note that effects of gravity can be included by

replacing $s in eqn (1)–(3) by $s + Drfg~iz, where Dr is the density difference
between the components of a mixture, g is the gravitational acceleration, and~iz is
the unit vector along the gravitational direction.
Finally, we mention a fundamental remaining problem of the two-fluid descrip-

tion. In the above derivation, the dissipation in a mixture is separated into the
two contributions: one is viscous dissipation of the liquid component, and the other
comes from the friction between the two components. This intuitively looks OK,
however, the hydrodynamic couplings between the slow components are not consid-
ered in a systematic manner in the coarse-gaining procedure. This makes the validity
of the above separation a bit obscure. Thus, we need theoretical justification for the
treatment of dissipation, which remains a subject for future investigation.
3.2 What is the relevant form of the constitutive relation for a mixture of
components having large size disparity?

We note that for mixtures composed of a large particle (or molecule) component,
component 1, and a simple fluid (liquid or gas), component 2, the stress division
becomes almost perfect (a1 y 1 and a2 y 0), reflecting the large size disparity
and the resulting large difference in the friction constant. Stress is selectively sup-
ported almost by the large component 1 alone. This is the case for polymer solu-
tions,10 and suspensions of colloids, proteins, and emulsions.23 So, the velocity
relevant to the description of viscoelastic stress is the average velocity of component
1 (~vp for a polymer solution).
As an example of this type of mixture, here we consider how the mechanical stress,

s, should be expressed in the case of a polymer solution. In principle, we can incor-
porate any constitutive equation into the above two-fluid model, depending upon
materials. Doi and Onuki10 employed the upper-convective Maxwell equation as a
constitutive relation describing its time evolution for polymer solution:40
This journal is ª The Royal Society of Chemistry 2012 Faraday Discuss., 2012, 158, 371–406 | 375
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D

Dt
sS ¼ sS$~V~vp þ

�
~V~vp

�T
$sS � 1

sSðfÞsS þ GSðfÞ
n
~V~vp þ

�
~V~vp

�To
(6)

where
D

Dt
¼ v

vt
þ~vp$~V, and sS and GS are the relaxation time and the modulus of the

shear stress, respectively. Note that ( ~vp)ij ¼ vivpj. To make the shear stress a trace-

less tensor, ss was defined as sS ¼ sS � 1

d
ðTrsSÞI, where I is the unit tensor and d is

the space dimensionality.

We proposed to introduce the bulk stress, to describe the volume shrinking behav-
iour of the viscoelastic phase separation.12,38,39 Since the bulk stress is isotropic, it

can be expressed by a scalar variable, namely, ~s ¼ 1

d
TrsB. Then, the bulk stress

obeys the following equations:

D

Dt
~s ¼ � 1

sBðfÞ~sþ GBðfÞ~V$~vp (7)

Here, sB and GB are the relaxation time and the modulus of the bulk stress, respec-
tively.
Here, we discuss the rheological functions in the above constitutive equations. In

the case of polymer solutions, GS(t) was estimated10,19,20,22 on the basis of rheological
theories of polymer solution including the reptation theory40,41 for good and q
solvents. The bulk stress related to GB(t) was not regarded to be important, since
the longitudinal relaxation along a tube is much faster than the shear relaxation
by reptation.40 This is true locally, however, even in a good solvent, there may be
elasticity associated with entanglements for large scale volume deformation at a
high concentration. The elastic modulus in such a case is scaled as34,35 E � kBT/
x3e � f2.25, where xe is the characteristic length of entanglement. Since such a modulus
does not exist below the overlap concentration, f*, there may be a steep concentra-
tion dependence of E on f. Thus, the bulk modulus GB may be mimicked by a step-
like function, Q(x) (Q(x) ¼ 1 for x $ 1 and Q(x) ¼ 0 for x < 0),12,38,39 as GB(f) ¼
G0

BQ(f � f*). Furthermore, elastic effects associated with the volume deformation
may be even more pronounced for polymer solutions under a poor solvent condi-
tion.12,38 It should be stressed that phase separation of polymer solutions always
occurs in a poor-solvent condition. Thus, we cannot apply theories for polymers
in good and q solvents to our problem. In a poor solvent, there exist attractive inter-
actions between polymer chains. Thus, we expect that there are temporal crosslink-
ings of energetic origin between the polymer chains, as schematically drawn in Fig. 2.
Fig. 2 Schematic figure showing the topological and energetic entanglements between polymer
chains in a poor solvent. Attractive interactions between polymer chains probably form
temporal entanglement points between close segments, whose lifetime, sx, increases with a
decrease in the temperature. Thus, the system behaves as a gel in a short time scale. We expect
that, in addition to the shear relaxation modulus, GS(t), the system has the bulk mechanical
relaxation modulus GB(t), which steeply depends upon the local concentration.

376 | Faraday Discuss., 2012, 158, 371–406 This journal is ª The Royal Society of Chemistry 2012
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The most natural model for polymer solutions under such a poor-solvent condition
may be a transient gel model, in which the interpolymer attractive interactions
produce temporal contact (crosslinking) points between polymer chains. If we
assume that the lifetime of temporal contacts between chains is sx, we expect that
the bulk relaxational modulus GB(t) has the relaxation time of the order of sx.
Then, the deformation described by $~vp, which accompanies a change in the
volume occupied by polymer chains, causes bulk stress if the characteristic time of
the deformation, sd, is shorter than sx. However, since polymer dynamics in a
poor solvent is far from being completely understood, we need further theoretical
studies on this problem. We point out that this type of attractive interaction between
molecules of the same component may commonly exist in the unstable region of a
mixture, which may generally result in the formation of a transient gel in dynami-
cally asymmetric mixtures.
We cannot estimate GB(t) and GS(t) on a quantitative level since we do not have

any reliable theory for polymer dynamics in a poor solvent yet. However, we may
use knowledge of gels to estimate their magnitudes. According to a standard theory
of gels, the mechanical bulk and shear modulus, GB and GS, are given by the
following relations:2

GB ¼ kBT

x3c

"
B

�
f

f0

�
� 1

3

�
f

f0

�1=3
#

(8)

GS ¼ kBT

x3c

�
f

f0

�1=3

(9)

where xc is the characteristic length of crosslinking in the relaxed state, f0 is the
volume fraction in the relaxed state, and B is a dimensionless parameter.
We argued23 that the same physics may be applied to particle-like systems, such as

colloidal suspensions, emulsions, and protein solutions, on noting that under the
action of attractive interactions particles tend to form a transient network with
the help of hydrodynamic interactions.13,42,43 To include the effects of transient gel
formation, and the resulting transient elasticity due to the gel-like connectivity, on
an intuitive level, we introduced a steep f-dependence of GB,

12,29,38 as described
above.
Besides the above origin, there is a possibility that for particle suspensions the

slow bulk stress relaxation may originate from hydrodynamic interactions under
the incompressible condition: hydrodynamic squeezing effects.23 The relative impor-
tance of the energetic and hydrodynamic origins in the bulk stress relaxation remains
a problem for future investigation. This is related to the treatment of dissipation in
the two-fluid description (see section 3.1).

3.3 Constitutive relation for a more general case

The above perfect stress division only applies to a mixture of large size disparity. In
polymer blends10,44 or in a system where the glass transition has very different Tg’s,

12

stress is supported by both of the two components. In this case, the dynamical eqn
(1)–(7) must be generalized.12

Here, we briefly discuss a general rule of the stress division in such a case. First, we
introduce the rheologically relevant velocity ~vr, which appears in the constitutive
relation. It is defined as~vr ¼ a1~v1 + a2~v2, with a1 + a2 ¼ 1.12,44 Here~vk is the relative
motion of component k, which has the average velocity of~vk, to the mean-field rheo-
logical environment, which has the velocity of~vr, and ak is the stress division param-
eter. For simplicity, we neglect the transport and rotation of the stress tensor, which
does not affect the pattern evolution so much since the transport and rotation are
very slow in viscoelastic phase separation. In a linear-response regime, then, the
This journal is ª The Royal Society of Chemistry 2012 Faraday Discuss., 2012, 158, 371–406 | 377
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most general expression of sij is formally written by introducing the time dependence
of bulk and shear moduli in the theory of elasticity,45 as shown in eqn (10):

sij ¼
ðt
�N

dt0½GSðt� t0Þkij
r ðt0Þ þ GBðt� t0Þ~V$~vrðt0Þdij�; (10)

where

kijr ¼ vvjr
vxi

þ vvir
vxj

� 2

d
ð~V$~vrÞdij (11)

Here,~vr is the velocity relevant to rheological deformation and for polymer solutions
~vr ¼~vp. GS(t) and GB(t) are material functions, which we call the shear and the bulk
relaxation modulus, respectively. It should be noted that the rheological relaxation
functions, GS(t) and GB(t), are functions of the local composition f(~r). We note that
GB(t) is a purely mechanical modulus and is different from the bulk osmotic
modulus, Gos ¼ f2(v2f/vf2). We have the relation h ¼ Ð

N
0 G(t)dt, where h is the

viscosity of a material.
The second term of eqn (10) was introduced to incorporate the effect of volume

change into the stress tensor.12,39 In a two-component mixture, the mode associated
with $~vr can exist as far as~vr s~v, even if the system is incompressible, $~v ¼ 0. We
proposed that this term plays a crucial role in viscoelastic phase separation12,39 (see
below), although it is not so important when we consider shear-induced demix-
ing.10,19,20,22

Now we consider the stress division for the above general case. The friction force
is given by zk(~vr�~vk), where zk is the average friction of component k and the mean-
field rheological environment at point~r, where the volume fraction of component k
is fk(~r). Here, zk ¼ fkz

m
k , and zmk is proportional to the friction between an individual

molecule of component k and the mean-field rheological environment, which we call
the generalized friction parameter. Because of the physical definition of the mean-
field rheological environment, the two friction forces should be balanced. This
fact guarantees that the rheological properties can be described only by ~vr. Thus,
we have the following relation, in general:

z1(~vr � ~v1) + z2(~vr � ~v2) ¼ 0. (12)

Then, the general expression of the stress division parameter, ak, is obtained as
eqn (13).

ak ¼ fkz
m
k

f1z
m
1 þ f2z

m
2

(13)

The above relation is consistent with a simple physical picture, where the friction
only is the origin of the coupling between the motion of the component molecules
and the rheological medium. We expect that this relation holds, irrespective of the
microscopic details of rheological models, and, thus, we can apply it to a mixture
of any material where the motion of both components is described by a common
mechanism. However, for the theoretical estimation of friction coefficients, we
need microscopic rheological theories, which are not generally available, unfortu-
nately. More importantly, as mentioned in section 3.1, there is obscurity associated
with the treatment of hydrodynamic couplings in the coarse-graining procedure of
the two-fluid model.
3.4 Roles of dynamic asymmetry linked to glass transition in diffusion

Dynamic asymmetry affects not only the constitutive relation of a system, but also
the kinetics of diffusion.8,12 This is particularly important in a mixture whose
378 | Faraday Discuss., 2012, 158, 371–406 This journal is ª The Royal Society of Chemistry 2012
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components have very different Tg, since there is drastic slowing down of the
dynamics towards Tg. This gives rise to an extremely strong dependence of the diffu-
sion coefficient, D, on the composition, f, near Tg. Furthermore, the formation of a
transient gel is not expected for a mixture that has little size disparity between its
components. The formation of a transient gel may be specific to a mixture with large
size disparity. Thus, for a mixture whose components have very different Tg, we do
not expect a significant role of the bulk stress in suppressing the diffusion, unlike the
case of a mixture of large size disparity (see above), since there may be no strong f-
dependence of GB. Even in this case, the strong f dependence of D can cause an
effect similar to the bulk stress, as shown below.
The f dependence of D near (colloid) glass transition can be expressed by the

following empirical Vogel-Fulcher-Tammann (VFT) relation: D(f) ¼ D0exp(Af/
(f0 � f)), where f0 is the VFT volume fraction and A is the fragility index. Thus,
we have to take into account this f-dependence of D, or the friction coefficient z.
Effects of a steep f-dependence of D(f) were studied by numerical simulations.46

It should be noted that large bulk stress in the slow-component-rich phase (see
above) and slow diffusion in the phase that is rich in the high Tg component play
similar roles in phase separation: they both suppress the rapid growth of the compo-
sition fluctuations and slow down the composition change in the more viscoelastic
phase. Accordingly, the rate of the material transport between the two phases is
limited or controlled by that in the slower phase. In this manner, a disparity in
the diffusion coefficient, D, between the two components of a mixture, i.e. a steep
f-dependence of D(f), has similar effects on phase separation as that in the bulk
relaxation modulus GB(f).
Relevant examples of this type of dynamic asymmetry in foods can be found in

many water soluble polymers and proteins,47–49 water/sugar mixtures,50 and meat
proteins.51 It is widely known that glass transitions and water plasticization
strongly affect food quality, safety, and stability.47 Water acts as a ubiquitous plas-
ticizer of natural and fabricated amorphous food ingredients and products. Water-
compatible food polymers include polysaccharides, starch, amylose, amylopectin,
gluten, glutenin, gliadin, and gelatin. The strong composition (f) dependence of
the glass transition of water-soluble ingredients (polymers, proteins, sugars) leads
to a steep f-dependence of D(f),50 D(f) ¼ D0exp(AT0(f)/(T � T0(f))) and slow
dynamics of the ingredients-rich phase, which are prerequisites for asymmetric
stress division and the resulting viscoelastic phase separation.
Finally, we note that there is a decoupling between viscosity and translational

diffusion in a supercooled liquid,52 which results in the violation of the Stokes–Ein-
stein relation. Since the crystal growth rate is controlled by translational diffusion
rather than viscosity, it is faster than that expected from the viscosity, which may
solve the so-called Kauzmann paradox.53 This decoupling may even allow crystalli-
zation below Tg. This fact may be important when we want to keep amorphous
foods while avoiding crystallization,54 i.e. in food storage.
3.5 Roles of the steep f dependence of bulk stress and/or diffusion in viscoelastic
phase separation

Here we briefly discuss the roles of the steep f dependence of bulk stress and diffu-
sion. According to the continuity equation:

vf

vt
¼ �~V$

�
f~vp

�
(14)

we can see it is $~vp that causes the composition change. The bulk stress caused by
the deformation type of $~vp, thus, suppresses the growth of composition fluctua-
tions if sd is shorter than sx. In this way, the bulk stress is directly coupled with
the composition change and the volume shrinking.12,38 Note that the volume change
of the polymer-rich (slow-component-rich) phase is directly associated with the
This journal is ª The Royal Society of Chemistry 2012 Faraday Discuss., 2012, 158, 371–406 | 379
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deformation described by $~vp. So, the volume shrinking behaviour peculiar to
viscoelastic phase separation is a consequence of (i) the slow bulk stress relaxation
due to the connectivity of a transient gel formed by the large component and/or
hydrodynamic squeezing effects, or (ii) a steep composition dependence of the diffu-
sion constant D.

3.6 Beyond the simple constitutive relation

As will be discussed later, viscoelastic phase separation accompanies mechanical
fracture of the slow-component-rich phase and thus nonlinearity of rheology may
also play an important role in the pattern evolution. In the above, we assume a
simple Maxwell-type constitutive relation. However, in some cases, we need more
complicated constitutive relations to describe the rheology of materials. For
example, McLeish and Larson55 showed that strain hardening of branched polymers
upon large deformation is related to the fact that the backbone can readily be
stretched in an extensional flow since the branches are entangled with the
surrounding molecules. Two key deformation types in viscoelastic phase separation
are elongation (uniaxial stretching) and extension (biaxial extension). The former is
important in a network-forming viscoelastic phase separation whereas the latter is
important in a cellular one. The importance of strain hardening in the formation
of cellular patterns has been recognized for both synthetic polymers56 and food poly-
mers (e.g., breads).57,58 Qualitatively, strain hardening makes the more viscoelastic
phase mechanically more resistive to fracture, or makes the morphological selection
due to mechanical force balance more robust (see eqn (22)). It is highly desirable to
incorporate these features into the constitutive relation for characterizing these
nonlinear effects on a quantitative level.

3.7 The early stage of viscoelastic phase separation

First we consider viscoelastic effects for a case of a shallow quench, where a transient
gel is not formed and the characteristic deformation rate is slower than the visco-
elastic relaxation rate (�1/s). This also applies to the early stage of viscoelastic phase
separation.59,60 For simplicity, here we do not consider a difference in the relaxation
time between shear and bulk stress and assume sB ¼ sS ¼ s. Using the relation

~V$vp ¼ �1

f

vf

vt
we obtain the linearized equation for zq ¼ [ $ $sp]q:

vZq

vt
y� Zq

s
þ 2G

f
q2
vfq

vt

where G ¼ GB þ 4

3
GS. Here, fq is the Fourier component of the deviation from the

initial composition f0, and it obeys, to linear order,10,59 eqn (15).

vfqðtÞ
vt

y� GqfqðtÞ �
2LGq2

f2

ðt
0

dt0e�
t�t0
s

vfqðt0Þ
vt0

(15)

Here we use the Ginzburg-Landau-type free energy

f ¼ kBT
hr0
2
ðf� fcÞ2 þ

u

4
ðf� fcÞ4

i
. This form of the free energy is reasonable as

far as we concern only a shallow quench near a critical point. Then, Gq ¼
Lq2(rf + cq2), where L ¼ f2(1 � f)2/z(f), is the decay rate in the absence of visco-
elastic couplings. rf ¼ r0 + 3u(f0 � fc)

2, where r0 ¼ a(T� Tc) (a: a positive constant)
and Tc and fc are the critical temperature and composition, respectively. The corre-

lation length is given by x ¼
�
C

jrfj
�1=2

. For a case when the time scale of fq change is

slower than s, we can set
vfqðt0Þ
vt0

¼ vfqðtÞ
vt

in eqn (15) and, thus, the growth rate of fq

is given by:
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A(q)¼L|rf|q
2(1�x2q2)/(1 + x2veq

2) (16)

where xve ¼ (2hL/f2)1/2 is the so-called viscoelastic length.34,35,61 This xve gives us the
length scale above which the dynamics are dominated by diffusion and below which
they are dominated by viscoelastic effects. We can also say that this length scale is
the length up to which the shear stress can transmit. Furukawa showed that the
viscosity of a polymer solution has the following wavenumber (k) dependence asso-
ciated with the viscoelastic length:62,63

hðkÞ ¼ hs þ
hm

1þ x2vek
2

(17)

where hm is the macroscopic viscosity and hs is the solvent viscosity. This nonlocal
nature of the viscous transport is a manifestation of the temporal hierarchical struc-
ture of dynamically asymmetric systems. Without viscoelastic couplings, the relation
A(q) ¼ L|rf|q

2(1 � x2q2) should hold as the Cahn’s linear theory1 predicts. It was
shown60 that the early stage of phase separation of a polymer solution is well ex-
plained by the above Onuki-Taniguchi theory.59

We emphasize that the early stage of phase separation in dynamically asymmetric
mixtures, including soft matter and foods, should be analysed by this theory. Appli-
cations of the Cahn’s theory without considering viscoelastic effects may not be
appropriate in many cases since xve can easily become mesoscopic in dynamically
asymmetric mixtures. In relation to this, we note that the above relation [eqn (16)]
well explains the unusual q-dependence of A(q) experimentally observed in colloid
phase separation.23 This suggests the relevance of the viscoelastic model to phase
separation not only in polymer solutions, but also in colloidal suspensions, emul-
sions, and protein solutions, which further indicates the importance of viscoelastic
effects in any dynamically asymmetric mixtures, including food materials.11
3.8 The late stage of viscoelastic phase separation

In ordinary phase separation, the late stage phase separation is discussed on the
basis of the scaling concept, which relies on the fact that there is only one character-
istic length scale, i.e. the domain size, in a system. For viscoelastic phase separation,
however, such a scaling concept is not valid because of the volume shrinking of the
slow-component-rich phase during phase separation. Because of this difficulty, there
has been no analytical theory on domain coarsening so far. In the following, thus, we
describe pattern evolution in phase separation on a qualitative level.
4 Pattern evolution in viscoelastic phase separation

4.1 Initiation of phase separation: quench

In ordinary physical experiments, phase separation is usually initiated by an almost
instantaneous temperature change from the initial to the final target temperature.
Depending upon the type of phase diagram, phase separation can be induced either
by cooling or heating. However, phase separation in foods can also be induced by
changes in pressure, pH, and salt concentrations, and also by polymerization, drying
(removal of solvents), and mixing of an insoluble component. For example, gas-
liquid phase transition can be initiated by a pressure drop: spontaneous cavitation
of bubbles can be regarded as phase separation and if the growth of bubbles exceeds
the relaxation rate of the slow-component-rich phase, the phase separation can be
regarded as viscoelastic phase separation. Changes in pH, salt concentration, and
mixing of insoluble components all modify the interaction potential of a system,
which may result in phase separation. The polymerization reaction leads to the
reduction of mixing entropy (note that mixing entropy is inversely proportional to
the degree of polymerization, N, according to the Flory-Huggins theory). Removal
This journal is ª The Royal Society of Chemistry 2012 Faraday Discuss., 2012, 158, 371–406 | 381
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of a solvent by drying may also lead to phase separation if a solvent is rather poor.
All these changes in physical parameters may be very slow. Even for heating or cool-
ing, the rate of the temperature change can be very slow as in the case of baking of
breads. However, the key rate here is not the rate of the change of a physical vari-
able, but the rate of deformation induced by phase separation itself. If this deforma-
tion rate is faster than the relaxation rate of the slow-component-rich phase,
viscoelastic effects should play a crucial role in the resulting phase separation. We
emphasize that the key is the Weissenberg number defined for the self-generated
deformation rate (see below).
Furthermore, in the pattern formation of foods, inhomogeneization is not neces-

sarily induced by phase separation, but may involve much more complex nonequi-
librium processes, such as crystallization of fats (fat crystal networks in butters,
margarines, and chocolates), ice crystallization (freeze dry foods and ice creams).
Some of these cases will also be discussed later.
4.2 General features

First we emphasize that pattern evolution in viscoelastic phase separation is essen-
tially the same between the two types of dynamically asymmetric mixtures:11,13,14

one is a system like polymer solutions,5–7,64 colloidal suspensions,65 and protein solu-
tions,66 where the strong dynamic asymmetry comes from a large difference in the
molecular size and topology between the components, and the other is a system
whose components have a large difference in the glass transition temperature.8

In both cases, a mixture first becomes cloudy just after the temperature quench,
then, after some incubation time, small solvent holes start to appear (see Fig. 3,
left). We call this incubation period the ‘‘frozen period’’, which is the initial stage
of viscoelastic phase separation. The number and the size of solvent holes increase
with time. The slow-component-rich matrix phase expels the fast liquid component
and shrinks its volume and becomes networklike or sponge-like with the growth of
holes made of the fast-component-rich phase (see Fig. 3, middle). In this volume-
shrinking process, the bulk mechanical stress plays a crucial role.38,39 Thin parts of
a networklike structure are elongated and eventually broken. In this network-form-
ing process, the pattern is dominated by the mechanical shear force balance condi-
tion and thus the shear stress plays a major role.39 In the final stage, a networklike
structure tends to relax to a structure of rounded shape and the domain shape starts
to be dominated by the interface tension as in usual fluid-fluid phase separation (see
Fig. 3, right). Domains finally become spherical. If the concentration of the slow-
component-rich phase reaches the glass transition composition, a structure is even-
tually dynamically arrested. This may be regarded as the general scenario for
Fig. 3 The phase-separation process observed with phase contrast microscopy in a polymer
solution of PS (molecular weight: 1.90 � 105) and diethyl malonate (8.53 wt% PS) at 0.0 �C,
which is 11.6 K below the phase-separation temperature of 11.6 �C. Patterns are observed after
16 s, 103 s, and 2100 s after the quench from left to right. We can see a gradual transition in
morphology from network to droplet, reflecting the crossover from the mechanical-stress-
dominated to interface-tension-dominated regime.
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formation of colloidal gels (see below).23,67,68 When the slow-component-rich phase
is the minority phase, then there is a phase inversion during phase separation. This
phase inversion is a unique feature specific to viscoelastic phase separation.
According to the common sense of ordinary phase separation, after the formation

of a sharp interface between the coexisting phase (namely, in the so-called late stage)
the concentration of each phase almost reaches the final equilibrium one and, thus,
there should be no change in the volume and concentration of each phase.1,2 We
pointed out11 that the volume decrease of the more viscoelastic phase with time, after
the formation of a sharp interface, is essentially the same as the volume shrinking of
gels during volume phase transition.69–71 The physical reason of this similarity to gels
will be discussed later.
The scaling law, established in ordinary phase separation, is a direct consequence

of the conservation of the volumes of the two phases after the formation of a sharp
interface and the resulting self-similar growth of domains. The volume shrinking of
the slow-component-rich phase inevitably leads to the absence of self-similarity
during the viscoelastic phase separation and, thus, the absence of an extended
scaling regime. Nevertheless, we observe a transient scaling law (the characteristic
domain size R � t1/2) in the intermediate coarsening stage for a few systems,65,66,72

although its physical mechanism remains elusive.
In sum, the whole pattern evolution process can be clearly divided into three

regimes: the initial, intermediate, and late stages. The crossovers between these
regimes can be explained by viscoelastic relaxation in pattern evolution and the re-
sulting switching of the primary order parameter, as will be described below.
Besides the early stage, we do not have any reliable analytical predictions and thus

numerical simulations based on the viscoelastic model play a crucial role in its
understanding.13,39,72–77 We showed that a steep composition dependence of the
bulk modulus or the diffusion constant is the key to volume shrinking and the result-
ing phase inversion and a rather smooth f2-dependence of the shear modulus is
responsible for the formation of a network-like structure.13,39,75

We also showed that the mechanical stress accumulated in a network structure
leads to its coarsening by repeating the following sequence: stress concentration
on a weak part of the network, its break up and the resulting stress relaxation,
Fig. 4 Phase separation processes of colloidal suspensions interacting with the Asakura-Oo-
sawa potential, whose range is characterized by R ¼ dp/Dp, where Dp is the particle diameter
and dp is the range of the potential. (a) 2D pattern (the volume fraction is 0.248 and R ¼
0.7). The inset is the overall structure of the colloidal network. (b) 3D (coarse-grained) pattern
evolution (the volume fraction is 0.100 and R ¼ 0.6), where we coarse-grained structures by
replacing a particle by a Gaussian field and extracting the interface by applying a black&white
operation to the field. The details of the simulations are described in Ref. 72. In both (a) and
(b), red particles are stretched and in a high energy state, whereas blue particles are in a low
energy state. The most significantly stretched part, due to stress concentration, eventually
breaks up, which allows the decrease in elastic energy and results in stress relaxation. This
process, which is an elementary process of coarsening, is repeated.
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and structural rearrangements towards a lower interface energy structure.13,39,75 Such
examples can be seen in 2D and 3D colloid simulations, as shown in Fig. 4. We stress
that this process can proceed without any thermal activation. Actually, the simula-
tions in Fig. 4 were performed without any thermal noises, namely, at T ¼ 0. This
indicates that the coarsening of network-type viscoelastic phase separation can
proceed purely mechanically: mechanically driven coarsening. This is markedly
different from a conventional picture based on the activation-type coarsening
process. We emphasize that mechanically driven coarsening cannot be characterized
by the strength of attractive interactions measured by the thermal energy kBT alone.
4.3 Examples of viscoelastic phase separation in foods

4.3.1 Ordinary viscoelastic phase separation and gelation. Foods can generally be
regarded as multi-component mixtures whose components have a large difference in
their elementary dynamics. Thus, phase separation in foods should basically belong
to viscoelastic phase separation. Here we mention a few examples. Globular proteins
and polysaccharides are two major components of many food products and are
often used to control the structure, texture, and stability of the products. There is
often a competition between phase separation and gelation process in such systems,
e.g., a mixture composed of a globular protein, bovine serum albumin and an
anionic polysaccharide, low-methoxyl pectin.78 Milk proteins are also known to
exhibit phase separation due to deletion interactions induced by polymers79 or by
addition of salt or acid. Very often network-like phase separation patterns are
observed in phase separated milk,80–82 acid skim milk gels,83 pressure-induced gela-
tion of whey proteins,84 and phase separation in ice creams.85–87 Similar phase sepa-
ration behaviour is also observed in confectionery gels.88

Phase separation in emulsions is also an important issue in food science. For
example, sodium caseinate is widely used as an emulsifying agent in many dairy
products, and it imparts stability to emulsions by a combination of steric and elec-
trostatic mechanisms. However, despite excellent coalescence stability above a
certain critical protein concentration, caseinate-based emulsions can exhibit
pronounced creaming or serum separation due to depletion flocculation induced
by excess unadsorbed proteins in the aqueous continuous phase. Upon destabiliza-
tion, network-forming phase separation is observed and can be interpreted as visco-
elastic phase separation.89 Similar behaviour is also observed in soy protein
systems.90 This type of pattern formation is basically the same as the viscoelastic
phase separation observed in polymer solutions6 and colloidal suspensions65 and
protein solutions,66 which is supported by a striking similarity between the phase
separation patterns observed.
Under a competition between phase separation and gelation, the final spatial

pattern is determined by the stage at which the pattern is frozen by gelation. This
is crucially dependent on the quenching condition: if phase separation can proceed
sufficiently before gelation starts, a phase separation structure with large character-
istic length scale can be formed. In the opposite case, a rather homogeneous pattern
is formed. We also note that for the stability of a gel, the mechanical stress generated
by viscoelastic phase separation has to be supported by the yield stress of the gel
formed. On noting these points, we can say that slow quenching (slow temperature
change, slow change in other external variables such as pH and salt concentration,
or slow chemical reaction) generally leads to a phase separation structure with a
large domain size, since phase separation can proceed before being arrested by glass
transition or gelation.

4.3.2 Dough formation. The importance of thermodynamic aspects in dough
formation has been pointed out.31,91,92 It was shown that milk proteins and flour
proteins have similar structures and functionalities and the phase behaviour of
skimmed milk protein-polysaccharide systems can be used to model that of wheat
384 | Faraday Discuss., 2012, 158, 371–406 This journal is ª The Royal Society of Chemistry 2012
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dough. The underlying commonality may be phase separation induced by depletion
interaction.93 During the mixing of flour with water, albumins, globulins, water-
soluble starch (from damaged starch granules) and pentosans form a liquid aqueous
phase. This is immiscible with glutelins and gliadins, which form a separated gluten
phase. Thus, one phase is the concentrated protein viscoelastic phase containing
gliadins and glutelins, called gluten. The other co-existing phase is a viscous mixed
solution of albumins, globulins, neutral and charged polysaccharides, which is
treated as the liquid phase. Thus, the two phases have strong dynamic asymmetry.
This means that phase separation between these two phases may be classified into
viscoelastic phase separation.
Applying shear in the process of kneading94,95 may lead to the formation of

complex phase-separation morphologies under dynamical couplings between stress
and diffusion.96 The liquid phase acts as a lubricant and the composition heteroge-
neity further enhances viscoelastic heterogeneity. In this regime it was found that in
a steady state the characteristic domain size is inversely proportional to the average
shear stress for various shear rates. In the Newtonian liquid, it is known that the
domain size R is determined by a balance between the surface energy density g/R
and the viscous shear stress h _g. In dynamically asymmetric mixtures, the stress is
of elastic origin rather than viscous origin. During a mixing process, gluten particles
deform and make crosslinkings via covalent di-sulphide bonds, which makes the
process even more complicated. Later we will also discuss phenomena like shear-
induced separation of starch and glutens.97

4.3.3 Formation of fat crystal networks. Plastic fat products such as shortening,
margarine, butter, lard, and chocolate are characterized by their solid-like nature.
The yield stress of these products is the consequence of the presence of a three-
dimensional network of fat crystals.98–101 The relation between the fractal nature
of the networks and the shear elastic modulus has been suggested.102 The formation
of fat crystal networks involves at least two processes: the formation of microcrys-
tallites and their aggregation towards the formation of networks. It is believed that
the second aggregation process is driven by van der Waals attraction between crys-
tallites.98 Thus, the process after the formation of microcrystallites is essentially the
same as the viscoelastic phase separation of colloidal suspensions.23 However, if
there is no time separation between crystal growth and aggregation, their coupling
makes the process far more complicated than ordinary viscoelastic phase separation.
Here we note that the aggregation process must be affected by hydrodynamic

interactions,42,43 as far as the viscosity of the surrounding liquid is not so high.
Hydrodynamic interactions have significant effects on the formation of the network
structure, such as its fractal dimension.23 The interplay between the shape of parti-
cles and the hydrodynamic interactions and their effects on the network morphology
are also an interesting topic for future study. The stabilization of the network
formed by microcrystallites might be induced by secondary crystallization, in addi-
tion to van der Waals attractions. This is related to the above mentioned degree of
separation between the crystal growth and aggregation processes.
4.4 Collapsing of network or foam structures

As described above, in the final stage of viscoelastic phase separation, due to a
dynamical crossover between the deformation rate induced by phase separation
and the structural relaxation of the slow-component-rich phase, a network structure
transforms into a droplet structure (see Fig. 3). This process is physically very similar
to the collapsing of network or foam structures upon a loss of elasticity under
gravity. We note that the collapsing behaviour in the absence of gravitational fields
has successfully been simulated by the viscoelastic model.13,39,75 The essential behav-
iour should be captured by the viscoelastic model including the gravitational effects
(see section 3.1). Here we mention a few examples in food products.
This journal is ª The Royal Society of Chemistry 2012 Faraday Discuss., 2012, 158, 371–406 | 385
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4.4.1 Collapsing of fat crystal networks. Here we mention the melting process of
fat crystal networks. Upon melting, the solid network transforms into a fluid
network, which is then destabilized by interfacial tension and breaks into droplets.
We note that a one-dimensional fluid tube is unstable for pinching off, which is
known as Rayleigh instability, or tube hydrodynamic instability. This process is
the same as the late stage of viscoelastic phase separation, where a network structure
transforms into droplet structures and accordingly the yield stress also disappears
(see Fig. 3). Under gravitational fields, collapsing dynamics should obey the visco-
elastic model with gravity effects (see section 3.1).

4.4.2 Formation of spongy structures in cryogels and freeze-drying products and
their collapsing. The processes of cryotropic gelation of polymeric systems occur
in the non-deep freezing, storage in the frozen state, and thawing of the solutions
or colloidal dispersions containing monomeric or polymeric precursors potentially
capable of producing gels.103–106

Polymeric materials formed under these conditions were termed as cryogels, which
we often see also in freeze-drying foods107–110 such as kori-tofu and dried vegetables
and fruits. Similar phenomena are also observed for freezing colloidal suspen-
sions,111,112 although there is a difference in the mechanism of exclusion between
polymers and colloids. When the initial solution or colloidal sol is frozen non-
deeply, i.e. not lower than several tens of degrees from the crystallization point of
the pure solvent, the resulting system is composed of the crystallized solvent (ice
in the case of aqueous systems) and the unfrozen liquid, where the gel-forming
components are concentrated: cryoconcentration. Cryoconcentration is the conse-
quence that the noncrystallizable component is expelled from crystals into the
surrounding liquid. Although the physics behind the formation of spongy structures
is very different, spongy patterns formed in this way have many similarities to those
formed by foam-like structures that are formed in viscoelastic phase separation. The
commonality comes from nucleation of solvent-rich holes or crystals and the contin-
uous increase of the concentration of shrinking or expelled polymeric components
during pattern evolution (phase separation or crystallization, respectively). Unlike
viscoelastic phase separation, however, the mechanical force balance does not
play any role in the formation of cryogels due to the solid nature of crystals, but after
thawing the stress is divided quite asymmetrically between the polymer and solvent
phase: the stress is supported exclusively by the spongy polymer structure.
Fruits and vegetables are cellular tissues containing gas-filled pores that tend to

collapse upon dehydration.113 The collapsing in the drying process involves tissue
shrinkage, cellular shrinkage, and then cell collapse. If the system size is small
enough, the system may homogeneously shrink without the formation of pores.
For a large enough system, however, the overall shrinkage of a system is very
slow and thus internal mechanical instability spontaneously takes place inside the
system, which leads to the formation of porous spongy structures. The physics of
this phenomenon is the same as that of mechanical instability (solvent hole forma-
tion) upon volume shrinking of the slow-component-rich phase in viscoelastic phase
separation (see Fig. 3) or in gels undergoing volume shrinking phase transition.64

As in the case of fat crystal networks, the reverse process, i.e., melting of spongy
structures due to heating or absorption of solvents, should be essentially the same as
the late stage break-up process of spongy or network structures into droplets in
viscoelastic phase separation: the process is dominated by interface-tension driven
flow (see Fig. 3). For example, when freeze-dried cake is heated to a certain temper-
ature, a change in the structure called collapse generally takes place. The cause of
this shrinkage has been attributed to a reduction in the elasticity and viscosity of
the matrix, to a point where the viscosity is too low to support the matrix weight.
This is essentially the same as the viscoelastic relaxation process of patterns in the
final stage of viscoelastic phase separation (see Fig. 3). This may further be related
to delayed sedimentation of gels under gravity (see, e.g., Ref. 23,65,114–116). Here
386 | Faraday Discuss., 2012, 158, 371–406 This journal is ª The Royal Society of Chemistry 2012
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transient gels formed by viscoelastic phase separation collapse under the gravita-
tional field, when the gravitational force exceeds the yield stress of the gel network.

4.4.3 Collapsing of foam structures of ice creams. Ice cream has a foam structure
composed of a fat globule network, ice crystals, a serum phase, and air cells. This
foam structure is formed in the freezing process, which both freezes a portion of
the water and adds air to increase the volume of the product. Although this process
of the formation of foam-like structure is quite different from viscoelastic phase
separation, the collapsing of foam structures is similar to the above cases. Ice cream
foams can be destabilized when ice crystals melt into liquid water. So, the basic
behaviour of collapsing should be the same as the above cases.
5 Pattern evolution in fracture phase separation

Here we show a special case of viscoelastic phase separation, where phase separation
proceeds accompanying mechanical fracture of a mixture.
5.1 Physical mechanism

The above-described mechanical nature of viscoelastic phase separation implies a
close analogy to the mechanical response of materials. Indeed, we recently found
novel phase-separation behaviour accompanying mechanical fracture (‘‘fracture
phase separation’’) in polymer solutions15 (see Fig. 5(a)). Surprisingly, mechanical
fracture becomes the dominant coarsening process in this phase separation. This
type of phase separation is observed when the deformation rate of phase separation
becomes much faster than the slowest mechanical relaxation time of a system. In this
sense, the transition from viscoelastic to fracture phase separation corresponds to
the ‘‘liquid-ductile-brittle transition’’ in the fracture of materials under shear defor-
mation17 (see Fig. 5(b)). The only difference between fracture phase separation and
material fracture is whether the deformation is induced internally by phase separa-
tion itself or externally by loading.
We argue that fracture phase separation is the process of mechanical fracture of a

transient gel against self-generated shear deformation, which is caused by volume
shrinking of the slow-component-rich phase. For slow shear deformation, a tran-
sient gel behaves as viscoelastic matter and exhibits liquid fracture behaviour for
shear deformation: viscoelastic phase separation. A network is stretched continu-
ously under stress, elongated along the stretching direction, and eventually breaks
up. This process resembles the process of liquid fracture of a material under a
stretching force (see Fig. 5(c)).117–120 For fast shear deformation, a transient gel
should behave in a solid-like manner, and exhibit brittle (or ductile) fracture behav-
iour: fracture phase separation (see Fig. 5(d)). At this moment, it is not so clear
whether crack formation in fracture phase separation belongs to ductile or brittle
fracture, since we are not able to visualize the deformation field in the coarse of
phase separation. We speculate that cracks are formed perpendicular to the stretch-
ing direction (see Fig. 5(b)). This fracture behaviour is a manifestation of solid-like
(or, elastic) behaviour119,120 of a transient gel.
The physical mechanism of this mechanical instability is basically the same as

shear-induced fracture of a viscoelastic matter: self-amplification of density fluctua-
tions under shear.16,17 In our view, a steep composition dependence of the bulk stress
leads to instability of the interaction network for the volume deformation of type
$~vp < 0, whereas that of the shear stress leads to its instability for shear-type defor-

mation, which should be the origin of fracture-like behaviour. In fracture phase
separation, elastic couplings between cracks also play a crucial role in pattern forma-
tion. We studied this problem by using a simple spring model,76 but further detailed
studies are necessary to elucidate the roles of spatio-temporal elastic coupling.
This journal is ª The Royal Society of Chemistry 2012 Faraday Discuss., 2012, 158, 371–406 | 387
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Fig. 6 Schematic figure showing the localization of mechanical stress near the surface of
drying soft matter and foods. The mechanical stress is a consequence of volume shrinking
induced by solvent evaporation.

Fig. 5 (a) Crack formation in the initial stage of fracture phase separation. Fracture phase
separation observed for a polystyrene(PS)/diethylmalonate mixture (4 wt% PS) after a quench
to 22 �C. Crack formation is clearly observed. Cracks are solvent-rich domains. The sample
thickness is 5 mm. The width of the image corresponds to 0.5 mm. (b) Schematic figure showing
liquid, ductile and brittle fracture of a material under elongational deformation. For ductile
fracture a crack is formed along 45� from a stretching direction, whereas for brittle fracture
it is formed perpendicular to a stretching direction. Brittle fracture is also characterized by
crack formation just after the linear Hookian regime. On the other hand, liquid and ductile
fracture occur after large nonlinear deformation. Viscoelastic phase separation accompanies
liquid or ductile fracture for self-generated shear deformation, whereas fracture phase separa-
tion accompanies brittle fracture. (c) Viscoelastic phase separation and (d) fracture phase sepa-
ration simulated on the basis of the viscoelastic model.15 We can see typical patterns of liquid
and solid fracture in (c) and (d), respectively.
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For a situation of fracture phase separation, the break-up of bonds is required not
only for volume deformation, but also for shear deformation of the network. To
represent such a strongly nonlinear behaviour, we introduce a steep (actually,
step-like) composition dependence also for the shear modulus:15 GS(f) ¼ G0

SQ(f �
fS
0), where fS

0 is the threshold polymer composition for the shear modulus. fS
0 may

be material specific, reflecting its constitutive relation. We speculate that fS
0 < fB

0

since the instability occurs for volume deformation before it occurs for shear defor-
mation. This is because only volume deformation can induce a composition change
and shear deformation cannot. We confirmed that the introduction of a step-like f
dependence for the relaxation time sS has a similar effect.
Fracture phase separation also provides a mechanism for the formation of

shrinkage crack patterns in both nature (tectonic plates, dried mud layers, and
cracks on rocks) and materials (cracks in concretes and coatings and grazes on a
388 | Faraday Discuss., 2012, 158, 371–406 This journal is ª The Royal Society of Chemistry 2012
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ceramic mug). This mechanism may also be relevant to crack formation in foods
upon shrinking, which we discuss below.
5.2 Examples of shrinkage crack formation in foods

Here we briefly discuss a few examples of fracture phase separation in foods. It is not
easy to find such examples in the narrow meaning of fracture phase separation.
However, pattern formation induced by mechanical fracture self-induced by volume
shrinking can be found in many situations.
The most obvious examples are surface crack formation upon drying of foods, i.e.,

evaporation of a liquid component (e.g. water) from them. Crack formation should
occur when the deformation induced by evaporation exceeds the mechanical relax-
ation rate of a material. Thus, we propose that the control of the evaporation rate
allows us to control surface crack formation or avoid it. We also note that in the
process the mechanical boundary condition plays a crucial role. This issue will be
discussed later in more detail.
An interesting example can also be seen in the structural change occurring post

mortem in meats.121 This phenomenon is induced by slow fibre shrinkage, which
leads to the formation of gaps between the fibre bundles. Lateral shrinkage of myofi-
brils, which is induced by pH drop after death, occurs while accompanying expelling
water, which resembles viscoelastic phase separation or the volume shrinkage of gels.
After the formation of gaps between fibre bundles, further shrinkage of fibres even-
tually leads to gap formation between fibres. Thus, gap formation occurs in a two
step process, which leads to two-level gap patterns. This can be explained by two
pre-existing boundaries, which have different strengths: weaker boundaries between
fibre bundles and stronger boundaries between fibres. We note that even without
such boundaries, mechanical instability generally takes place in a longer length scale
and develops towards shorter length scale upon further shrinking. in this particular
case, fracture takes place from weaker boundaries. In our viscoelastic model, we do
not have any spatial heterogeneity in elastic and viscous properties in the initial state
besides thermal fluctuations. However, if there is heterogeneity, fracture should first
take place in a weak part due to stress concentration. This feature can be incorpo-
rated into the viscoelastic model by introducing the spatial dependence of the elastic
modulus as an initial condition. After the detachment of fibre bundles, further
shrinkage of the fibres creates mechanical stress. However, since at this stage each
fibre bundle is already mechanically isolated, it has a free surface boundary condi-
tion. Since the transport of water from the surface of fibre bundles is limited,
however, the mechanical stress is generated inside a fibre bundle, which leads to
secondary fracture at boundaries between fibres. We note that the same mechanical
instability also happens in cooking meats.122 When we heat meats in cooking, lateral
shrinkage of fibres also takes place and leads to gap formation, which leads to the
formation of a peculiar texture like surface crack patterns. The basic mechanism
is the same as the above and may be classified into shrinkage-induced crack patterns.
In principle, similar cracking or porosity formation occurs when there is a signif-

icant volume shrinking in the drying process of foods such as vegetables and
fruits.113,123,124 The basic physics should be the same. Whether volume shrinking
leads to the formation of cracks or pores should depend upon the shrinking rate
and the rheological relaxation rate of the matrix. If the relevant Weissenberg number
is much larger than 1, fracture-type cracking should take place and otherwise a
porous structure should be formed. Even in the fracture mode, significant shrinking
may eventually lead to a porous structure (but without smooth interfaces).15 As in
the above cases, the initial mechanical heterogeneity pre-existing in foods should
significantly affect the spatial characteristics of initial mechanical instability. This
feature is absent in ideal viscoelastic or fracture phase separation, besides very
weak inhomogeneity due to thermal fluctuations, but can easily be incorporated
into the model.
This journal is ª The Royal Society of Chemistry 2012 Faraday Discuss., 2012, 158, 371–406 | 389
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6 Switching of the order parameter during viscoelastic phase
separation

6.1 Concept of order-parameter switching

Here we show that the dynamic behaviour of viscoelastic phase separation can be
explained by the concept of ‘‘order-parameter switching’’. Phase separation is
usually driven by the thermodynamic force and the resulting ordering process can
be described by the temporal evolution of the relevant order parameter associated
with the thermodynamic driving force. The primary order parameter describing
phase separation of a binary mixture of isotropic components is only the composi-
tion difference between the two phases in the solid or fluid model of phase separa-
tion. In the viscoelastic model, on the other hand, the phase-separation mode can
be switched between ‘‘fluid mode’’ and ‘‘elastic gel mode’’. This switching is caused
by a change in the coupling between the stress and the velocity fields, which is
described by eqn (10): eqn (10) tells us that these two ultimate cases, namely, (i) fluid
model (kpij � constant) and (ii) elastic gel model (GS(t) and GB(t) �constant), corre-
spond to sts [ sd and sts � sd, respectively. For sd [ sts the primary order param-
eter is the composition as in usual classical fluids, whereas for sd # sts it is the
deformation tensor as in elastic gels. The deformation tensor up is defined as

upij ¼ 1

2

�
vupi

vxj

þ vupj

vxi

�
(18)

It is well known2,71 that the free energy of gel, f, can be expressed only by the local
deformation tensor as f(up). Thus, we can say that the order-parameter switching is a
result of the competition between two time scales characterizing the domain defor-
mation sd and the rheological properties of domains sts. As mentioned above, thus,
this can be regarded as viscoelastic relaxation in pattern evolution. Here it should
be noted that the above two order parameters are related with each other in a gel
state as2

f0

f
¼ Det

�
vupi

vxj

�
(19)

where f0 is the volume fraction in the relaxed state.
6.2 Crossovers between the characteristic timescales

We next consider how sts and sd change with time during phase separation. To
simplify the problem, we estimate the temporal change of sd and sts, provided that
they are independent of each other. Under this crude assumption, we can estimate
the velocity field determining the deformation rate, neglecting the contribution of
$s, from the relation

~v ¼ �
ð
d~r 0Tð~r�~r 0Þ$~V$CV2fVf (20)

where T(~r) is the so-called Osceen tensor given by

Tð~rÞ ¼ 1

8phsr

�
Iþ~r~r

r2

�
(21)

According to the above equation, in the initial stage the velocity fields should
grow125 as |~v| � kBTC/3hxDf

2, where Df is the composition difference between the
two phases, and x is the correlation length, or the interface thickness. Since Df
approaches to 2Dfe (fe: the equilibrium composition) with time, this expression
390 | Faraday Discuss., 2012, 158, 371–406 This journal is ª The Royal Society of Chemistry 2012
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of |~v| reduces to the well-known relation |~v| � g/h (g: interface tension) in the late
stage [note that g � kBTC(2fe)

2/3x]. Thus, the characteristic deformation time sd
changes with time as sd � R(t)/V(t) � R(t)/Df(t)2. In the initial stage, the domain
size does not grow so much with time whereas Df rapidly increases with time;
and, accordingly, sd decreases rapidly. On the other hand, sts increases steeply
with an increase in Df, reflecting the increase in the polymer concentration in the
polymer-rich domain. Thus, sts becomes comparable to sd in this intermediate stage
of phase separation. Once sd exceeds sts, the slower phase cannot follow a deforma-
tion speed and behaves as an elastic body: the mechanical force balance dominates a
coarsening process in the intermediate stage. Next, we consider what happens in the
late stage. Since Df approaches the value of 2fe and becomes almost constant in the
late stage, sd (�Rh/g) increases with an increase in R whereas sts becomes almost
constant. Thus, sd becomes longer than sts again. This results in the fluid-like behav-
iour in the final stage of phase separation. We may regard Wi ¼ sts/sd as the Weis-
senberg number for self-generated deformation rate. The viscoelastic effects become
significant when this Wi significantly exceeds 1.
In short, sd [ sts in the initial stage, sd # sts in the intermediate stage, and sd [

sts in the late stage again. Accordingly, the order parameter switches from the
composition to the deformation tensor, and then switches back to the composition
again. When phase separation accompanies an ergodic-to-nonergodic transition
such as glass transition, phase separation ends up with a dynamically arrested state,
which can freeze network-like and sponge-like structures: gelation (see below).
Here we consider possible effects of a difference in the two types of origins of

dynamic asymmetry on pattern evolution: size disparity and the difference in Tg

between the two components. In the above, the domain deformation rate is related
to the interfacial tension g, or the coefficient c. It is known that g is inversely propor-
tional to x2, g � 0.1kBT/x

2, according to the two scale-factor universality.2 Since the
interfacial thickness, or the correlation length, x, is the size of a component, the
interface tension, g, is known to be extremely small for systems of macromolecules,
emulsions, and colloids simply because of their large sizes.126–128 However, the large
size of the slow component also results in the slow relaxation in proportion to x3.
Thus, the above Weissenberg number, Wi, can become very large even for a system
with size disparity.

7 Viscoelastic selection of phase-separation morphology

7.1 What physical factors determine the shape of pattern?

Since the deformation tensor up has an intrinsic coupling to the mechanical stress, a
pattern in the elastic regime is essentially different from that of usual phase separa-
tion in fluid mixtures, which is dominated by the balance between the thermody-
namic and the viscous force. The domain shape during viscoelastic phase
separation is determined by which of the mechanical and interface force is more
dominant in the momentum conservation equation. Roughly, the elastic energy is
scaled as GSe

2Rd (e: strain and d: spatial dimensionality) for a domain of size R, since
it is the bulk energy. On the other hand, the interface energy is estimated as gRd�1.
For macroscopic domains, thus, the elastic energy is much more important than the
interface energy in the intermediate stage where sd # sts.
The momentum conservation tells us that the domain shape is generally deter-

mined by the mechanical shear force balance condition:11

vi

�
CðfÞ

�
vifvjf� 1

d
ðvifÞ

�
vjf

�
dij

	
� sij

�
¼ 0 (22)

This leads to networklike or spongelike morphology. In two dimensions, this force
balance condition favours a three-armed treelike structure where the angles between
the arms are about 120�, whereas in three dimensions a four arm (tetrapod-like)
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structure around its junction point are favoured. This is consistent with what is
observed in Fig. 3 and 4. In the late stage of phase separation where sd [ sts, on
the other hand, the interface energy dominates a domain shape since the stress
becomes very weak.
Here we note a possible difference between a system with size disparity and a

system with disparity in Tg. As mentioned above, a system with large size disparity
is characterized by ultra-low interface tension, g. For such a system, the above force
balance condition can approximately be given by visij ¼ 0. For a system of disparity
in Tg, on the other hand, the interface tension plays a more important role when the
mechanical stress is about the same. In the final stage of viscoelastic phase separa-
tion, where the Weissenberg number, Wi, decreases and becomes smaller than 1,
the interface tension leads to the breakage of a network structure, which transforms
the morphology from network-like to droplet-like. This process may take place more
slowly for a system with size disparity than for a system with disparity in Tg.
7.2 Crucial roles of the boundary condition for a system in viscoelastic and fracture
phase separation

As described above, the mechanical force balance plays a crucial role in pattern
selection in viscoelastic phase separation. A transient gel always tends to shrink to
reduce the elastic energy, as a gel undergoing volume-shrinking transition
does.69,70 This means that the entire network tends to shrink its volume. This stress
leading to volume shrinking of a whole sample must be supported by the boundary
to have only internal mechanical instability, leading to solvent-hole formation and
crack formation. In simulations, the employment of a periodic boundary condition
automatically allows us to avoid long-wavelength instabilities. The rate of volume
shrinking is controlled by the rate of the transport of the fluid component under
the stress fields. In many experimental situations, this elastic stress is supported by
the boundary, which prevents the shrinking of the overall volume of a transient
gel. This can be realized by wetting or adsorption of the slow-component-rich phase
to walls confining a sample. In our experiments using a quasi two-dimensional
sample for microscopic observation, or for an anisotropic confinement of a sample,
the volume shrinking in the lateral direction is strongly suppressed by a large friction
of the sample to the walls. This boundary effect is the very origin of the mechanical
stress acting against concentration diffusion ( $~vp). Even if there is no fixed
boundary condition, for a very large sample there is a clear separation between
the time scale of the volume shrinking of the entire sample and that of the local
development of the mechanical instability. For a small sample, however, the volume
shrinking takes place rather rapidly and thus affects or interferes the internal
mechanical instability. We reported such volume shrinking behaviour of the whole
transient gel accompanying mechanical instability in a macroscopic length scale in
Ref. 64.
This special role of the boundary condition in phase separation is a manifestation

of the mechanical nature of phase separation, which is common to both viscoelastic
and fracture phase separation. We note that surface crack formation is also affected
by such a boundary condition. During evaporation of the liquid component, the
volume shrinking of the surface part takes place much faster than the bulk part
far from the surface. Thus, the bulk part plays the same role as a fixed boundary
condition and supports the mechanical stress, which leads to the formation of
surface crack patterns.
Surface crack patterns can also be induced by bulk expansion: the slow (or solid-

like) surface layer cannot catch up with the expansion of the bulk. This is, for
example, the case of surface crack formation of chocolate loafs. Surface crack
formation during freezing of foods may also share the same origin: volume expan-
sion due to ice crystallization in the bulk may lead to surface crack patterns, if crys-
tallization near the surface is more suppressed than bulk due to partial drying or any
392 | Faraday Discuss., 2012, 158, 371–406 This journal is ª The Royal Society of Chemistry 2012
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other reasons. We also note that surface crack formation can also be caused by cool-
ing of a glassy material from its surface. This is because surface cooling leads to a
larger volume shrinking near the surface. This causes the extensional mechanical
stress on the surface, which may induce brittle fracture of the surface region that
becomes solid-like near and below the glass transition upon cooling. This may be
the case for formation of grazes on ceramic or glass mugs.
8 Arrest of viscoelastic phase separation

8.1 Gelation as dynamically arrested viscoelastic phase separation

Gels and glasses are important nonergodic states of condensed matter, both of which
are dynamically arrested nonequilibrium states.129 Unlike crystals, their static elas-
ticity does not come from translational order. These states are particularly impor-
tant in soft matter and foods. In particular, a gel can sustain its shape under
gravity, but is still soft enough to eat; because of these features, it is a major
form of foods. Thus, we briefly consider the nature of gel and the mechanism of
its formation.
We show a schematic state diagram for colloidal suspensions in Fig. 7, which

shows that a transient gel is a consequence of viscoelastic phase separation and a
permanent gel is a consequence of viscoelastic phase separation dynamically arrested
by glass transition.23 Recently, by combining careful experiments and simulations,
Lu et al.68 showed evidence that colloidal gelation is spinodal decomposition dynam-
ically arrested by glass transition. Here it is worth pointing out that spinodal decom-
position is not the necessary condition, but phase separation including nucleation-
growth type is enough to cause gelation if the slow-component-rich phase is the
majority phase.23 In this scenario, there is an intimate relation between gels and
glasses, since the source of dynamic arrest for these two nonergodic states is the
same. However, there are many distinct differences in both structures and dynamics
between them (see, e.g., Ref. 130). Locally the dynamic arrest is a consequence of
glass transition. However, since gelation is a consequence of phase separation, it
Fig. 7 Schematic state diagram for colloidal suspensions, emulsions, and protein solutions.
Whether phase inversion takes place or not is determined by the static symmetry line on which
the two separated phases occupy the same volume. In the left-hand side of this line, a network
pattern is formed, whereas in the right-hand side a sponge-like structure is formed. Whether
viscoelastic phase separation is arrested or not is determined by the glass-transition line. The
timing when viscoelastic phase separation is arrested by glass transition, or the degree of coars-
ening of a phase-separated structure, is dependent on the quenching condition (the composi-
tion, the effective temperature, and the quench speed).
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intrinsically has macroscopic spatial heterogeneity. This is always the case if a gel is
formed by ordinary attractive interactions between particles.
In some cases, however, gelation involves specific interactions such as strong

hydrogen or covalent bonding and microcrystallite formation (e.g., gelatin gels
and agarose gels). We note that the mechanism of gelation in these cases is different
from the above scenario, reflecting the difference in the mechanism of local dynamic
arrest. For example, in gelatin and agarose crosslinking points are formed by micro-
crystallites of polymers. In some biopolymers hydrogen bonding between polymers
is responsible for gelation, whereas in gluten di-sulphide bonds are responsible. The
difference in the physical interactions stabilizing a gel network leads to the difference
in the stability and yield stress. Upon viscoelastic phase separation, mechanical
stress is always generated in the polymer-rich phase but the formation of crosslink-
ings leads to an increase in the yield stress, which results in the stabilization of the gel
under the mechanical stress. We emphasize that this mechanical stress is induced by
many body effects (the sum of attractions between many molecules) and thus can
well exceed the interaction strength per bond, which is often measured in the unit
of kBT. Thus, even for strong attractions ([kBT), coarsening can proceed upon
phase separation accompanying gelation (see the discussion in section 4.2) if there
is a strong driving force for volume shrinking, although stronger bonds of course
tend to increase the yield stress and make a gel more stable. The level of coarsening
can also crucially depend upon the stage at which gelation takes place upon phase
separation (see the state diagram and the caption of Fig. 7).
8.2 Ageing of gels and glasses

The scenario that gelation is viscoelastic phase separation dynamically arrested by
glass transition immediately tells us a crucial difference in the ageing mechanism
between gelation and vitrification. In viscoelastic phase separation, the coarsening
is driven by elastic stress associated with volume shrinking and interfacial tension.
These features are absent in the ageing of glass transition, at least in colloidal
suspensions, due to the conservation of the composition. In ordinary glass transi-
tion, which takes place under a condition of constant pressure, the volume of a
sample decreases (or, the density increases) while ageing, since the ageing accom-
panies the densification due to attractive interactions. We can say that the ageing
of gels proceeds under the momentum conservation while satisfying eqn (22).72

The intrinsic macroscopic heterogeneity of gels, which comes from its link to visco-
elastic phase separation, leads to strong inhomogeneity of particle mobility, i.e.,
faster dynamics near the interface.131

Whether viscoelastic phase separation is dynamically arrested or not may be
determined by whether the connectivity of the slow-component-rich phase remains
when the system reaches a nonergodic state or not. Once the volume shrinking stops,
the driving force for domain coarsening becomes only the interfacial tension. If the
yield stress of a gel is higher than the force exerted by this interfacial tension, the
system is basically frozen and only exhibits slow ageing towards a lower free-energy
configuration, which is basically the same as that of glasses.
8.3 Moving droplet phase

Here we mention another type of viscoelastic phase separation, which takes place in
a mixture with a low volume fraction of the slow component. At such a low volume
fraction, the slow-component-rich phase immediately forms droplets, which shrink
their size by expelling a solvent. This shrinking process is finished rather quickly
because of the small size of the droplets. Thus, the volume fraction inside droplets
may rapidly reach a glassy state if the final volume fraction is higher than the glass
transition volume fraction. If the collision timescale is shorter than the structural
relaxation time, droplets behave as elastic glassy balls. This may also be expressed
394 | Faraday Discuss., 2012, 158, 371–406 This journal is ª The Royal Society of Chemistry 2012
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as follows. If the contact time during droplet collision due to Brownian motion is
shorter than the material transport between droplets, droplets do not coalesce and
stay without growing for a fairly long time. We refer to this interesting metastable
state due to the elastic or glassy nature of droplets as ‘‘moving droplet phase’’.4,5,7,11

This phenomenon may be used to make rather monodisperse particles whose size
is in the order of sub microns to microns. Recently, it has been shown that even
random nonionic amphiphilic copolymers can form stable aggregates, a mesoglob-
ular phase between individual collapsed single-chain globules and macroscopic
precipitation.132 The monodisperse nature is a direct consequence of the formation
of droplets due to the growth of concentration fluctuations with a characteristic
wavenumber and little coarsening after that. So, this phenomenon may provide us
with a new very simple and low cost method to make particles with a desired size,
which may be useful in both soft materials and foods industries. For example, we
speculate that the formation of elastic particle gels of proteins133 may share a
common mechanism with the moving droplet phase.
We also note that if the droplet concentration becomes too high, droplets are no

longer stable and tend to aggregate to form networks.65 After the formation of
networks, the behaviour is similar to viscoelastic phase separation. This may be re-
garded as a two-step viscoelastic phase separation: the formation of elastic gel
particle followed by network formation.
8.4 Arrest of viscoelastic phase separation by smectic order

So far we have considered only phase separation of a mixture of isotropic disordered
materials. However, there is a possibility that viscoelastic phase separation accom-
panies other ordering phenomena. Here we show an interesting example in which
viscoelastic phase separation is arrested by smectic ordering.134 We studied phase
separation of an ordered phase (lamella) of a lyotropic liquid crystal (tri-ethylenegly-
col mono n-decyl ether (C10E3)/water mixtures) into the coexistence of an ordered
(lamella) and a disordered (sponge) phase upon heating. When phase separation
cannot follow the heating rate, viscoelastic phase separation is observed. The slow
lamella phase, which has internal smectic order and anisotropic elasticity, cannot
catch up with the fast domain deformation, and thus it transiently behaves like an
elastic body and supports most of the mechanical stress. On the other hand, the
less viscous sponge phase, which is an isotropic Newtonian liquid, cannot support
any stress. This dynamic asymmetry leads to the formation of a well-developed
network structure of the lamella phase.
If phase separation is slow enough to satisfy the quasi-equilibrium condition, then

membranes can homeotropically align along the interface between the two phases
while keeping their connectivity, to lower the elastic energy. This leads to the forma-
tion of a cellular structure (see Fig. 8). The lamellar films forming closed polyhedra
cannot exchange material with layers in neighbouring polyhedra, except by perme-
ation (i.e., diffusion of material normal to the layers). For slow permeation, which
should be the case in our system, the lamellar films can exhibit dilational elasticity,
which leads to a (quasi-)stable cellular structure. This is markedly different from a
soap froth, where the stretching fluid film merely pulls in material from the others
without any elastic cost. Thus, a high degree of smectic order in the cell walls and
borders stabilises the cellular structure: any deformation of the smectic order increases
elastic energy and thus the structure is selected by the elastic force balance condition.
We also note that this is an interesting example showing that the heating rate can

be used to control the type of phase separation, covering from droplet phase sepa-
ration, to network phase separation, to foam-like phase separation. This may be
relevant in pattern formation in foods, where the change in a physical variable,
such as temperature, is not instantaneous (see also section 4.1).
This phenomenon may be applied to phase separation of systems with smectic

order, such as lyotropic and thermotropic smectic liquid crystals and block
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Fig. 8 Cellular pattern formation in a lyotropic liquid crystal (a C10E3/water mixture of
19.9 wt% C10E3) observed at 42.15�with polarizing microscopy. The inset schematically shows
how membranes are organized in a cellular structure. In a border region, there is a disclination
line of strength �1/2.
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copolymers.135 The basic physical strategy may also be used for various types of soft
matter and foods, which have other internal order that can support elastic stress.
Here it may be worth noting that similar stabilization of foam-like structures by
introducing lamellar order in gels has been known as a-gels in food science.136–138

This phase is often thermodynamically unstable and further transforms into the coa-
gel phase, where monoglycerides are crystallized into plate-like crystals. These states
are applied to dressings, mayonnaises, sauces, processed cheese, meat products and
fat spreads.136 The establishing lamellar order without crystallization would lead to
extremely stable foam structures. We also note that the kinetics of phase separation
is a key factor for attaining lamellar order in the cell wall.
9 General mechanism of the formation of cellular, foam-like, or
sponge-like structures in materials

Next we discuss the universal nature of a spongelike morphology and its physical
origin. It is known that gel undergoing volume-shrinking phase transition forms a
bubble-like structure.69–71

We argue that the physical origin of the appearance of a honeycomb structure in
plastic foams (e.g. polystyrene and urethane foams) and breads is also similar to
that of a network structure in viscoelastic phase separation. When we consider
the mechanical force balance equation in the formation of network patterns, the
pressure, p, plays only a minor role: p is determined to satisfy the incompressibility
condition. However, the formation of foam structures is usually induced by the
liquid-to-gas transformation of one of the components of a mixture (see below),
which accompanies its large volume expansion. This expansion creates high internal
pressure in gas bubbles, and thus the gas pressure, p, plays a key role in the morpho-
logical selection in the foam formation. To describe this phenomenon we need to
use the dynamic equations for compressible liquids. The force balance can be satis-
fied only when a gas bubble is surrounded by the matrix phase: the internal gas
pressure is balanced with the mechanical stress created by the stretched matrix
phase surrounding the gas bubble. It is this feature that leads to the formation of
cellular foam structures. As in the case of network formation in viscoelastic phase
separation, we can say that the foam structure formation is a mechanically selected
pattern formation, and thus can be regarded as a special case of viscoelastic phase
separation.
Besides the above-mentioned difference in the morphological selection, all these

processes have a common feature that holes of a less viscoelastic fluid phase (gas
396 | Faraday Discuss., 2012, 158, 371–406 This journal is ª The Royal Society of Chemistry 2012
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in plastic foams, water in gels, solvent in polymer solutions, and so on) are nucleated
in a phase-separation process to balance the force associated with the formation of a
heterogeneous structure in an elastic medium. Then, the more viscoelastic phase
decreases its volume with time (only relatively in the case of foams). This volume
shrinking process is dominated by the transfer (diffusion or flow) of the more mobile
component under stress fields, from a more viscoelastic phase to the less viscoelastic
phase. The limiting process of material transport between the two phases is that in
the slower phase. The above picture suggests that a spongelike structure is the
universal morphology for phase separation in systems in which one of the compo-
nents asymmetrically has (visco)elasticity stemming from either topological connec-
tivity or long-range interactions.
9.1 Selection principles of patterns for viscoelastic and elastic phase separation

It is worth noting that this pattern selection differs from phase separation of elastic
solid mixtures (e.g. metal alloys). We note that elasticity, which is static, does not
involve any time scales (or velocity fields). For elastic phase separation, thus, the
momentum conservation, or force balance condition, is irrelevant for the selection
of morphology and the pattern evolves solely to lower the elastic energy, while
obeying the diffusion equation alone. We emphasize that the momentum conserva-
tion is relevant only when a mixture contains a fluid as its component.
Elastic effects often originate from a lattice mismatch between the two atomic

components in solid alloys. First of all, solid phase separation accompanies little
volume change of each phase. Furthermore, the softer phase always forms a
network-like continuous phase to minimize the total elastic energy,2 in contrast to
our case. This is because it is energetically more favourable to deform the soft phase
than the hard phase. In solid mixtures, the elastic energy minimization determines
pattern formation, whereas in liquid mixtures the momentum conservation (or the
force balance) determines the phase-separation morphology.
Concerning the momentum conservation, we note that hydrodynamic degrees of

freedom play a significant role in the initial and final stage of phase separation. For
example, network formation in colloid phase separation is significantly influenced by
the hydrodynamic interactions between colloids.13,42,43 In the final stage, hydrody-
namic effects are important to describe Rayleigh instability of tubes (or networks).
In the intermediate stage, on the other hand, hydrodynamic effects are not so signif-
icant and only the force balance plays an important role in pattern evolution. To
describe this regime, thus, we may use Langevin (Brownian) dynamics139–141 or
Newton dynamics.
9.2 Pattern formation in plastic foam

A typical formation process of plastic foams is as follows (see, e.g., Ref. 142). First, a
polymer matrix absorbing a low-boiling-point solvent is prepared. Then, its temper-
ature is raised above the boiling point of the solvent, which induces bubble forma-
tion in the polymer matrix. These bubbles nucleate and grow as the result of
evaporation of the solvent from the polymer matrix. The total volume of the sample
expands as a result of the liquid-gas transformation of the solvent. In this process, a
pattern is dominated by the mechanical force balance condition with the contribu-
tion of the gas pressure, p. This is caused by the strongly asymmetric stress division:
gas bubbles cannot support any mechanical stress besides the hydrostatic pressure
and only the polymeric phase can support it. In this way, a cellular pattern is formed.
As mentioned above, it was pointed out that strain hardening plays an important
role in the formation of cellular patterns.56 This may be because strain hardening
prevents the liquid-type rupture of cell walls. Thus, it can be viewed as the enhance-
ment of the importance of mechanical stress over interfacial tension in the force
This journal is ª The Royal Society of Chemistry 2012 Faraday Discuss., 2012, 158, 371–406 | 397
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balance condition (see, e.g., eqn (22)). Finally, foam structures are stabilized by glass
transition or crystallization.
9.3 Foam structure formation in foods such as breads, cakes, snacks

Here we consider the formation mechanism of a foam structure of foods on the basis
of the concept of viscoelastic phase separation. We note that a diverse range of foods
are aerated, using a similarly varied assortment of processing methods. The physical
mechanism is essentially the same as that for plastic foams.
First we consider the foam structure formation in breads. A bread is basically

comprised, at a macroscopic level, of the gas and the solid (cell wall material) phase.
When viewing the final structure of a bread crumb, we can see that the solid wheat
phase is connected and the gas cells are often isolated, but sometimes partially con-
nected.143 The volume fraction of the phases and the nature of their connectivity and
topology determines the structure, and consequently the mechanical properties of
breads. Thus, it is crucial to understand how the two phases are formed in a
bread-making process.31 First we prepare a dough, which is made from a mixture
of wheat flour, yeast, and water. In the mixing processes, proteins are hydrated,
small gas (CO2) bubbles are formed by yeast fermentation and then their sizes are
reduced by kneading. In this process, gluten particles are crosslinked by di-sulfide
bonding and a gluten network is formed. In the heating process, small CO2 bubbles
may act as nucleation centres for water vapour droplets formation. This latter
process creates a large mechanical stress upon their volume expansions and is
responsible for the formation of a cellular structure. To maintain the vapour pres-
sure, it is important that surface heating makes the dough surface dense enough
to prevent transport of water vapour. Then the structure is frozen by glass transi-
tion48 or crystallization, namely, the transformation from a viscoelastic matter to
a solid. An example of a cellular structure of a bread is shown in Fig. 9 (see also
Ref. 144). Thus, this entire process is markedly similar to the above-explained
formation process of plastic foams. As in plastic foams, the importance of strain
hardening in the formation of cellular patterns are also pointed out for food poly-
mers such as breads.57,58,145,146 We note that the formation of foam structures in other
spongy foods such as cakes147,148 and baked starch foams149 is also basically the same
as breads.
Here, we also mention the application of supercritical fluids for foaming of poly-

mers and foods.150,151 A supercritical fluid, which is in a region above its critical
temperature and pressure, exhibits interesting behaviour by combining the proper-
ties of conventional liquids and gases. Its liquid-like density allows for solvent power
Fig. 9 A cellular pattern of a thin bread formed on a temperature-controlled hot stage. The
pattern is observed with optical microscopy. Coexisting cellular and network-like structures
are clearly observed.
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of orders of magnitude higher than gases, while gas-like viscosity leads to a high rate
of diffusion. These facts combine to ensure rapid swelling of polymers by supercrit-
ical fluids to equilibrium values comparable to liquid solvents. In addition, super-
cooled fluids can readily plasticize glassy polymers. A pressure quench from
supercritical conditions at constant temperature ensures that no vapour-liquid
boundary is encountered during the process of solvent removal. This helps avoiding
damaging the delicate cellular structure. Foam formation using supercritical liquid
can be triggered simply by changing pressure. The mechanism of foam structure
formation is essentially the same as the above plastic foams and breads.
10 Shear-induced composition fluctuations and demixing

10.1 Basic mechanism of shear-induced instability

Finally, we consider shear-induced composition fluctuations and demixing (or floc-
culation) in polymer solutions10,18–22,152–156 as well as in colloidal suspensions and
emulsions.23 Shear-induced composition fluctuations are induced by a steep increase
of h with f. An intuitive explanation was given as follows.152,153 Shear-induced dem-
ixing is caused by a certain mechanism to store elastic energy under shear. This
elastic energy effectively leads to a change in the free energy functional, which results
in an effective shift of the phase diagram and destablizes a thermodynamically stable
system. However, this picture has turned out to be too simplistic. It was shown by
intensive theoretical studies10,18–22 that we need to treat dynamical couplings between
the composition and stress fields properly to explain shear-induced demixing of
polymer solutions. This phenomenon is now widely known as ‘‘shear-induced dem-
ixing’’ in polymer solutions under shear.18

Some time ago we considered whether similar phenomena can be observed in
colloidal suspensions, emulsions, and protein solutions or not.23 In polymers, the
conformational degrees of freedom of chains and entanglement effects play a crucial
role in shear-induced instability. Since such internal degrees of freedom are absent in
suspensions of particle-like objects, the mechanism to store elastic energy under
shear in colloidal suspensions should be essentially different from that in polymer
solutions.23 At first sight, shear effects seem less pronounced for colloidal suspen-
sions than for polymer solutions. Thus, this problem is far from being obvious.
In the following, we briefly discuss shear effects on colloidal suspensions on an

intuitive level.23 Under thermal fluctuations, local shear stress is stored inhomogene-
ously due to a strong nonlinear and asymmetric dependence of GS(f) and sS(f) on f.
Note that the stress relevant to a shear problem is the ‘‘shear’’ stress, sS

c. The linear
stability analysis tells us that this enhances composition fluctuations along the exten-
sion axis of the flow, since this stress moves colloidal particles towards a more
concentrated region. This positive feedback process results in shear induced insta-
bility in a self-catalytic manner.
In the linear Newtonian regime under the condition _gs

S
� 1, where _g is the shear

rate, sc is given as

sc � hðfÞð~V~vþ ð~V~vÞtÞ � hðfÞ _g: (23)

Then, one can straightforwardly obtain the following expression for the relaxation
rate of the composition fluctuations convected by shear flow:18

Geff ¼ L

�
q2
�
r0 þ Cq2

�� 2

�
vh

vf

�
T

f�1 _gqxqy

�
�
1þ xve

2q2
�

(24)

It is important to note that if (vh/vf)T > 0, Geff can be negative even for positive r0
for _g > _gc, indicating the growth of composition fluctuations even in a
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thermodynamically stable region. Compare this equation for shear-induced insta-
bility with that for thermodynamic instability, eqn (16). The critical shear rate _gc

is thus obtained, using rf defined in section 3.7, as

_gc � rff/(vh/vf)T. (25)

Recently it was demonstrated by Furukawa and Tanaka16 that this condition can
be rewritten by using the osmotic pressure, P, as follows:

_gc � (vh/vP)T
�1. (26)

For a general implication of this relation and its relevence to single-component
glassy systems, please refer to Ref. 16 and 17.
10.2 Shear-induced instability and fracture in foods

Shear flow is often applied to foods in the processing. Because of intrinsic dynamic
asymmetry between the components of foods, shear flow often enhances or induces
phase separation.18 At the same time, shear gradient deforms and breaks up domains
formed by phase separation.2,96 As mentioned above, such examples can be seen in
dough formation by kneading.94 Unlike the formation of a rather narrow domain
size distribution in simple shear, shear induced migration may lead to macroscopic
phase separation under shear gradient or curve linear flow.157 Such migration
phenomena may also been described in terms of the two fluid model similar to the
viscoelastic model158 by considering effects of normal stress differences.159

Furthermore, flow can generate anisotropic structures such as layered structures
and fibrous structures, which provide anisotropic mechanical properties sometimes
useful for food products known as anisotropic protein-rich foods.160 In polymer
mixtures18,161 and colloidal suspensions,162 at a high shear rate string-like phase sepa-
rated structures are formed. We note that string-like phase separation is observed for
a system with rather weak dynamic asymmetry between the two phases. For strongly
dynamically asymmetric cases, more chaotic and disordered structures are formed.96

This indicates that string-like domain formation is of hydrodynamic origin and the
interplay between shear deformation and interface tension may play a primary role
in the selection of the string structure. We also note that stringlike morphology,
more precisely, leek-like structures, can also be formed along the flow direction by
shear flow in a lyotropic lamellar phase.163

Lamella-like layered structures are often ascribed to so-called shear banding,
which is a consequence of nonlinear rheology accompanying non-monotonic
stress-strain rate relation.164,165 Such nonlinearity may come from a coupling
between shear flow and internal degrees of freedom of slow components, e.g., orien-
tation of polymer chains.166 A constitutive relation such as the nonlocal Johnson-Se-
galman (JS) model can describe rheological instability,164,165 which is very similar to
the upper-convective Maxwell relation, besides additional inclusion of the slippage
effects and the so-called stress diffusion term in the nonlocal JS model. Thus, the
viscoelastic model may describe rich pattern evolution in a nonlinear flow regime
at least on a phenomenological level. Unlike a single-component description, the
two-fluid model provides a coupling between shear, stress, and concentration fields,
which is crucial in multi-component systems such as foods. In relation to this, it is
worth noting that in the two-fluid model, the nonlocal constitutive relation may
not be required to have stable shear banding since similar nonlocal effects are ex-
pected to be produced by the concentration gradient and their couplings to stress
and strain fields.18,96,167,168 For theoretical analysis, we need to treat nonlinear effects
properly, including the spatial variation not only in the concentration field, but also
the stress and strain fields, and their couplings. This is a difficult theoretical task.
Whether we fix the total stress or strain rate applied is also crucial for the selection
400 | Faraday Discuss., 2012, 158, 371–406 This journal is ª The Royal Society of Chemistry 2012
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of nonequilibrium steady states, e.g., gradient and vorticity banding, if they
exist.164,165,169 In previous studies of shear instability, the steep dependence of the
transport coefficient, the structural relaxation time, and the elastic modulus on
the order parameter such as the composition, f, has not been considered carefully.
However, as emphasized above, it may induce instability of a different mechanism
and thus play a crucial role in shear-induced phenomena.10,16–23,152–156,170 This
problem needs further study in the future.
11 General nature of viscoelastic phase separation and classifications
of rheological behaviour of materials, phase separation, fracture

First we consider the general nature of the basic equations describing viscoelastic
phase separation:12 (i) if we setGS(t� t0)¼ GS(f(~r,t)), whereGS is the shear modulus,
GB(t� t0)¼ GB(f(~r,t)), whereGB is the bulk modulus, and the absence of the velocity
fields (~v ¼ 0), a viscoelastic model reduces to the elastic solid model.171 (ii) If we
further assume that GS and GB do not depend on the composition, f, it reduces to
the solid model (model B3). (iii) If we assume dynamic symmetry between the two
components of a mixture in the viscoelastic model, it reduces to a new model of
symmetric viscoelastic model.12 If we further assume slow enough deformation,
then, it reduces to the fluid model (model H3). (iv) If we assume only GS(t) ¼ GS

and GB(t) ¼ GB, the viscoelastic model reduces to the ‘‘elastic gel model’’2,71 that
describes phase separation in elastic gels. Note that the time integration of the
velocity becomes the deformation ~up, and

sij ¼ GS

�
vupj

vxi
þ vupi

vxj
� 2

3
ð~V$~upÞdij

�
þ GBð~V$~upÞdij .

Thus, the viscoelastic model is the general model of phase separation that can
describe any type of phase separation in mixtures of isotropic condensed matter,
as its special cases.12

The viscoelastic model in the classification of isotropic phase separation corre-
sponds to viscoelastic matter in the classification of isotropic condensed matter.
Viscoelastic matter includes any condensed matter ranged from solid to fluid. The
Fig. 10 Schematic figure explaining the classification of phase separation of isotropic matter
and its relation to the classification of materials and mechanical fracture. In the classification of
materials (left), the ratio of the structural relaxation time, st, to the observation time, so, which
is known as the Deborah number, is a key number. In the classification of phase separation
(middle), the ratio of sts to sd, plays a crucial role, as discussed in section 6.2, and is regarded
as the Weissenberg number for deformation self-induced by phase separation. On the classifi-
cation of fracture (right), please refer to Ref. 17.
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key factor for the classification of materials is the relation between the characteristic
internal rheological time, st, and the characteristic observation time, so. Correspond-
ing to this, the key physical factor for the classification of isotropic phase separation
is the relation between the characteristic time of phase separation (domain deforma-
tion), sd, and the characteristic rheological time of the slower phase, sts. The above
analogy is schematically summarized in Fig. 10.
Furthermore, this classification may also be common to that of mechanical frac-

ture,17 which is determined by the relation between the time when instability set in,
the mechanical relaxation rate, and the deformation rate (see Fig. 10). The only
difference between the two is whether the deformation is induced by phase separa-
tion or externally imposed. See Ref. 17 on the details of mechanical fracture.

12 Summary

In summary, we show that viscoelastic phase separation and the concept of dynamic
asymmetry are very useful for understanding not only phase separation and gelation
in soft matter and food materials but also their mechanical instability under shear
deformation. We demonstrated that the viscoelastic model including both bulk
and shear stress contributions is a very general model that can universally describe
phase separation of condensed matter.
We also demonstrate that the formation of heterogeneous network or cellular

structures in foods and their collapsing may be regarded as mechanically driven
pattern evolution and can be understood in the framework of viscoelastic phase
separation. Dynamic asymmetry may be a key to the physical understanding of
not only phase separation but also mechanical instability of materials under defor-
mation. These phenomena of mechanically driven inhomogeneization can be under-
stood in a unified manner on the basis of the concept of dynamic asymmetry. Besides
these direct applications, finally we mention another interesting possibility of appli-
cations of viscoelastic phase separation: recently it was shown that a spatially hetero-
geneous pattern formed by protein phase separation causes a Bragg reflection of
light, which is an origin of a colour of bird feathers.172 We believe that this phase
separation should also belong to viscoelastic phase separation. This phenomenon
may be used to put beautiful colours to foods without using (toxic) dye molecules.
At this moment, viscoelastic phase separation and shear-induced mechanical

instability can be studied analytically only in their linear regimes. Thus, numerical
simulations play a major role in our understanding of these phenomena. Thus, simu-
lations based on the phenomenological viscoelastic two-fluid model may be very
useful in studying nonequilibrium and nonlinear dynamical behaviour of foods,
including phase separation and flow-induced phenomena.
In relation to this, we finally mention some fundamental remaining problems of

the current viscoelastic model.1 The dissipation in a dynamically asymmetric mixture
may not be given by a simple sum of friction due to the relative motion of the
components and hydrodynamic dissipation. Here the nonlocal nature of the trans-
port, which is characterized by the viscoelastic length, xve, should also be considered
properly in the process of the coarse-graining.2 The phenomenological constitutive
relation crucially depends on the composition dependence of the elastic moduli
and the mechanical relaxation times. However, there is no firm basis for the physical
description of these quantities. For more quantitative understanding of viscoelastic
phase separation it is crucial to overcome these difficult problems.
We hope that this article will contribute to better understanding of pattern forma-

tion and mechanical instability of foods.
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