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A comparison of various averaging techniques to calculate the Average Exposure Indicator (AEI)

specified in European Directive 2008/50/EC for particulate matter in ambient air has been performed.

This was done for data from seventeen sites around the UK for which PM10 mass concentration data is

available for the years 1998–2000 and 2008–2010 inclusive. The results have shown that use of the

geometric mean produces significantly lower AEI values within the required three year averaging

periods and slightly lower changes in the AEI value between the three year averaging periods than the

use of the arithmetic mean. The use of weighted means in the calculation, using the data capture at each

site as the weighting parameter, has also been tested and this is proposed as a useful way of taking

account of the confidence of each data set.
Introduction

Pollutants in ambient air remain of concern because of their

potential negative effect on human health and environmental

sustainability. One of the most damaging pollutants in terms of

human health is respirable particulate matter (PM) – especially

particles with an aerodynamic diameter of 10 mm or less (PM10).
1

Furthermore, as the understanding of how particles insult body

tissues increases, attention is turning to the smaller PM size

fractions (such as PM2.5), which are able to penetrate deeper into

the lungs.2Asa result of these concerns there is significant national

and European legislation in place to limit the exposure of citizens

to this harmful PM by placing restrictions on the allowable mass

concentration in ambient air of not only PM10 but also PM2.5.
3

Rather than setting simple limit values which must be obtained,

for example as in the case of the allowable mass concentration of

lead in PM10 of 0.5 mg/m3, the requirements for PM have been

made somewhat more complicated. In particular, the recent
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Environmental impact

The Average Exposure Indicator (AEI) is an important new summ

a single metric to assess the mass concentration of PM2.5 in eachMe

calculations should be performed. Therefore, the impact of this wo

change in the AEI, may be obtained depending on the averaging

implications for Member States in Europe attempting to calcula

guidance on this piece of legislation. The conclusions presented wil
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Directive 2008/50/EC on ambient air quality and clean air for

Europe3 (the ‘Directive’) published by the European Commission

established a ‘National Exposure Reduction Target’ for PM2.5

based on requirements to reduce PM2.5 concentrations in ambient

air by 2020, according to a percentage that is dependant on their

average concentration value in 2010. The quantity that is required

to be reduced is the ‘Average Exposure Indicator’, and is defined

in the legislation as:3

‘‘The Average Exposure Indicator expressed in mg/m3 (AEI)

shall be based upon measurements in urban background locations in

zones and agglomerations throughout the territory of a Member

State. It should be assessed as a three-calendar year running annual

mean concentration averaged over all sampling points established

pursuant to Section B of Annex V [which establishes where and

how many sampling sites each EU Member State should have].

The AEI for the reference year 2010 shall be the mean concen-

tration of the years 2008, 2009 and 2010.’’

The merit of the AEI is that it directs attention to overall

population exposure rather than just focussing on high concen-

tration ‘hotspots’. Indeed, action to reduce the AEI may be much

more cost effective than action to eliminate high concentration

hotspots where few people may be exposed. Therefore, the AEI
ary statistic in European legislation that attempts to calculate

mber State. The legislation is not explicit as to exactly how these

rk lies in illustrating how different values for the AEI, and the

strategies used during calculation. This work will have major

te their AEI and for the European Commission in providing

l help work towards comparability across Europe.
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Table 1 Exposure reduction targets relative to the AEI in 2010 outlined
in Directive 2008/50/EC. The Directive also notes: ‘‘Where the AEI in the
reference year is 8.5 mg/m3 or less the exposure reduction target shall be
zero. The reduction target shall be zero also in cases where the AEI reaches
the level of 8.5 mg/m3 at any point of time during the period from 2010 to
2020 and is maintained at or below that level.’’

AEI in 2010/mg/m3

Reduction target
to be met by 2020

#8.5 0%
>8.5 to <13 10%
$13 to <18 15%
$18 to <22 20%
$22 18 mg/m3
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relates to the concentration across a specified ensemble of

monitoring locations (51 in the case of the UK4) over a period of

three years, whilst target and limits values for particulate matter

generally relate to the concentration at one site during one year.

The AEI for year x is therefore the mean concentration measured

during years x, (x � 1) and (x � 2). Table 1 is reproduced from

the Directive3 and summarizes the requirements for exposure

reduction. In addition, it is noteworthy that the ‘Exposure

Concentration Obligation’ requires Member States to achieve

AEIs of 20 mg/m3 by 2015. (Furthermore a limit value at each

site, averaged over a calendar year, of 25 mg/m3 by 2015 and

20 mg/m3 by 2020 is also in place). These requirements are

summarized graphically in Fig. 1.
Fig. 1 A graphical representation of the requirements of the National

Exposure Reduction Target in terms of the AEI measured in 2010 and the

AEI to be achieved by 2020 (solid line). The diagonal dotted line repre-

sents the case of equal AEIs in 2010 and 2020 and thus, as indicated, the

gap between this line and the solid line where positive represents the

reduction in AEI required over the ten year period, and where negative

represents the region where no reduction is required. The limit values

(LV – relating to individual sites) and exposure concentration obligation

(ECO – relating to the ensemble of AEI sites) are also indicated together

with the years they must be achieved by.
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The subtlety in the consideration of these metrics is in exactly

how they should be calculated. One issue is which sites should be

chosen to perform this calculation. However, the ensemble of

51 monitoring locations that is relevant to the calculation of the

AEI in the UK has already been decided,4 as per the instructions

of the Directive, which required that selection of sites used to

perform the AEI calculation be performed by September 2008.

This notwithstanding, there remain a number of possibilities for

the calculation of the AEI itself, and these may have a significant

influence on the values produced. This paper investigates these

possibilities and the effect they have on the values obtained.

Whilst there have been a number of studies looking at trends in

PM and other pollutant concentrations in ambient air,5,6 and

investigating population exposure,7 we believe this is the first

specifically to address how the AEI might be calculated.
Experimental

Measurement data was obtained from Defra’s UK-AIR web-

site.8 All data was labelled as ratified and therefore it was

assumed that all necessary data treatment had already occurred

and any outliers had already been removed - although some

negative data is still present in the data sets, the treatment of

which is discussed below. To mirror the 2010 to 2020 assessment

period the analogous 2000 to 2010 period was considered. There

is no continuous data set available for a substantial number of

sites for PM2.5 over this period, so PM10 was considered instead.

Monitoring of PM10 levels in the UK has to date been largely

based upon the use of tapered element oscillating microbalances

(TEOM) analyzers, which can provide data with hourly resolu-

tion. A principal concern with the TEOM instrument has been

that the filter is held at an elevated temperature in order to mini-

mise errors associated with the evaporation and condensation of

water vapour. However this can lead to the loss of the more

volatile PM constituents and has led to the identification of

differences between TEOM and manual filter-based gravimetric

measurements at co-located sites. In the past, a factor of about

1.3was applied to all TEOM-measured concentrations to estimate

the gravimetric equivalent. Further studies commissioned by the

UK Government to investigate these effects, and to provide

a more robust relationship between the TEOM and the European

manual gravimetric reference method, have led to the develop-

ment of the Volatile Correction Method (VCM).9 The VCM uses

measurements of volatile particulate matter made by nearby filter

dynamics measurement system (FDMS) instruments to correct

TEOMmeasurements for the loss of such volatile material. These

correctedmeasurements have been demonstrated to be equivalent

to the gravimetric reference method, and were rolled out across

the UK network from 2007 onwards, and during the second AEI

period considered in this paper.

There are hourly PM10 data available from 1998 to 2010 at 17

urban background siteswhich are also sites declared by theUKfor

the calculationof theAEIbetween 2010 and2020. The 17 sites that

have been used in this study are listed in Table 2 with the data

capture achieved for the AEI calculation periods. It is acknowl-

edged thatmeasurementmethods have changedduring the 1998 to

2010 period (as discussed above); and indeed the accuracy of this

PM mass concentration data is a hotly contested scientific field in

its own right.10 However, we should not let this issue concern us
This journal is ª The Royal Society of Chemistry 2012
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Table 2 List of urban background sites considered during this study that have hourly PM10 data available between 1998 and 2010. Data capture for the
periods during which the AEIs have been calculated are also given, and these include the removal of data <1 mg/m3. All of these sites are also part of the
UK’s declaration of sites for the calculation of the 2010 to 2020 AEI

Site Number Site Name Data capture 1998–2000 Data capture 2008–2010

1 Belfast Centre 90.5% 71.2%
2 Cardiff Centre 98.0% 71.0%
3 London Bloomsbury 95.9% 93.5%
4 Londonderry 95.2% 74.2%
5 Salford Eccles 94.1% 94.9%
6 Glasgow Centre 97.2% 62.2%
7 London North Kensington 97.5% 84.7%
8 Leamington Spa 97.8% 86.0%
9 Leeds Centre 96.5% 96.2%
10 Leicester Centre 95.5% 88.0%
11 Middlesbrough 95.6% 76.0%
12 Newcastle Centre 96.9% 93.2%
13 Nottingham Centre 97.8% 65.2%
14 Plymouth Centre 95.1% 50.2%
15 Sheffield Centre 93.2% 88.9%
16 Southampton Centre 95.0% 90.8%
17 Stoke-on-Trent Centre 97.1% 94.9%
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unduly, since the aim of this work is to compare the effect of

different averaging strategies on AEI values using the same data

set each time, not to pronounce on the absolute magnitude of the

AEIs calculated. In this respect the accuracy or otherwise of the

data inputted does not affect the conclusions produced.

A commercially available Microsoft Excel plug-in, XLSTAT

(Addinsoft), was used to generate summary statistics on the data

sets. This includes descriptors such as the arithmetic mean,A, the

weighted arithmetic mean, Aw, the geometric mean, G, and

Pearson’s median skewness coefficient, g, where:

A ¼
Pn

i¼1xi

n
(1)

Aw ¼
Pn

i¼1wixiPn

i¼1wi

(2)

G ¼
�Yn

i¼1
xi

�1=n

(3)

g ¼ 3ðA� mÞ
s

(4)

where xi is the i th term in a set of a data set containing n data

points, wi is the weight associated with the i th term, m is the

median of the data set, and s is the standard deviation of the data

set. Each yearly data set consisted of a maximum of 8760 data

points (8784 in the leap years 2000 and 2008), and each three

yearly data set consisted of a maximum of 26304 data points.

Because the calculation of the geometric mean necessitates

using only positive values (as a result of the requirement to take

the nth root of the product of the data), the data collected for each

site has been pre-processed to remove zero or negative values.

The scientific explanation for these hourly averages may be that

some random noise on the signal produced by the instruments

making these measurements (such as TEOMs) is expected and

when this is combined with very low actual concentrations close

to zero, some negative data is likely. However in some cases data

up to �5 mg/m3 were observed and negative data often occurred

for many hours in succession, which points to explanations other
This journal is ª The Royal Society of Chemistry 2012
than short term noise, such as instrumental problems. Given that

there is always a finite concentration of particulate matter

present in ambient air, we propose that these values are best

expressed in all cases as <1 mg/m3, especially when in the public

domain. There is then an argument for using 1 mg/m3 to represent

all these values when producing summary statistics; this would

err on the side of caution and would ensure a more transparent

calculation process. This notwithstanding, the removal of this

data does not effect the conclusions of this paper as calculation

methods are being compared and, more importantly, the

proportion of zero or negative values is very low (less than 0.2%

of the whole data set) and insignificant next to other forms of

data loss. However, should some of the proposals in this paper

get taken forward in AEI calculations a more robust method of

treating and presenting negative data would have to be

produced.

All data has been used, even those with data captures below

those of the data quality objectives of the Directive.3 This is in

part because the use of years with low data capture is an aspect of

what is being tested in this paper, and partly because the

Directive gives no explicit guidance as to whether years with

unsatisfactory data capture are to be used in the AEI calculation,

or whether data capture is to be considered over a one or a three

year basis. Furthermore, we assume that data loss is random

across the time periods in question, and also that because PM10

data shows less seasonal variability than other pollutants, such as

PAHs,11 data losses over more lengthy periods will not affect the

distribution of measured concentrations unduly.

Four different methods for calculation of the three year AEI in

2000 and 2010 at each site, j (AEI2000,jand AEI2010,j) have been

considered:

I) Arithmetic mean of each individual year’s data followed by

an arithmetic mean of these three numbers

II) Geometric mean of each individual year’s data followed by

an arithmetic mean of these three numbers

III) Arithmetic mean of the entire three year data set

IV) Geometric mean of the entire three year data set

Three different methods of calculating the change in the AEI

from 2000 to 2010 (DAEI) have then been considered:
J. Environ. Monit., 2012, 14, 165–171 | 167
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A) Arithmetic mean over all sites to produce AEI 2000

(AEI2000) and AEI 2010 (AEI2010) and then calculation of the

percentage change as: DAEI ¼ 100� ðAEI2010 �AEI2000Þ
AEI2000

B) Calculation of the percentage change in the AEI at each

site, j, as: DAEIj ¼
100� ðAEI2010; j �AEI2000; jÞ

AEI2000; j
, followed by

the arithmetic mean over all the individual site values

C) Weighted arithmetic mean over all sites, using as

weights the data capture achieved by each site in each three

year period, to produce AEI 2000 (AEI2000) and AEI

2010 (AEI2010) and then calculation of the percentage

change as: DAEI ¼ 100� ðAEI2010 �AEI2000Þ
AEI2000

D) Calculation of the percentage change in the AEI at each

site, j, as: DAEIj ¼
100� ðAEI2010; j �AEI2000; jÞ

AEI2000; j
, followed by

the weighted arithmetic mean over all the individual site values,

using as weights the data capture achieved by each site across the

6 year period (as the average of the two three year periods).

Assuming that the same combination of methods is used to

calculate AEI2000 and AEI2010 this results in 16 different methods

to calculate the change in the AEI from 2000 to 2010, DAEI.
Fig. 2 Relative frequency histogram of the measured PM10 mass

concentration at the Belfast Centre monitoring site during 1999. The

solid black line shows a fitted log-normal distribution. 70 of the 8434

values are in excess of 100 mg/m3.
Results and discussion

Whilst the guidance given on the AEI in the Directive apparently

allows the possibility of several options for its calculation, there

are certain methods that may be discounted. It is sensible that any

method must utilise all the data produced, and therefore highly

robust measures of the average, such as themedian and themode,

which use only a very small proportion of the data produced are

clearly unsatisfactory at any point in the calculation, whether

within one site or across many sites. The mode has the additional

problem that it will be to some extent dependent on the resolution

of the data produced, and it is possible that a distribution may

have more than one mode. For these additional reasons it has not

been used in calculation of distribution skewness: Pearson’s

median skewness coefficient has been used instead.12

This leaves the possibility of using weighted or un-weighted

Pythagorean means. Weighted means based on weighting indi-

vidual or daily data is a possibility, but in the absence of

uncertainties for each data point it is difficult to produce credible

weights for these data. Data capture is also an alternative

weighting parameter, as shown above, but this is not possible for

individual data points (whose data capture is either 0 or 100% by

definition), and even for averaged daily values data capture is

either 0 or 100% the vast majority of the time. Therefore we

propose that if weighting of averaging methods is used it is

applied using overall data capture percentages such as in

methods C and D, where it may be used as a surrogate for

statistical confidence in the data set.

Of the remaining available averaging techniques, we discount

the quadratic mean (for evaluating changes in magnitude) and the

harmonic mean (for evaluating changes in rates). This leaves the

arithmetic mean and the geometric mean. The arithmetic mean is

generally considered as the usual averaging technique in air quality

studies, although it is likely to be disproportionately affected by
168 | J. Environ. Monit., 2012, 14, 165–171
outlying values. The reason for this is that most air quality data

showsa log-normaldistributionwithapositive skew, i.e.a long tail

at high concentrations.13 This is illustrated in Fig. 2. These log-

normal distributions (often also referred to as skewed or skew-

normal) are particularly common when mean values are low,

variances large, and values cannot (theoretically) be negative14 –

the characteristics exhibited bymost ambient air quality data sets.

For log-normal distributions the location and scale properties

of the distribution are more readily treated using the geometric

mean and the geometric standard deviation.14,15 Furthermore the

geometric mean is the proper mean to consider when examining

proportional changes in data, which again applies to the

percentage changes in AEI values being calculated here.16,17 The

geometric mean is always less than or equal to the arithmetic

mean. (These two means are only equal if every number in the list

being averaged is the same).

The results of calculation of the three year AEI values using

methods I, II, III and IV are shown in Table 3. It is clear that

methods II and IV, the geometric mean methods, produce lower

values of the AEI at all sites in all cases. In addition there is

a significant drop in all 2010 AEI values as compared to all 2000

AEI values. This is clear from Fig. 3, which plots the data from

Table 3. Indeed, method II produces results that are 17.1% lower

on average than method I, and method IV produces results that

are 17.4% lower on average than method III – in absolute

PM10 concentration terms this relates to differences of 3.7 and

3.8 mg/m3, respectively. It is additionally clear that there is a very

strong correlation between the values produced by the two

geometric mean methods: the difference between methods II and

IV averaged across all sites is only 0.5%. Equally there is strong

correlation between the arithmetic mean methods: the difference

between methods I and III averaged across all sites is only 0.2%.

The difference between methods III and I and between

methods IV and II is one of weighting. Methods I and II give
This journal is ª The Royal Society of Chemistry 2012
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Table 3 The values of AEI2000 and AEI2010 calculated for each site using methods I, II, III and IV as described in the text

Site Number

AEI2000/mg/m
3 AEI2010/mg/m

3

I II III IV I II III IV

1 26.32 21.49 26.35 21.51 19.71 15.94 19.90 16.08
2 27.25 23.42 27.25 23.37 20.32 16.98 19.88 16.47
3 28.63 25.40 28.62 25.38 19.99 17.18 20.00 17.10
4 24.16 18.36 24.18 18.22 22.72 17.37 22.73 17.36
5 23.50 19.84 23.46 19.77 17.38 13.93 17.42 13.94
6 25.83 20.52 25.82 20.50 22.37 17.23 21.97 17.02
7 26.30 23.13 26.30 23.13 20.44 17.61 20.35 17.47
8 21.95 18.87 21.95 18.84 19.80 16.82 19.89 16.92
9 25.80 21.50 25.80 21.44 20.84 17.32 20.83 17.29
10 20.51 17.33 20.49 17.13 17.12 14.11 17.03 13.99
11 21.43 17.06 21.43 17.06 17.30 13.78 17.18 13.64
12 20.71 17.80 20.69 17.64 15.80 13.08 15.74 13.02
13 25.48 21.88 25.48 21.85 19.89 16.72 20.28 16.95
14 21.41 17.04 21.42 17.03 16.31 13.19 15.66 12.43
15 26.83 22.27 26.67 22.12 21.45 17.61 21.56 17.69
16 25.53 22.09 25.54 22.05 18.91 15.94 18.97 15.96
17 23.32 19.09 23.33 18.99 20.13 16.79 20.12 16.68

Fig. 3 The values of AEI2000 and AEI2010 calculated for each site using

methods I, II, III and IV as indicated by the key, in decreasing order of

the values of AEI2000 obtained using method I. Values obtained for

methods III and IV have been offset by �0.25 mg/m3 for clarity.

Fig. 4 The relationship between arithmetic means and geometric means

produced yearly using methods I and II (without the subsequent three

year averaging) for 1998, 1999 and 2000 (open circles), and for 2008, 2009

and 2010 (open squares); and the three year means produced using

methods III and IV for 1998–2000 (filled circles) and 2008–2010 (filled

squares). The grey line represents the best linear fit to this data con-

strained through the origin and has a gradient of 0.83.
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each year equal weight in the AEI calculation regardless of their

data capture, whereas methods III and IV give each data point

equal weight and therefore this weights the AEI produced using

the data capture in each year. If data capture is very similar

across the three years under consideration there will be no

significant difference between the results from methods III and I

and from methods IV and II. Equally if there is no significant

difference in the distribution of values across the years being

considered then methods III and I and methods IV and II will

produce similar results, regardless of data capture. However, if

there are significant data capture differences between the years

being considered and the distribution of values varies over these

years then methods III and I and methods IV and II will produce

noticeably different results: e.g. AEI 2010 for sites 2 and 14.

Fig. 4 displays the strong relationship between the arithmetic

and geometric means calculated using methods I, II, II and IV.

This shows a best-fit relationship of G ¼ 0.83A. The average

three yearG/A ratio has shown a very slight decrease from 0.83 in

1998–2000 to 0.82 in 2008–2010. This may be as a result of

a slight increase in the skewness of data over this period. Fig. 5
This journal is ª The Royal Society of Chemistry 2012
investigates this further by examining the relationship between

the ratio of G/A and the skewness of the distribution of values in

the data set. One might expect a priori that as the ratio of G/A

increases the distribution skewness would decrease. This is

because as skewness decreases we would expect the distribution

of values to move from log-normal toward normal and as a result

the arithmetic mean is less affected by the tail at high concen-

tration and will move towards the geometric mean. However, the

observed relationship is weak – this may be because the dynamic

range of G/A values is rather narrow as a result of the
J. Environ. Monit., 2012, 14, 165–171 | 169
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Fig. 5 The relationship between the geometric mean to arithmetic mean

ratio (G/A) and the Pearson median skewness (g), produced yearly using

methods I and II (without the subsequent three year averaging) for 1998,

1999 and 2000 (open circles), and for 2008, 2009 and 2010 (open squares);

and the three year means produced using methods III and IV for 1998–

2000 (filled circles) and 2008–2010 (filled squares).

Fig. 6 The percentage reduction in AEI from 2000 to 2010, calculated

using methods I, II, II and IV as indicated in the key, for each of the sites

considered in this study, ranked in decreasing order of the values

obtaining using method I.
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relationship between the two quantities being so strong. There

may also be additional variables imposing an influence, such as

changes in the kurtosis of the distributions, which are beyond the

scope of this paper. What is clearer from Fig. 5, in agreement

with the conclusions of Fig. 4, is that the skewness of measured

data appears to have increased over the assessment period.

Considering the arithmetic mean and the standard error of the

mean of the skewnesses values calculated for the three year data

sets at each site the 1998–2000 value is 0.63 � 0.02 whereas the

2008–2010 value is 0.74 � 0.02. However, it may be that changes

in measuring equipment, data processing and outlier removal

have more to do with this observation than any changes in the

UK pollution climate.

The overall UK AEI2000, AEI2010 and DAEI values produced

using the various calculation methods are presented in Table 4.

Because methods B and D produce DAEI for each site prior to

producing a global average across all sites, these methods do not

produce explicit AEI values for each three year period, hence the

datamissing fromTable 4. In this case, inorder tocalculateAEI2000
to determine the ten year reduction target, it would first be neces-

sary to refer back to methods A and C. This may be an issue in
Table 4 The overall UK AEI2000, AEI2010 and DAEI values produced using
Methods B and D do not produce explicit values for the three year AEI

Method

AEI2000/mg/m
3 AEI2010/mg/m

3

I II III IV I II

A 24.41 20.42 24.40 20.35 19.44 15.98
B — — — — — —
C 24.41 20.42 24.40 20.36 19.42 16.00
D — — — — — —

170 | J. Environ. Monit., 2012, 14, 165–171
proposing theuse of these techniques for reporting to theEuropean

Commission in support of legislation because of a lack of meth-

odological consistency. To give an indication of the individual

DAEI values at each site, produced using the methods B and D,

these are displayed in Fig. 6. It is clear from Fig. 6 that there is

a large range ofDAEI values, from about�30% to�5%.However

all results represent clear and significant reductions, especially since

the average standard error of the mean (SEM) for the arithmetic

mean calculations is less than 0.7% (relative) of the calculated

values across the data set. In general, the largest reductions in AEI

are observed for methods using the geometric mean, although

sometimes this difference is small (for instance, site 9).

The reductions inAEI observed in Table 4 decrease in the order

IV> II > III > I, and in the order A>C>D>B.Hence the largest

reductions are produced by the geometric mean techniques by an

average of 1.2% points. The DAEI calculation techniques A and

C, which produce UK wide AEIs, produce very slightly greater

reductions (0.2% points) than methods B and D which calculate

reductions at each site first. No difference at the one part in

a thousand level is observed between techniques using weighting

according to data capture (methods C and D) and those that do

not use weighting (methodsA and B).Whilst weighting according

to data capture has not had a significant effect on the DAEI

calculation presented here, presumably because of a relatively

narrow spread in both AEIs and data captures and their random

distributionswith respect to eachother, it remains ausefulmethod

to givemoreweight to data sets in which one hasmore confidence,

i.e. those with high data capture.

The most significant output of Table 4 is the effect on meeting

the requirements of the legislation as laid out in Table 1. Whilst
the various calculation methods over all 17 sites considered in this study.

DAEI/%

III IV I II III IV

19.38 15.88 �20.4 �21.8 �20.6 �22.0
— — �20.1 �21.3 �20.4 �21.6
19.38 15.93 �20.4 �21.6 �20.5 �21.8
— — �20.2 �21.4 �20.4 �21.5
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recognizing that the legislation refers to PM2.5 and not PM10, and

were the exercise to have been performed for PM2.5 the absolute

values would be universally lower, if the situation set out in this

paper was transposed into the 2010 to 2020 assessment:

� If the UK had used methods AI, AIII, CI or CIII to calculate

the AEI, the 2010 AEI result would have fallen into the bracket of

$22 mg/m3, inwhich case the target for reductionwould have been

18 mg/m3 and the UK would have failed to meet its obligation.

� If, however, were the UK to have used methods AII, AIV,

CII or CIV, the 2010 AEI result would have fallen into the $18

to <22 mg/m3 bracket and the requirement for AEI reduction

would have been 20% which would have been met with an

average of 1.8% points below the required level.

� Furthermore, if we increase the legislative limits in Table 1 by

an empirically observed PM10/PM2.5 mass concentration ratio in

the UK of approximately 1.6 18 to better match the data obtained

by this study, this assessment may be repeated. In this case had

the UK used methods AI, AIII, CI or CIII to calculate the AEI,

the initial 2010 AEI result would have fallen into the recalculated

$20.8 to <28.8 mg/m3 bracket in which case the target for

reduction would have been 15%, which would have been met

reasonably comfortably. Were to the UK to have used methods

AII, AIV, CII or CIV, the initial 2010 AEI result would have

fallen into the recalculated$13.6 to <20.8 mg/m3 bracket and the

requirement for AEI reduction would have been 10%, which

would have been met by an even greater margin.

Conclusions

It has been shown that calculation of the AEI and DAEI may be

performed in several ways within the procedures given in the

Directive, which are not explicit. The effect of these different

calculation methods has been applied to PM10 mass concentra-

tion data at 17 UK urban background sites, which are also part

of the UK’s ensemble of sites for the 2010 to 2020 assessment.

The potential effect of compliance with legislation has also been

demonstrated.

It is possible that methods that do not involve the direct

calculation of a three year AEI – such as methods B and D – may

be more difficult to implement in the context of the legislation,

although they still calculate DAEI acceptably. Further, we

propose that weighting according to data capture is a sensible

and pragmatic mechanism as it, in effect, takes account of the

confidence associated with a data set. Although it has not been

seen to have much effect in this study, it may be relevant if sites

with very low data capture are to be included in the AEI calcu-

lation (since this is not clear from the legislation).

This leaves the preferred calculation methods as CIII or CIV,

with the remaining difference between these methods being the

use of the arithmetic mean and geometric mean respectively. The

geometric mean has the advantage of producing significantly

lower AEI values and slightly lower DAEI values than the

arithmetic mean. It is also the more mathematically correct

function for calculating summary statistics from log-normal

distributions and when considering proportional changes in data

sets. The only disadvantage of the geometric mean is that it

requires the removal of zero or negative data prior to use.

However, as stated above, the value of such data in ratified data

sets available to the public is questionable, and if such data were
This journal is ª The Royal Society of Chemistry 2012
reported as <1 mg/m3 and assumed to be 1 mg/m3 for the purpose

of calculation this problem is solved. However, use of the

arithmetic mean is historically considerably more common in air

quality studies and so it is likely that CIII would prove the most

universally acceptable method.

The greatest barrier to the more widespread use of the

geometric mean in air quality studies would seem to be the deeply

ingrained usage of the arithmetic mean in formulating legislation

and producing summary statistics in support of legislation. Given

that the effect onhumanhealth is themost important feature of air

quality monitoring, we should perhaps consider instead which

averaging technique best represents human exposure to PM in the

context of the epidemiological evidence suggesting how PM

exposure affects health.19 That is to say, is relevant human expo-

sure best represented by cumulative exposure over long periods, in

which case the arithmetic mean is more suitable, or is exposure to

high concentration events of more importance, in which case the

geometricmean is the bettermetric.Moving further down this line

of argument one may even wish to consider weighting AEIs

determined at each site by the population of the city or conurba-

tion that the site in question is representative of.20
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