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Evolution of domain promiscuity in eukaryotic genomes—a perspective

from the inferred ancestral domain architecturesw
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Most eukaryotic proteins are composed of two or more domains. These assemble in a modular

manner to create new proteins usually by the acquisition of one or more domains to an existing

protein. Promiscuous domains which are found embedded in a variety of proteins and co-exist

with many other domains are of particular interest and were shown to have roles in signaling

pathways and mediating network communication. The evolution of domain promiscuity is still an

open problem, mostly due to the lack of sequenced ancestral genomes. Here we use inferred

domain architectures of ancestral genomes to trace the evolution of domain promiscuity in

eukaryotic genomes. We find an increase in average promiscuity along many branches of the

eukaryotic tree. Moreover, domain promiscuity can proceed at almost a steady rate over long

evolutionary time or exhibit lineage-specific acceleration. We also observe that many signaling

and regulatory domains gained domain promiscuity around the Bilateria divergence. In addition

we show that those domains that played a role in the creation of two body axes and existed

before the divergence of the bilaterians from fungi/metazoan achieve a boost in their

promiscuities during the bilaterian evolution.

Introduction

Protein domains are highly conserved sequence modules with

specific structures and functions. Most eukaryotic proteins

contain more than one domain and greater complexity of

organisms is related to the ability to accrue new domains to

an expanded repertoire of multidomain proteins.1–3 In many

cases, acquisition of a new domain increases the protein’s

connectivity in the protein interaction network through the

interactions of the acquired domain. Such a modular nature of

multidomain proteins allows them to acquire new properties

and functions without interrupting their original function.

Earlier studies showed that only a small number of all possible

domain combinations are selected in evolution.4,5 Specifically,

some combinations appear more frequently than others and

some domains combine more often than others. It has been

suggested that the creation of novel multidomain proteins

is typically the result of an expansion of existing domain

combinations, usually preserving the N to C sequential order

of the domains, which is also known as the domain architecture

of the protein.6,7 The acquisitions of new domains to existing

architectures usually occur at the protein termini rather than

by insertions between existing domains.8–10 The main molecular

mechanisms which lead to new domain architectures and the

propagation of the protein repertoire are gene duplication,

divergence, recombination and gene fission and fusion.5,11

Several studies explored the evolution of domain architectures

across species and characterized properties of multidomain

architectures in different organisms. Fong et al.10 studied the

evolution of domain architectures using maximum parsimony

to infer architectures in ancestral genomes. Other studies used

graph theoretical tools to explore co-occurrence of domains in

a protein chain. For example, Przytycka et al.12 applied a

graph theory approach to study the stability and independent

gain of domain architectures. It has been also shown that clusters

of co-occurring domains tend to have similar functions13–15

and that the sizes of highly connected domain sub-graphs grow

with evolution.16 Recently, Yang and Bourne17 considered the

role of horizontal gene transfer in the evolution of domain

architectures. Domain architectures have been also used to

detect homology between multidomain protein families and

were shown to achieve a very good performance.18,19 For

example, Krishnamurthy et al.20 clustered sequences sharing
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similar domain architectures to detect homologous proteins

while the method introduced by Krishnadev et al.21 allowed

identification of circular permutations in the evolution of

multidomain protein families.

Recently Ekman et al.22 used data on domain evolutionary

age and on common ancestors of domains’ architectures to

calculate the rate of the emergence of new domain architectures

and found an increased rate in metazoans accompanied by

extensive domain shuffling. In particular, domain shuffling was

found to have an important role in the evolution of some

signaling systems of metazoans,23 in the development of

typical characteristics of vertebrates and chordates,24 and in

the evolution of innate immune systems in both vertebrates

and invertebrates.25 A significantly large number of

phylogenomic-specific domains and domain architectures were

found in animals in general and in vertebrates in particular.26

It has been also shown that architectures in the human genome

have accumulated twice as many domains compared to

invertebrates’ genomes27 and that there is a positive correlation

between the size of certain protein domain families and the

organism complexity.28 It has been proposed previously that

the higher rate of domain rearrangements in metazoans can

be explained by the acquisition of new metazoan-specific

domains, contributing to the formation of metazoan-specific

domain combinations and functional diversification26,29 and

by the presence of mobile promiscuous domains.22,30 It has

been argued that such an increase is due to the gene structure

and the large number of transposons in metazoans.22

We tried to delve into the evolution of eukaryotes to analyze

domain promiscuity within their different lineages. Various

methods have been used in previous studies to identify

promiscuous or mobile domains. Some looked at the co-

occurrence of domains on the same protein chain,12,13,16,31

and others considered the sequential order of domains as

well.32 Weiner et al.33 explored domain promiscuity by

accounting for the background domain frequency in the

genomes. Their promiscuity measure was the highest for a

domain occurring as single domain proteins and terminal

domains. Recently, domain promiscuity and frequency in

genomes have been used to measure the similarity between

two domain architectures.34 Several studies have shown that

promiscuous domains are predominantly involved in signal

transduction, presumably by mediating various interactions with

other proteins participating in the signaling pathways.13,35,36

Thus, it is not surprising that there is a substantial increase in

promiscuous domains in eukaryotes compared to prokaryotes

in general and in multicellular organisms as compared to

unicellular.32,35 However, how promiscuity of domains changes

in evolution is still unclear. Tracing the evolution of domain

architectures is hampered by the absence of data on domain

architectures in ancestral genomes. In the present study, we use

data on domain architectures for 14 ancestral genomes inferred

with a maximum parsimony method from our previous

analysis.10 Using the data on branch lengths of taxonomic

trees we also calculate the rates of the evolution of domain

promiscuity. The reconstructed collections of ancestral domain

architectures along with the estimated time line permit the

exploration of domain promiscuity throughout evolutionary

pathways with an increasing resolution.

Our study leads to several major observations: First, we

showed that for the majority of eukaryotic lineages the

domain promiscuity averaged over all domains increases,

especially the highest rate is observed along the branches

leading to Homo sapiens, Oryza sativa, Deuterostomia and

Ascomycota. Second, we found that for almost one-third of all

domain families domain promiscuity positively correlates with

the evolutionary time and shows a constant increase rate over

long evolutionary time for eukaryotes. Moreover, we report

the greatest increase in domain promiscuity around the time of

the Bilateria divergence especially for those domains that play

a role in the creation of two body axes.

Results

We calculated domain architectures for 15 complete genomes

of eukaryotic species (Fig. 1 and Methods section). Here,

leaves corresponded to the collection of protein domain

architectures of contemporary genomes. Protein domain

architectures were defined as the sequential order of domains

on the protein chain and were taken from the NCBI Conserved

Domain Architecture Retrieval Tool (CDART) database.37

Domain architectures for 14 internal nodes were inferred using

the maximum parsimony method from our previous analysis10

using the NCBI taxonomy tree which included more genomes

than shown in Fig. 1. However, the need for reliable estimated

divergence times in the study of time dependent domain

promiscuity constrained us to use a phylogenetic tree depicted

in Fig. 1. We will refer hereafter to the collection of ancestral

architectures as an ‘‘ancestral genome’’ (see Methods section

for details). In total, we characterized 4384 unique domains

and 9952 different domain architectures. EukaryotaAME and

EukUnikonts internal nodes were not included in the analysis

since these two nodes of the ancestral architectures were not

very well resolved (the difference in their divergence times was

rather ambiguous but crucial for our analysis) and were not

defined in the NCBI taxonomy tree.

Defining measures of domain promiscuity

Using the collection of domain architectures described above,

domain promiscuity can be calculated for each external and

internal (inferred) node of the tree. This allows us to study, for

the first time, domain promiscuity not only for contemporary

but also for ancestral genomes. Two promiscuity measures

were used to investigate the tendency of each domain to

combine with other domains. We started by calculating the

abundance of each domain in the variety of different domain

architectures. The abundance of each domain in a particular

genome was defined as the number of different architectures in

the genome containing that domain. The second measure of

domain promiscuity was the degree of the domain in the

bigram network. A bigram in this context is a pair of domains

that are found adjacent on the protein chain. In the bigram

network, two domains (nodes) are connected by an edge if

they belong to one bigram (that is, if they are adjacent in at

least one architecture in the genome). This means that highly

promiscuous domains are found next to a variety of domains.

It has been shown that the larger the number of bigrams the

higher the organism complexity.32 Promiscuities measured by
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the abundance and bigram network degree are fairly

correlated for each domain.

We show that the distributions of the promiscuity values are

well approximated by a power-law in the various genomes

(Fig. S1, ESIw). These results are in congruence with previous

studies, where the number of combination partners for domain

families is power law distributed as well as the number of

unique domain pairs.3,32 We also defined the promiscuity

profile of each domain as a vector of promiscuity values in

different genomes (contemporary and inferred genomes).

Then, similar promiscuity profiles were clustered, using

hierarchical clustering (see Methods section for details).

The evolutionary rates of domain promiscuities

In order to address the question of the evolution of domain

promiscuity, we first checked how rapidly domains gain or lose

promiscuity along the different branches of the phylogenetic

tree (Fig. 1). We calculated the domain promiscuity for each

genome (i.e. for each contemporary and ancestral genome).

Domain promiscuity was measured using the two methods

described above, abundance and degree in bigram network.

Then, for each branch of the tree, the rate of promiscuity

change was calculated as the mean difference between the

domain promiscuities of the descendant and the ancestral

nodes, divided by the branch length provided by ref. 41. In

the next step we calculated the expected rate of promiscuity

change, herein the change that is expected by chance, if all

architectures were assigned randomly on the phylogenetic tree,

preserving the original number of architectures for each

genome. The results were congruent for promiscuity measured

by the abundance and the bigram network degree (Fig. 2),

showing high positive rates considerably higher than expected

by chance along several branches including H. sapiens,

O. sativa, Bilateria, Deuterostomia and Ascomycota and

negative rate in the branch leading to the Fungi node. For

example, for branch leading to H. sapiens the increase in

domain promiscuity per domain type was estimated to be

approximately 0.004 abundance or 0.002 bigrams gained on

average per MY.

To detect strong promiscuity signals we also looked at the

evolution of individual domains rather than their average and

calculated a domain promiscuity rate for each domain family

and for each branch. Then for each domain we found the

branch where the highest rate was observed, and for each

branch on the tree counted the fraction of domain families

which have a maximum promiscuity gain on the branch

(Fig. S2A and S2C, ESIw). It should be noted that in this case

the branches with the highest promiscuity increase will

probably correspond to branches with the highest number of

architectures. Remarkably, our permutation test indicated

that for Bilateria and some other branches this number is

significantly higher than that would be expected based on the

number of architectures alone.

Although we used a non-redundant set of protein domain

families, there can be inter-dependencies between different

domains in terms of their preference to evolve together in a

correlated fashion.38 Such background correlations mostly

come from the underlined common phylogenetic history. To

account for this we clustered domain families together based

on the similarity of their domain promiscuity profiles (see

Methods section). Then we reanalyzed the data using clusters

of domains instead of individual domains. The promiscuity of

each cluster in a node is defined as the mean promiscuity of the

domains composing that cluster in that node. As can be seen

from Fig. S2 (B and D) (ESIw), clustering the domain pro-

miscuity profiles allowed us to account for the background

Fig. 1 The phylogenetic tree of eukaryotes used in this study adopted from ref. 41. Ancestral architectures were reconstructed for all nodes except

for EukaryotaAME and EukUnikonts.
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phylogenetic signal and indeed refined the results, showing

remarkable increases in promiscuity along several branches

including branches leading to H. sapiens, O. sativa, Bilateria,

Deuterostomia, and Ascomycota nodes.

Change of domain promiscuity along different evolutionary

pathways

Next, we studied how domain promiscuity changes

along different evolutionary pathways on the eukaryotic

phylogenetic tree. We followed all possible pathways and

looked for those domains whose promiscuity profiles were

significantly correlated with evolutionary time from the root of

the tree. We found 1597 domain families with a significant

correlation between domain promiscuity (at least one

promiscuity measure produced significant correlation) and

evolutionary time (p-value { 0.05). Out of these domain

families, 1574 and 23 were positively and negatively correlated,

respectively. In 623 domain families, this dependence was well

described by the linear regression with multiple correlation

coefficient R2 higher than 0.8. It should be mentioned that

detection of significant correlation between domain promiscuity

and time requires a sufficient number of internal nodes on the

path. Plants, protists and amoeba did not have enough internal

nodes on their root-to-leaf path to allow statistical tests, so

none of their domains had a significant correlation with time.

Fig. 3 shows the top 10th percentile of the domains crossing

these filters, with the domain promiscuities of the internal

nodes on the pathway leading to H. sapiens node plotted

versus the evolutionary time from the root of the tree. The

Fig. 2 Histogram of domain promiscuity rates averaged over domain families. Each bar represents a branch, and is labeled with the symbol

corresponding to the descendant node on this branch. The rate of promiscuity change is the mean difference between the promiscuity of the

descendant and the promiscuity of the ancestral node, divided by the corresponding branch length. Ancestral and contemporary genomes are

colored with green and blue, correspondingly. The expected values and standard errors obtained from the permutation test are plotted in red and

those branches which had p-value estimated from the permutation test less than 0.01 are marked by the asterisk.
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Fig. 3 Evolution of domain promiscuity along the pathway leading to H. sapiens. X-axis represents cumulative time from the root. Y-axis

represents the domain promiscuity in the corresponding ancestral genome. Shown are top tenth percentile of domains with significant correlation

between promiscuity and evolution time. Functional analysis reveals that these domains are enriched in signal transduction and regulatory

functions. (A) Abundance and (B) bigram network number of adjacent domains. See Table S2 (ESIw) for functional enrichment of these domains.
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promiscuity-versus-time dependences for other animals’

genomes are shown in Fig. S3 (ESIw). In human, we found

16 domains with a significant linear correlation (and R2 > 0.8)

using the domain abundance measure and 23 domains using

the bigram network degree. The following 7 domains were

found using both measures: PDZ, PH-like, SAM, SH3,

LamG, ANK and CUB (domain identifiers: cl00117,

cl00273, cl00131, cl09950, cl00102, cl02529 and cl00049,

respectively). The overall linear dependence of promiscuity

on evolutionary time points to a gradual change of domain

promiscuity in evolution and possible constant evolutionary

pressure on these domains. Interestingly, we also found that

the majority of these domains showed acceleration in domain

promiscuity around the time when Bilateria diverged from the

Fungi/Metazoan group (as evident in Fig. 3) (discussed in the

next section). This implies that the rate of promiscuity change

remained almost constant along branches except for the

branch separating Bilateria from Fungi/Metazoan. We used

the Gene Ontology39 biological process terms for functional

annotation of those domains. We found that in many

organisms, especially in the animals, these domains are

enriched with regulatory and signaling functions (chi-square

contingency test, FDR (false discovery rate correction for

multiple comparisons) corrected, p-value { 0.01, Table S2,

ESIw). For example, most of the seven domains mentioned

above, that were found to be significantly time correlated in

the human genome using both promiscuity measures, had

signaling functions. Tables S1 and S3 (ESIw) summarize the

results obtained in this analysis.

Evolution of domain promiscuity in bilaterians

Among those domains which showed significant increase of

promiscuity over time in eukaryotic evolution, many also

showed acceleration in domain promiscuity around the time

of the Bilateria divergence from the Fungi/Metazoa group.

These domains could have played a role in the development of

species with the bilaterian symmetry. Indeed, a major mile-

stone in the evolution of bilaterians is the creation of two body

axes: the anterior–posterior (AP) and the dorso-ventral (DV)

axes. Studies on radial symmetry (single axis) organisms, such

as cnidaria, have revealed that many of the components

involved in the creation of the two body axes in bilaterians

are already present in cnidaria. The creation of two body axes

was proposed to be the result of rearrangements and expansion

of an existing functional signaling system rather than by an

invention of a new, bilaterian signaling system. The expansion

and improvement were mainly in the proteins composing two

signaling systems; the WNT and the Chordin/BMP systems,

which originally created the only existing axis in hydra.40

Thus, it would be interesting to follow the evolution of

promiscuity of domains that manipulate the process of body

axes formation during the development of the embryo. Here,

we looked at a representative set of 14 domains that are known

Fig. 4 Evolution of promiscuity for domains participating in the formation of embryonic body pattern for bilaterian subtree. For each genome,

the domain promiscuity values of two different measures are presented. Empty bars correspond to domain promiscuity measures equal to zero.

Small stars show that the domain’s promiscuity had the highest rate on the branch leading to the marked genome.
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to play a role in the creation of an embryonic body pattern in

various organisms.

We followed the evolution of their promiscuity throughout

the bilaterian sub-tree and illustrated the two promiscuity

measures using a color scale (Fig. 4). These pathways include

the ancestral nodes Bilateria, Coelomata, Deuterostomia,

Euteleostomi, Amniota, Endopterygota and Dipteria and the

contemporary animals C. elegans, S. purpuratus, A. mellifera,

D. rerio, G. gallus,H. sapiens,D. melanogaster and A. gambiae.

Then, for each domain, we marked the branch where its

domain promiscuity rate was maximal. The stars on the

colored domain promiscuity bar in a particular genome denote

a domain that showed the highest rate on the branch leading

to this external node. We found that there is a statistically

significant tendency for domains which participate in the

creation of the embryonic body pattern to be more actively

reshuffled in different proteins during the evolution of bilaterians

(the hypergeometric test and Fischer exact test p-values o 0.005

for both abundance and bigram-based promiscuities). Table 1

shows branches on the tree with the maximum rates of the

domains from the above-mentioned set. Fig. S4 (ESIw) shows
the correlation between the two promiscuity measures and the

cumulative time from the root of the tree, for all genomes in

the bilaterian sub-tree.

Discussion

Using 15 contemporary and 14 inferred ancestral collections of

domain architectures, along with estimated branch lengths of

the eukaryotic tree, we were able to conduct the first study to

trace the evolution of domain promiscuity along the different

evolutionary pathways. To investigate the tendency of

domains to combine with other domains, we used two

promiscuity measures, the domain abundance in different

domain architectures and the degree of the domain in the

bigram network. Both measures were congruent in most of

the performed analyses. Tracing the evolution of domain

promiscuity across ancestral genomes enabled us to address

the rate of gain/loss of promiscuity and to point to specific

branches where promiscuity was elevated compared to other

nodes on the tree. Some branches consistently showed the

highest increase using the averaged domain promiscuity and

promiscuity of individual or clusters of domains (e.g.: branches

leading to H. sapiens, O. sativa, Bilateria, Deuterostomia and

Ascomycota). Previously it was shown that domains whose

boundaries are located close to the boundaries of their encoding

exons are common in the human genome and may account for

the increase in domain promiscuity.30

Of particular note, we identified promiscuous domains with

different patterns of evolution: some have lineage-specific

acceleration while others gain promiscuity at steady rate over

a long evolutionary period starting from the common ancestor

of all eukaryotes (almost one-third of all domains). Examination

of the dependencies of the promiscuity values of the domains

on evolutionary time reveals a fascinating observation on the

evolution of animals: most of the highly time-correlated

domains showed acceleration in domain promiscuity around

Bilateria divergence. The bilaterian divergence was accompanied

by an expansion of many signaling systems, among them the

system that determines the two axes of body symmetry. We

then investigated a set of domains that are known to have a

role in the creation of a single body axis in radial symmetry

organisms. Interestingly, we found that some of these ancient

domains, that were present in distant genomes such as amoeba

and fungi, achieved a boost in their promiscuities during the

evolution of bilaterians. Thus, this leads us to propose that the

creation of two body axes was a result of an expansion of

existing signaling systems partly by acceleration of the rate of

domain promiscuity gains in those systems.

Methods

The data set

The data set consists of 15 contemporary and 14 ancestral

eukaryotic species with completely sequenced contemporary

genomes according to the NCBI Entrez Genomes. The

contemporary species include eight animals (Caenorhabditis

elegans, Strongylocentrotus purpuratus, Apis mellifera, Danio

rerio, Gallus gallus, Homo sapiens, Drosophila melanogaster,

Anopheles gambiae); three fungi (Cryptococcus neoformans,

Schizosaccharomyces pombe, Saccharomyces cerevisiae); two

plants (Arabidopsis thaliana, Oryza sativa); the protist

Plasmodium falciparum; and the amoebozoan Dictyostelium

discoideum. We adopt the phylogenetic tree topology described

by Carmel et al.41 Briefly, a traditional ‘‘crown-group’’ tree

topology is assumed, where the root of the tree is positioned

between the protists and the common ancestor of multicellular

eukaryotes (AME). Additionally, Deuterostomia and insects

are grouped together in the Coelomata ancestor, excluding the

nematodes. The divergence times are taken from ref. 41.

The leaf nodes of the tree are composed of the contemporary

organisms and their corresponding domain architectures. The

architectures are taken from the NCBI CDART database.37

Briefly, the domain architectures of all proteins in these

organisms are calculated by applying the domain definitions

from the Conserved Domain Database (CDD)42 at the level of

domain superfamilies, using the RPS-BLAST algorithm.43

Similar domains in CDD, including NCBI-curated domains

and domains imported from Pfam44 and SMART,45 have been

Table 1 Change of promiscuity for domains participating in the
creation of embryonic body pattern. For each domain, the branch
where its domain promiscuity rate was maximal is shown. Empty cells
indicate that the domain had no changes in the promiscuity rate

Abundance Bigram

WNT1 Bilateria —
CHRD H. sapiens G. gallus
TBOX Bilateria —
TF_Otx Euteleostomi Euteleostomi
Notch H. sapiens H. sapiens
NOD G. gallus Bilateria
HH_signal Dipteria Coelomata
Hint Deuterostomia Coelomata
ARM Amniota Amniota
Zf-C2H2 Amniota Amniota
SOG H. sapiens H. sapiens
VWC Deuterostomia Deuterostomia
HS2ST Bilateria —
homeodomain Deuterostomia Deuterostomia
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clustered into superfamilies by identifying overlapping

sequence matches to the NCBI non-redundant sequence

database.

Inferring ancestral domain architectures

Data on domain architectures in ancestral nodes are taken

from Fong et al.10 Briefly, the maximum parsimony modified

Fitch algorithm46 is implemented to populate internal nodes

with architectures. Each architecture is marked as ‘present’ in

a parent node if found in more than half of the children.

Similarly, if the architecture is found in less than half of the

children it is marked as ‘absent’ in the parent node and if

found in exactly half, is marked as ‘unknown’. Traversal of the

tree from the root to leaf removes unknown labels by assigning

each node the same label as its parent. We break ties at

balanced trees, i.e. trees with unknown root, by setting the

root to present. At the very end of this process, each ancestral

genome is represented by a collection of architectures.

Labeling of internal nodes was performed using the more

extensive list of complete genomes from NCBI taxonomy

from Fong et al.10

Assigning GO annotations to domains

The domain annotation by GO terms was based on the

mappings of Pfam and SMART domains to GO terms from

the Gene Ontology Annotation (GOA) database.39 First,

NCBI-curated domains in CDD were mapped to the closest

Pfam or SMART domain, defined as having the largest

number of shared non-identical sequences. Then, each

superfamily, or cluster of similar domains, was assigned the

GO terms associated with Pfam, SMART, or NCBI-curated

domain in the cluster.

Chi-square contingency test for functional enrichment

We implemented the chi-square contingency test to check for

the association between domains which showed a significant

correlation with the evolutionary time of eukaryotes and their

functional annotation as follows. For each species, we defined

a contingency table to be the presence and absence of function

X in the set of domains and in the complementary set of

domains that did not present a significant correlation with

time. Then a p-value was calculated using a chi-square

test followed by a FDR correction to correct for multiple

comparisons.

Clustering of promiscuity profiles

A promiscuity profile of a domain was defined as a vector of its

promiscuity values in different genomes along the tree. Similar

promiscuity profiles were clustered together using hierarchical

clustering and Euclidean distance, considering only profiles

having non-zero promiscuity values in at least five genomes.
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