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This paper examines how the accuracy of activity coefficients at infinite dilution calculated from the conductor-like screening model for real solvents (COSMO-RS) depends on the basis set and the quantum chemical method used. Activity coefficients at various temperatures serve as experimental parameters for optimising the COSMO-RS parameters. A modification of the electrostatic misfit term of the energy function of COSMO-RS is presented that leads to a slightly higher accuracy. COSMO-RS parameter sets for nine different systematically varied basis sets using the density functional theory with the BP86 functional show that at least a valence double-zeta basis set is necessary for good accuracy. Larger basis sets show no advantages. Investigations of eight different quantum chemical calculation methods using a valence triple-zeta basis set are documented. Hartree–Fock and local density approximations give relatively poor results. The gradient-corrected density functionals investigated and the B3LYP hybrid functional show practically identical accuracy. The most accurate parameterisation was obtained with MP2.

1. Introduction

The conductor-like screening model for real solvents (COSMO-RS) method1,2 for calculating the mixed-phase thermodynamic properties is now a well established tool for semi-quantitative prediction of substance data.3

At the core of the COSMO-RS method is the statistical thermodynamic treatment of an ensemble of surface screening charge densities, serving as a model for the interactions in a molecular assembly. The surface screening charges are determined by quantum chemical calculations for molecules placed in a dielectric continuum. The continuum solvation model COSMO (COnductor-like Screening MOdel)4 is used here, with the dielectric constant set to infinity, ε → ∞, for calculation of the surface screening charges used in COSMO-RS. The reference state of the system is thus the chemical potential of a molecule in a perfect electrical conductor. In the COSMO-RS model, intermolecular interaction is described in terms of pairwise interaction of the screening charge densities on discrete surface segments. For a given cavity construction algorithm, the calculated surface screening charges depend directly on the details of the quantum chemical method. The effect of these dependencies on the parameters of the semi-empirical COSMO-RS method is naturally of both fundamental and practical interest. Despite a series of published parameterisations, such as in ref. 2 and 5–10, no study has been published so far on comparative investigations of the influence of the quantum chemical method used to compute the surface screening charges on the accuracy of the resulting COSMO-RS parameterisation. The object of the present study is therefore to investigate the prediction accuracy of COSMO-RS parameterisations with systematic variation of the quantum chemical computation methods. The work is organized in the following way. The first section lists the equations necessary for an understanding of the COSMO-RS method, describes the quantum chemical methods used, and specifies the target function for the parameterisation and the experimental data set on which the parameterisation is based. The results obtained are then documented and discussed. The work concludes with a summary and outlook. The detailed working equations for COSMO-RS are listed in the Appendix.

2. Methods

The central equation of the COSMO-RS method is

$$\mu_s(\sigma) = -\frac{RT}{a_{\text{eff}}} \ln \left[ \int d\tilde{\sigma} P_s(\tilde{\sigma}) \exp \left\{ a_{\text{eff}} \left( -\tilde{\varepsilon}(\sigma, \tilde{\sigma}) + \mu_s(\tilde{\sigma}) \right) \right\} \frac{RT}{\tilde{\varepsilon}(\sigma, \tilde{\sigma})} \right]$$

(1)

where μs(σ) is the chemical potential of an ensemble S as a function of the surface screening charge density σ, R is the universal gas constant and T is the absolute temperature. aeff is the effective contact area between two segments. Ps(σ) is a probability density and is called the σ-profile of the ensemble S.
The function $s(\sigma, \tilde{\sigma})$ describes the interaction between two charged surface segments as a function of the screening charge densities. The $\sigma$-profile of an ensemble S containing $N_M$ different components $M$ with mole fractions $x_M$ is defined as:

$$P_3(\sigma) = \sum_{M=1}^{N_M} x_M P^M(\sigma). \quad (2)$$

$P^M(\sigma)$ is here the $\sigma$-profile of molecule $M$. Eqn (1) belongs to the class of non-linear integral equations of the Hammerstein type.\cite{11} It can be solved either purely numerically\cite{1} or semi-analytically.\cite{11} The residual contribution to the chemical potential of a substance $M$ in ensemble $S$, which is ascribed to intermolecular interactions, can be calculated in the COSMO-RS model by integration over the surface screening charge density:

$$\mu_S^M = RT/a_0 \int \sigma P^M(\sigma) \mu_S(\sigma). \quad (3)$$

Together with the combinatorial contribution to the chemical potential $\mu_{CS}^M$ that describes the size of the molecules (see eqn (A7) in the Appendix for the functional form), the chemical potential is then defined as:

$$\mu_S^M = \gamma^M_{CS} + \mu_{CS}. \quad (4)$$

The limiting activity coefficient of a component $i$ at infinite dilution in component $j$ is of the utmost importance in mixed-phase thermodynamics (see for example ref. 3 and 12). This key parameter is easily calculated from the knowledge of the chemical potentials:

$$\gamma_i^\infty = \exp \left[ \frac{\mu_i^f - \mu_i^c}{RT} \right] \quad (5)$$

An important field of application of the COSMO-RS method is the prediction of this parameter (see for example ref. 13). If a suitable COSMO-RS parameter set is available no experimental data are necessary; only quantum chemical calculations with the dielectric continuum model COSMO for the isolated molecules $i$ and $j$ are required. The Appendix shows the working equations of the COSMO-RS method, with its parameters to be fitted to an experimental data set. The methods used for the quantum chemical calculations include, in addition to the density functional theory (DFT), the Hartree–Fock (HF) method\cite{14–16} and 2nd order Møller–Plesset perturbation theory (MP2).\cite{17} All of the quantum chemical calculations were performed using the TURBOMOLE suite of programs.\cite{18} The functionals used in the DFT calculations are the S-VWN functional (a variant of the local density approximation, LDA),\cite{19,20} the BP86,\cite{20,21} and PBE\cite{22} functionals which are based on the generalised gradient approximation (GGA), the B3LYP hybrid functional,\cite{23,24} as well as the meta-GGA-based functional TPSS\cite{25} and its hybrid variant TPSSH.\cite{26} In the DFT and HF calculations, the highly efficient RI-J method was used.\cite{26} The MP2 calculations were carried out with the rimp2 program.\cite{27} The COSMO dielectric continuum model implemented in TURBOMOLE is described in ref. 28. The screening charge densities of the MP2-COSMO calculations were calculated using the PTED variant\cite{29} of continuum solvation models implemented in TURBOMOLE.\cite{30} The following basis sets were used: the minimal basis set STO-3G,\cite{31} the valence double-zeta basis sets 3-21G,\cite{32} 4-31G,\cite{33} 6-31G*\cite{34} and SV(P),\cite{35} the valence triple-zeta basis sets TZVp,\cite{36} and def2-TZVPD,\cite{37} the def2-TZVPPD valence triple-zeta basis set expanded by diffuse functions,\cite{38} and the valence quadruple-zeta basis set def2-QZVPP.\cite{39}

A root mean square (RMS) value serves as a measure of the goodness of our optimisation. The RMS is typically used as a parameter for assessing the predictions of a model. This parameter has two important properties: cancelling of negative and positive deviations is suppressed by the sum of the error squares, and large errors are more heavily weighted than small deviations. Our chosen target function for parameter optimisation for the COSMO-RS model is the following RMS value:

$$\text{RMS} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} \left( RT_i \ln \gamma^\infty_{CS} - RT_i \ln \gamma^\infty_{\text{Experiment}} \right)^2 }, \quad (6)$$

where $T_i$ is the absolute temperature of system $i$. The selected RMS value has the dimension of a chemical potential and is thus an energy equivalent on the logarithmic scale. In this way, properties other than activity coefficients (e.g., partition coefficients) could also in principle be incorporated simultaneously into the parameter optimisation. The present work investigates only activity coefficients at infinite dilution; optimisation is therefore carried out exclusively for this key parameter in mixed-phase thermodynamics. The choice of the experimental limiting activity coefficients here is a problem that must not be underestimated, because these are very often associated with large errors. A carefully validated data set has been provided by Voutsa and Tassios\cite{40} in a publication on predictive calculations using group-contribution methods. A subset of this data set has been studied by Putnam et al.\cite{41} in connection with the accuracy of the COSMO-RS method.\cite{42} The data set given in ref. 41 serves as the basis for the parameter optimisations in the present work. The set contains 70 molecules for which limiting activity coefficients are given for at least one, and generally for three or four, temperatures. The data set contains a total of 375 data points, 85 of which describe aqueous systems. The classes of molecules included in the set—alkanes, cycloalkanes, alkenes, cycloalkenes, ketones, alcohols, carboxylic acids, and chloroalkanes—distinguish this data set as being particularly relevant for typical fields of work in the chemical industry. In addition to this data set, we considered for our work another data set consisting of alkanes and alkenes in alkanols and alkenols containing 368 data points for binary combinations. This latter set is also distinguished by very high experimental accuracy. It is based on data from Miyano\cite{43,44} and Miyano and Fukuchi,\cite{45} and has been used in a recently published study evaluating the goodness of predictive methods for calculation of Henry coefficients.\cite{36}

### 3. Results and discussion

The starting point of the optimisations documented here is the procedure described in ref. 2. For this purpose the molecular geometries were optimised using the COSMO solvation model with $\varepsilon \to \infty$, employing the BP86 functional and the TZVp basis set. In ref. 2 a second set of averaged charge densities is used for a quantitative description of the correlation of the polarization charge densities (see eqn (A4) in the Appendix);
the weighting of this set is adjusted by the parameter \( f_{\text{corr}} \). Entry 1 of Table 1 shows the calculated parameters and an RMS value of 0.33 kcal mol\(^{-1}\) that was obtained. For this calculation \( f_{\text{corr}} \) was set to 2.4 as described in ref. 2. The second entry in Table 1 shows the parameter set obtained when \( f_{\text{corr}} \) is also optimised. The values, particularly of \( z \) and \( f_{\text{corr}} \), now differ significantly from those of the first optimisation but result in an improvement of only about 2% in the RMS value.

As described above, the parameterisation of COSMO-RS has so far usually been performed on the basis of molecular geometries obtained by optimisation of the molecule in a perfect electrical conductor. The only exception of which we are aware is the parameterisation published in ref. 10, based on calculations with the Amsterdam density functional (ADF) package. The third entry in Table 1 shows the results of a parameter optimisation based on the optimised molecular structures in the gas phase. A subsequent single-point calculation with COSMO for \( \varepsilon \rightarrow \infty \) then gives the screening charge densities. It is seen that despite the differences in the parameters of this optimisation compared with those based on optimisation with COSMO for \( \varepsilon \rightarrow \infty \), the RMS value hardly changes. We have observed the same effect also in other parameterisations, which are not published here. With one exception, all of the following parameterisations documented in this work are based on molecular geometries in the gas phase. We share the view expressed in ref. 10 that the geometry of a molecule in a perfect electrical conductor is not a good starting point for most solvents. These conditions favour relatively strong charge separation, which can lead to minimum geometries that are not favoured in non-polar environments. In view of the typical polarities of solvents that are important in practice, it appears to us that the preferred compromise is to avoid optimisation in the electrical conductor. However, we regard the advantages described in ref. 10 of a better parameter fit for COSMO-RS and faster convergence in optimisations of geometry as less important than another computational advantage: in general, time-consuming quantum-chemical investigations—for example of reaction mechanisms, which often involve hundreds of molecular structures—are considered in the gas phase in the first step, provided that the solvents used are not markedly polar. If now, for example, the influence of the solvent on kinetic constants is to be estimated using COSMO-RS (see for instance ref. 47 and 48), all the molecular structures would have to be optimised a second time. A parameterisation based on gas-phase structures has the major advantage that only one set of molecular structures needs to be generated and handled.

The results of the COSMO-RS parameter optimisation with the use of the B3LYP functional instead of BP86 can be seen in entry 4 of Table 1. The RMS value remains almost the same as the one for BP86 (entry 3). From this result no advantage is discernible for B3LYP, and the BP86 functional represents the better choice because of the savings in computing time in the DFT calculation.

The results presented so far have been based on the traditional parameterisation of COSMO-RS using the approach of ref. 2. For the remaining studies presented below, a slightly modified approach for the electrostatic misfit energy as a function of two orthogonal sets of charge densities has been used. Instead of the function according to ref. 2:

\[
\frac{x}{2} (\sigma_i + \sigma_j) + \frac{f_{\text{corr}}}{2} (\sigma_i + \sigma_j) \cdot (\sigma_i + \sigma_j),
\]

where \( x \) and \( f_{\text{corr}} \) are parameters to be optimised, and \( \sigma_x \) and \( \sigma_{\alpha} \) with \( x = i, j \) represent the two sets of screening charge densities (see Appendix for details), we use the function:

\[
x_1(\sigma_i + \sigma_j)^2 + x_2(\sigma_i + \sigma_j)(\sigma_i + \sigma_j) + x_3(\sigma_i + \sigma_j)^2
\]

with \( x_1, x_2 \), and \( x_3 \) as the parameters to be fitted. The first two terms of eqn (8) are a reformulation of eqn (7), the third term can be interpreted as an additional weight for the self-energy arising from the second, orthogonalised set of charges. In order not to increase the total number of parameters to be fitted, which would cause additional computational effort, the parameter \( x_0 \) in the combinatorial contribution to the chemical potential is fixed at 1 in our optimisations, which are based on eqn (8). (For the form of the combinatorial contribution see eqn (A7) in the Appendix.) Comparison of entry 5 with entry 3 in Table 1 reveals that the use of function (8) produces a 14% improvement in the RMS value to 0.28 kcal mol\(^{-1}\). To demonstrate for this variant of COSMO-RS that the use of the gas-phase molecular structure has no effect on the result of optimisation goodness, entry 6 of Table 1 shows the values obtained using the geometries from optimisation in a perfect electrical conductor.

Entries 7 to 11 of Table 1 show the results of studies on parameter optimisation with COSMO-RS using basis sets smaller than TZVP. BP86 is used as the functional in all these computations. With the use of the STO-3G minimal basis set, the RMS value more than doubles to 0.60 kcal mol\(^{-1}\), but decreases significantly on using the 3-21G basis set. Although the STO-3G basis set has the same number of primitive functions as the 3-21G basis, the latter provides a significantly better description of the details of screening charge density (RMS value of 0.37 kcal mol\(^{-1}\)); this is ascribed to the higher flexibility in the valence shell, in which it has twice as many functions as STO-3G. Increasing the number of valence functions, as in the 4-31G basis set, improves the RMS to 0.28 kcal mol\(^{-1}\). The 6-31G* basis set, with two more primitives to describe the core orbitals and one additional polarization function of non-hydrogen atoms, interestingly brings no improvement in the optimisation of the COSMO-RS parameters. In agreement with this finding, the SV(P) basis set brings no improvement either. Entry 12 of Table 1 shows the results for the SV(P) basis set using the RI-J method. It is seen that this method can be used with no loss of accuracy. This applies also to the use of the TZVP basis set, as is clear from entry 13. If the results for the TZVP basis set (entries 5 and 13 in Table 1) are now re-examined, it is clear that there is practically no improvement over the valence double-zeta basis sets. Entries 14 to 16 of Table 1 show parameterisations for calculation of screening charge densities with even larger basis sets, the molecular geometries in each case being calculated with the TZVP basis set in the gas phase. The use of a def2-TZVP basis set that has been optimised relative to the TZVP basis set and provided with a further set of polarisation functions does not yield any improvement in fitting of the COSMO-RS parameters;
<table>
<thead>
<tr>
<th>Entry</th>
<th>Method and basis set used for geometry optimisation</th>
<th>Method and basis set used for calculating σ_r^2</th>
<th>RMS</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
<th>f</th>
<th>g</th>
<th>h</th>
<th>i</th>
<th>j</th>
<th>k</th>
<th>l</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>BP86(RI), TZVP</td>
<td>BP86(RI), TZVP (cosmo)</td>
<td>0.333</td>
<td>2588</td>
<td>v</td>
<td>e</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>BP86(RI), TZVP</td>
<td>BP86(RI), TZVP (cosmo)</td>
<td>0.325</td>
<td>1157</td>
<td>v</td>
<td>e</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>BP86(RI), TZVP</td>
<td>BP86(RI), TZVP (gas)</td>
<td>0.324</td>
<td>1281</td>
<td>v</td>
<td>e</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>B3LYP(RI), TZVP</td>
<td>B3LYP(RI), TZVP (gas)</td>
<td>0.327</td>
<td>1282</td>
<td>v</td>
<td>e</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>BP86(RI), TZVP</td>
<td>BP86(RI), TZVP (gas)</td>
<td>0.278</td>
<td>—</td>
<td>404</td>
<td>363</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>BP86(RI), TZVP</td>
<td>BP86(RI), TZVP (gas)</td>
<td>0.283</td>
<td>—</td>
<td>332</td>
<td>434</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>BP86, STO-3G</td>
<td>BP86, STO-3G (gas)</td>
<td>0.601</td>
<td>—</td>
<td>1566</td>
<td>7724</td>
<td>124710</td>
<td>0.47</td>
<td>3.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>BP86, 3-21G</td>
<td>BP86, 3-21G (gas)</td>
<td>0.348</td>
<td>—</td>
<td>404</td>
<td>363</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>BP86, 4-31G</td>
<td>BP86, 4-31G (gas)</td>
<td>0.283</td>
<td>—</td>
<td>533</td>
<td>434</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>BP86, 6-31G*</td>
<td>BP86, 6-31G* (gas)</td>
<td>0.287</td>
<td>—</td>
<td>519</td>
<td>801</td>
<td>52384</td>
<td>0.42</td>
<td>4.60</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>BP86, SV(P)</td>
<td>BP86, SV(P) (gas)</td>
<td>0.285</td>
<td>—</td>
<td>1203</td>
<td>6885</td>
<td>15351</td>
<td>0.73</td>
<td>4.67</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>BP86(RI), SV(P)</td>
<td>BP86(RI), SV(P) (gas)</td>
<td>0.287</td>
<td>—</td>
<td>1156</td>
<td>6292</td>
<td>15228</td>
<td>0.70</td>
<td>4.67</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>TPSS(RI), TZVP</td>
<td>TPSS(RI), TZVP (gas)</td>
<td>0.278</td>
<td>—</td>
<td>922</td>
<td>4395</td>
<td>8782</td>
<td>3.02</td>
<td>3.34</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>TPSS(RI), def2-TZVPP</td>
<td>TPSS(RI), def2-TZVPP (gas)</td>
<td>0.279</td>
<td>—</td>
<td>1009</td>
<td>5606</td>
<td>11081</td>
<td>1.15</td>
<td>3.18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>TPSS(RI), def2-TZVPP</td>
<td>TPSS(RI), def2-TZVPP (gas)</td>
<td>0.281</td>
<td>—</td>
<td>1188</td>
<td>4491</td>
<td>9078</td>
<td>1.15</td>
<td>3.43</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>HF(RI), TZVP</td>
<td>HF(RI), TZVP (gas)</td>
<td>0.328</td>
<td>—</td>
<td>865</td>
<td>2725</td>
<td>10511</td>
<td>0.66</td>
<td>4.89</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>S-WVN, TZVP</td>
<td>S-WVN, TZVP (gas)</td>
<td>0.285</td>
<td>—</td>
<td>638</td>
<td>3595</td>
<td>10174</td>
<td>0.70</td>
<td>4.67</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>PBE(RI), TZVP</td>
<td>PBE(RI), TZVP (gas)</td>
<td>0.279</td>
<td>—</td>
<td>684</td>
<td>3941</td>
<td>10225</td>
<td>0.77</td>
<td>4.67</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>TPSSH(RI), TZVP</td>
<td>TPSSH(RI), TZVP (gas)</td>
<td>0.280</td>
<td>—</td>
<td>1044</td>
<td>5706</td>
<td>7089</td>
<td>3.00</td>
<td>4.27</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>TPSSH(RI), TPSS</td>
<td>TPSSH(RI), TPSS (gas)</td>
<td>0.278</td>
<td>—</td>
<td>592</td>
<td>3522</td>
<td>8645</td>
<td>0.75</td>
<td>4.75</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>RI-MP2, def2-TZVPP</td>
<td>RI-MP2, def2-TZVPP (gas)</td>
<td>0.264</td>
<td>—</td>
<td>691</td>
<td>4819</td>
<td>19756</td>
<td>0.61</td>
<td>5.12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>RI-MP2, def2-TZVPP</td>
<td>RI-MP2, def2-TZVPP (gas)</td>
<td>0.263</td>
<td>—</td>
<td>711</td>
<td>5324</td>
<td>21442</td>
<td>0.61</td>
<td>5.18</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In kcal mol⁻¹, b In (kcal Å⁻²) (mol e⁻¹)⁻¹, c In Å, d In Å², e Dimensionless, f In e Å⁻², g Variable parameters during the optimisation are denoted by ‘v’ and fixed parameters by ‘f’.
neither does the use of the def2-TZVPPD basis set that is especially suitable for electrical properties such as dipole moments and polarisabilities, and nor do calculations with the def2-QZVPP valence quadruple-zeta basis set with two sets of polarization functions.

It is quite remarkable that using the split valence basis set SV(P) which is known not to describe the dipole moment of polar molecules well, a similar quality for the activity coefficients can be achieved compared to the valence triple-zeta basis set TZVP. In Fig. 1 the distribution of the screening charge densities over the molecular surface computed with STO-3G, SV(P) and TZVP is shown for water. It can be seen that the σ-profiles calculated with SV(P) and TZVP are much more similar to each other than to the one calculated with STO-3G. From the sigma profiles, it can be understood why the STO-3G basis set leads to a much bigger deviation from the TZVP basis set with respect to the RMS value of the COSMO-RS optimization than the SV(P) basis set.

The studies on the influence of various quantum chemical computing methods on the accuracy of COSMO-RS parameterisation are shown from entry 17 onwards in Table 1. All of the calculations except those using the MP2 method are performed with the TZVP basis set. Compared to the calculations with BP86 discussed above (entry 5 in Table 1), Hartree–Fock yields significantly poorer accuracy, with an RMS value of 0.31 kcal mol\(^{-1}\). The use of the local S-VWN functional also leads to a poorer result of 0.30 kcal mol\(^{-1}\). In contrast, all the gradient-corrected functionals as well as the B3LYP hybrid functional show practically identical RMS values. We achieved the highest accuracy in our investigations with the MP2 method or by the LDA variant of DFT methods, offer no improvement in the accuracy of the COSMO-RS parameterisation. Screening charge densities calculated by the Hartree–Fock method or by the LDA variant of DFT give significantly less accurate parameterisation than when gradient-corrected functionals or the B3LYP hybrid functional are used. The differences in the accuracy of COSMO-RS for the non-local functionals used here are negligibly small. The most accurate parameterisation is based on screening charge densities calculated by the MP2 method. We believe that some further potential exists for moderate improvements in the RMS value, although possibly less in the form of the underlying quantum mechanical methods than in the form of the energy expression \(\varepsilon(\sigma, \tilde{\sigma})\) for the COSMO-RS method. In our view, a deeper mathematical investigation of the parameter optimisation space should also lead to an improved choice of empirical correction parameters for the physically motivated COSMO-RS approach. Other possible starting points for improvements include the calculation method of the averaged screening charge densities and the method used for the construction of the cavity for the screening charges. In view of the good performance of MP2, we believe that it would be of interest to investigate screening charge densities calculated by the coupled electron pair approximation (CEPA) method\(^{59–52}\) as a basis for COSMO-RS parameterisation. The power of this now somewhat forgotten method for very efficient calculation of electron correlation effects was recently brought to mind in a study based on its implementation in a modern quantum chemical program package.\(^{53}\)

### 4. Conclusions and outlook

The present work provides for the first time a systematic study of the influence of the quantum chemical method used on the accuracy of COSMO-RS parameterisations. The target function for the optimisation consists of activity coefficients at infinite dilution, which are key parameters in mixed-phase thermodynamics. The data presented here show that at least a valence double-zeta basis set should be used. Larger basis sets, however, at least when used with gradient-corrected DFT methods, offer no improvement in the accuracy of the COSMO-RS parameterisation. Screening charge densities calculated by the Hartree–Fock method or by the LDA variant of DFT give significantly less accurate parameterisation than when gradient-corrected functionals or the B3LYP hybrid functional are used. The differences in the accuracy of COSMO-RS for the non-local functionals used here are negligibly small. The most accurate parameterisation is based on screening charge densities calculated by the MP2 method. We believe that some further potential exists for moderate improvements in the RMS value, although possibly less in the form of the underlying quantum mechanical methods than in the form of the energy expression \(\varepsilon(\sigma, \tilde{\sigma})\) for the COSMO-RS method. In our view, a deeper mathematical investigation of the parameter optimisation space should also lead to an improved choice of empirical correction parameters for the physically motivated COSMO-RS approach. Other possible starting points for improvements include the calculation method of the averaged screening charge densities and the method used for the construction of the cavity for the screening charges. In view of the good performance of MP2, we believe that it would be of interest to investigate screening charge densities calculated by the coupled electron pair approximation (CEPA) method\(^{59–52}\) as a basis for COSMO-RS parameterisation. The power of this now somewhat forgotten method for very efficient calculation of electron correlation effects was recently brought to mind in a study based on its implementation in a modern quantum chemical program package.\(^{53}\)

### Appendix. COSMO-RS working equations

Let the solvent accessible surface of a molecule \(M\) be divided into \(n_M\) distinct tesserae. Assume that on all tesserae \(i\) with \(i \in \{1, \ldots, n_M\}\) the screening charge densities \(\sigma_i\) calculated by the COSMO model for \(\epsilon \rightarrow \infty\) are known. Assume further that the area of the \(i\)th tessera, \(A_i\), is known. The averaged screening charge density used in COSMO-RS is then:

\[
\sigma_i = \frac{\sum_{j=1}^{n_M} \sigma_i \cdot f_{ji}}{\sum_{j=1}^{n_M} f_{ji}}, \quad (A1)
\]

### Table 2: Results of activity coefficient predictions for the test data set employing selected parameter sets of Table 1 using eqn (8)

<table>
<thead>
<tr>
<th>Method and basis set used for calculating (\sigma_i) for geometry optimisation</th>
<th>RMS/kcal mol(^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP86, STO-3G</td>
<td>0.204</td>
</tr>
<tr>
<td>BP86, 4-31G</td>
<td>0.194</td>
</tr>
<tr>
<td>BP86(R1), SV(P)</td>
<td>0.202</td>
</tr>
<tr>
<td>BP86(R1), TZVP</td>
<td>0.216</td>
</tr>
<tr>
<td>RI-MP2, def2-TZVPP</td>
<td>0.188</td>
</tr>
</tbody>
</table>

---

Fig. 1 σ-Profiles for water employing the BP86 functional and three different basis sets.
where

\[ f_{ji} = \frac{r_{ij}^2}{r_{ij}^2 + 2r_{av}} \exp \left[ -\frac{d_{ji}^2}{r_{ij}^2 + 2r_{av}} \right]. \]  \hspace{1cm} (A2)

In (A2) \( r_{ij} \) is the averaged radius of tessera \( j \). This is determined by \( r_{ij} \equiv \sqrt{A_i / \pi} \). The term \( d_{ji} \) is the distance between the centres of the two tesserae \( j \) and \( i \). The term \( r_{av} \) is a parameter to be fitted.

Let a mixture \( S \) consist of \( N_M \) molecules and let \( k \in \{1, \ldots, N_M\} \). Let the mole fraction of the \( k \)th species be \( x_k \). The integral eqn (1) can now be rewritten in the form of an equation that on the right-hand side contains a double sum in the numerator and denominator:

\[ \mu_S(\sigma) = -\frac{RT}{a_{\text{eff}}} \ln \left[ \sum_{k=1}^{N_M} \sum_{i=1}^{N_M} S_i \exp \left( -\frac{\eta a}{RT} \left( \sigma_k(\sigma_i) + \sigma_i(\sigma_k) \right) \right) \right] \]

(A3)

The effective contact area \( a_{\text{eff}} \) here is a parameter to be fitted to the experimental data.

In addition to \( \sigma_k \), another charge density is now introduced, designated as \( \sigma_i \). It is obtained from \( \sigma_j \) through eqn (A1), with the term \( r_{av} \) in (A2) being substituted by \( 2r_{av} \). An orthogonal set of charge densities is now generated in accordance with

\[ \delta_i = \delta_i - \lambda_{\text{corr}} \sigma_i \]  \hspace{1cm} (A4)

The parameter \( \lambda_{\text{corr}} \) is 0.816 according to ref. 2. The term describing the interaction energy of the screening charge densities is given by:

\[ \frac{Z}{2} (\sigma_j + \sigma_i) \left\{ (\sigma_j + \sigma_i) + f_{\text{corr}}(\delta_j + \delta_i) \right\} + e_{\text{HB}}(\sigma_j, \sigma_i), \]  \hspace{1cm} (A5)

with the two parameters \( z \) and \( f_{\text{corr}} \) to be fitted and the function for the hydrogen-bonding energy given by

\[ e_{\text{HB}}(\rho_1, \rho_2) = e_{\text{HB}}(\text{max}(0, \text{max}(\rho_1, \rho_2) - \sigma_{\text{HB}})) \times \text{min}(0, \text{min}(\rho_1, \rho_2) + \sigma_{\text{HB}}). \]  \hspace{1cm} (A6)

The parameters \( e_{\text{HB}} \) and \( \sigma_{\text{HB}} \) are obtained by fitting to experimental data.

The combinatorial contribution to the chemical potential is described as follows:

\[ \mu_S^{\text{M}} = RT \left( \lambda_0 \ln[V_M] + \lambda_1 \left( 1 - \frac{V_M}{V_{av}} - \ln[V_{av}] \right) \right) \]

A7 \hspace{1cm} \text{with } \lambda_0, \lambda_1 \text{ and } \lambda_2 \text{ are parameters to be fitted to experimental data.}

In addition to the fitted parameters mentioned above, a scaling factor \( f_{\text{H,O}} \) is also used. This factor, which scales the screening charge densities of the water molecule, was introduced by Klamt in ref. 6.

The following atomic radii were used in cavity construction for the COSMO calculation: \( r_{11} = 1.3 \text{ Å}, \ r_{C} = 2.0 \text{ Å}, \ r_{O} = 1.72 \text{ Å}, \ r_{N} = 1.83 \text{ Å}, \ r_{F} = 1.72 \text{ Å}, \ r_{C3} = 2.05 \text{ Å}.
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