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A model, recently developed for treating interactions between charged particles of dielectric
materials (Bichoutskaia et al., J. Chem. Phys., 2010, 133, 024105), has been applied in an analysis
of experimental data on the stability and fragmentation of highly charged carbon and fullerene
clusters. Fragmentation data take the form of kinetic energy measurements that accompany the
Coulomb fission of highly charged carbon clusters. For many of the examples chosen there is
good agreement between the calculated and experimental results; however, the degree of
uncertainty in some of the experimental data means that subtle features predicted by the model
cannot be verified. When compared with an image charge model, treating carbon particles as a
dielectric material reveals significant differences in the nature of the interaction potential.

1. Introduction

Fragmentation patterns associated with multiply charged
clusters have been the subject of numerous experimental and
theoretical studies during the past 30 years.!® For weakly
bound collections of either atoms or molecules, attempts to
observe the process of Coulomb fission in size-selected ions
have met with variable success.>'®!! In contrast, measure-
ments on the energetics of Coulomb fission in systems with
high binding energies, such as multiply charged fullerenes,
have been very successful. Several groups have examined the
stabilities and energetics of fragmentation of highly charged
collections of fullerenes, (Cg)Z ™" ,1271% and there have also been
a number of measurements reported of the kinetic energy
release that accompanies C;° and C; loss from multiply
charged fullerenes and carbon clusters in the range C5¢ —C3y
(z in these studies varies between 2 and 9).'2° In order to
analyze these data various models have been used, ranging
from a simple liquid drop model that accounts for the stability
of a cluster of a certain size within which z positive charges are
confined,?! through to the calculation of fission barriers, where
it is assumed that during fragmentation a point charge
(C5, for example) interacts with a charged sphere, for example
C% V", that has infinite conductance (an image charge
model),16:22:23

What is still missing from many of the models currently
being used to analyse data on Coulomb fission from both
atomic and molecular clusters and from fullerenes is recogni-
tion of the fact that they are dealing with dielectric materials!
However, image charge models that treat multiply charged
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fullerene anions as dielectric spheres have been used to analyse
experimental data on electron detachment (see below).*?
Very recently, Wu et al.'' used a dielectric liquid drop model
to interpret data recorded following delayed Coulomb fission
in (NH;3)2™" clusters. The model accounted for the very asym-
metric fragmentation pattern observed and for the magnitude
of the centre-of-mass kinetic energy release induced in the
fragments by the presence of a large (Coulombic) reverse
activation barrier. At about the same time, Bichoutskaia
et al.?® presented a new mathematical solution to the problem
of calculating the electrostatic interaction between two
charged dielectric spherical particles. The equations derived
for this new treatment were shown to converge very rapidly
and the solution is stable up to the point where the particles
touch. A significant feature of this new solution is that it
clearly demonstrates that the charge-induced interactions
which exist between two like-charged particles of a dielectric
material can be attractive, and that the degree of attraction is
very sensitive to the magnitude of the dielectric constant. The
results also show that an accurate account of the interaction
requires a dynamical description of the surface charge on
each particle.’” The solution is general and can be applied
to charged particles ranging in size from small collections
of atoms or molecules, through to nano- and micro-scale
particles.?®%’

There currently exists a wealth of experimental data on the
fragmentation of highly charged fullerene and carbon
clusters.'>2° This material has a comparatively low dielectric
constant (somewhere in the range 3-5), and so the purpose of
this publication is to show that a dielectric particle drop model
as proposed by Bichoutskaia er al.*® can give an accurate
account of the stability and fragmentation energetics of
carbon clusters holding up to eight positive charges.
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2. Theory

There are many examples in chemistry and physics where
charged particles of dielectric materials interact with
one another;?®*3° however, it is only very recently that
accurate analytical solutions have emerged to describe the
electrostatic forces that exist between two such particles.6!
The electrostatic force due to the presence of a permanent
charge residing on the surface of each of two inter-
acting spherical particles is given in ref. 26 as a generalization
of Coulomb’s law for point charges, and has the following
form:

F]z :K/dQl(xl)/ng(xz)lxxl;xz
11—

x2|3

= gy ( f ot [ oo o)

where x; and x, are points on spheres 1 and 2, dQ;(x;)
and dQ,(x,) are the electrical charges on each of the spheres,
Z is a unit vector along the axis connecting the two spheres,
h is their centre-to-centre separation and K = 1/4mgy =~
9 x 10° V. mC~! is a constant of proportionality. The first
integral takes into account the charge residing on sphere 1,
and the second integral is the potential generated by the charge
residing on sphere 2. The last equality in eqn (1) is due to the
cylindrical symmetry of the problem and requires that
differentiation with respect to /4 is performed with the total
surface charge density, o;, kept constant. The electrostatic
force, Fjp, is evaluated by an expansion in Legendre
polynomials of the electrical potential generated by the two
spheres as they interact. Additional boundary conditions
describe the behaviour of the electrical potential and its
continuity on the surfaces of the spheres. The convention
where Fi, is negative for an attractive interaction and positive
where the force is repulsive has been used. The permittivity of
a sphere relative to that of vacuum is introduced as the
dimensionless dielectric constant k; &/eo, Where g =
8.8542 x 107> F m~'. The dielectric material is assumed
to be electrically neutral in its normal state with an
unperturbed charge distribution and containing an equal
number of positive and negative charges. The charge on each
particle is assumed to be distributed uniformly over the
surface, and no volume charge is present. Hence, the
total surface charge density, o, is related to the free and
bound charge densities as o; = a,; + 0,;. The net free charge,
or;, on each particle is fixed, independent of the dielectric
constant and does not vary with separation between the
particles. The variation in electrostatic force acting on the
system is the result of a polarisation of the bound charge
density, g, ;, residing on the surface of one particle induced
by an electric field due to the presence of charge on the
second particle.

Once the magnitude of the charge on each sphere has been
specified, the charge distribution can be computed as a func-
tion of the separation between spheres, 4. The following
analytical expression for the electrostatic force can then be

o;=const

(1)

obtained by integration of the charge distribution residing on
the surfaces of the spheres:

e ((+m+1)! 1
Fi, = E;Al,l ;Azm T+ Dl o2
2)
(k+ D)+ 1) +1
= —=) Aydi——————i5—
; (kl 1) %H}

Complementary equations describing the multipole moments
generated in each sphere have been presented:>°

Ay (I+m) all
AnKayoy1010 = azlﬁ+ 1+ 1 Z 2 Il W
m=!
3)
for sphere 1, and
. Aa (I +m) aé
477:Ka20'f‘201‘0 /+1 + l+ 1 Z m llml hl+m+l

(4)
for sphere 2. After eliminating A,, eqn (3) and (4) can be
combined to yield the coefficients 4, ;:
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where KQ; = 4rcKafo*_/;l and KQ, = 41tKa%a_/;2. The relation-
ship between the force, Fj,, and the Coulomb interaction
potential energy, U, between the two charged spheres is
given by:

Equations for calculating U have been given earlier;*®
however, a more efficient procedure for calculating both the
electrostatic force and the potential energy, can be obtained
by utilizing the matrix relationship in eqn (5) to yield
the coefficients A4;, in terms of the radii of the spheres, a;
and a,, their separation, A, their dielectric constants, k;
and k,, and their free charge densities, o, and oy5>.
The equations required to achieve such a solution are given
in Appendix 1.

For the purposes of comparison with other models that
have been used to treat the interaction between two charged
particles, two limiting cases for U are considered. First, for the
limit of two non-polarisable spheres or point charges the
equations give:°

U’ =K

010>
h (7
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which is the usual Coulomb relationship, and secondly, a point
charge, Q;, interacting with a polarisable sphere of radius a,
and dielectric constant k,:2°

Q1Q2

2m+1
)m azm+

- Koi Z k2+ )m + 1 h2m+2 ®

Ul

For m = 1 — 3, the leading three interactions derived from
eqn (8) vary as 1/A*, 1/h® and 1/A%, and these represent the ion-
induced dipole, induced quadrupole and induced octupole
polarisabilities that are the normal components of a multipole
expansion of induced electrostatic interactions. Equivalent
dependences on / can be identified from relationships derived
by Linse for the interaction between a point charge and a
dielectric particle.’! Likewise, eqn (6) can be used to yield an
expression from eqn (8) for the force, Fj,, between a point
charge and a polarisable sphere and this is equivalent to that
given very much earlier by Smythe.** Eqn (8) is to be com-
pared with eqn (9), which represents an image charge model
that is frequently used to analyse the interaction between a
point charge and a conducting sphere. Here, Q, a, k, and h
have the same definitions as before. For some calculations on

charged fullerenes, k, has been given a value of infinity.'®**23
0102 5 (ka—1) a
Uc=K - K 9
h h o 2ky +2) 2 (h2 — a3) ®)

The important distinction between eqn (8) and (9) is that for
the latter, the leading terms vary as 1/4% and 1/A4*, i.e. thereis a
dipolar term that does not appear in the dielectric surface
charge model, eqn (8), and the image charge model also has a
singularity at 1 = a,.

3. Results and discussion

The dielectric particle model has been used to undertake a
systematic analysis of available experimental data on the
stability and fragmentation of multiply charged fullerenes
and clusters of carbon atoms. For a majority of the calcula-
tions a single set of parameters has been used to take into
account variations in the sizes of the clusters. These para-

meters are:? the radius of Cgy = 0.381 nm and the radii of C5

and C; 0.126 nm and 0.154 nm, respectively.”* A method for
estimating the radii of other carbon clusters and fullerenes is
discussed below. Since there is some uncertainty as to the exact
value of the dielectric constant for Cgo,>>>* two values were
explored: k; = 3 and 5; and these values have been adopted for
all carbon clusters and fullerenes, irrespective of charge and/or
size. One of a series of reactions that will be studied below
involves the fragmentation of highly charged Ci;, and this
reaction in the form of:

Cé — C3g +Cy (R1)

has been used to illustrate differences in the various models
discussed above. Fig. 1 shows how the point charge — dielectric
particle model behaves as a function of both particle
separation, /1, and the number of terms, m, included in the
summation in eqn (8). At long range the interaction potential
is dominated by the repulsive Coulomb term and it is only at
very short interaction distances that the attractive second term

6
4
>
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4
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Fig. 1 Potential energy curves calculated for reaction step (R1) using
eqn (8) for the point charge — dielectric particle model. Results are
shown for an increasing number of terms in the summation.

in eqn (8) begins to take effect. However, because / is small the
terms in /*, 1%, h® etc have a very significant influence on how
the interaction behaves, and U finally converges to a strongly
attractive interaction once m is > 20. Of comparable signifi-
cance for an over-the-barrier chemical process, such as (R1), is
the observation that the additional terms in eqn (8) also
contribute to a lowering of the reverse activation barrier.
Fig. 2 shows results from the equivalent point charge — image
charge model, but this time the dielectric constant, k, has also
been varied, with k, = 3000 being taken as equivalent to a
conducting particle. Ujc is also strongly attractive at short
range, but in this case it is due to the approaching singularity
from the term h2 i Fig. 2 also shows that the magnitude of
the dielectric constant has an influence both on the distance at
which Ujc starts to become attractive and on height of the
reverse barrier.

Fig. 3 shows the consequences of using the full dielectric
particle model, where C5 has now been assigned a finite size

>
(]
<
> 2
<
9}
c
5}
& 0+ ;
£ |
5 i Point charge - image charge model
I
i
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‘ Co = C5*C,

h
4 i
i
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Separation (h-a,) / nm

Fig. 2 Potential energy curves calculated for reaction step (R1) using
eqn (9) for the point charge — image charge model. The results are for
different values of the relative dielectric constant, k,.
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Fig. 3 Potential energy curves calculated for reaction step (R1) using
the dielectric particle model with different values of the relative
dielectric constant, k;.

and a range of values has been used for the dielectric constant.
Although the potential energy curves still show a short range
attraction between the particles, what is most significant is the
fact that, even when the particles are touching, the potential
energy is very much higher than any of the point charge
results. Finally, Fig. 4 shows a comparison between the three
most significant results taken from Fig. 1-3, and where a
number of interesting observations can be made. First, the
reverse barrier for the point charge — image charge model is
almost 1 eV higher than for either of the dielectric particle
models. Second, because the image charge model has no high
order multipole terms, the onset of an attractive interaction is
delayed for this particular example by more than 0.1 nm.
Finally, as a result of treating each of the fragments as a
dielectric particle, the nature of the interaction potential is
markedly different from either of the other two results. How-
ever, for the latter the reverse barrier remains low because a
mutual polarisation of the surface charge density on each of
the particles leads to an attractive interaction at very short

6 -

44
%
> 2+
<
2 ; a =0376nm k =5
o) ) 2 2
8 0+ /
3 ’,’ —— point charge - image charge model
a L e point charge - dielectric particle model

N sphere / sphere - dielectric particle model
-4 4 !
T — T T T T T T T T 1
0.0 0.1 0.2 03 0.4 05

Separation (h-a-a,) / nm

Fig. 4 Comparison between potential energy curves calculated for
the image charge and dielectric particle models.

separation.?” Zettergren et al.>* also concluded that C5~ should
not be treated as a point charge when calculating potential
energy curves for the fragmentation of C ions.

3.1 Stability of (Cgo)z" clusters

Several experimental studies have investigated the stability of
multiply charged clusters of the fullerene Cg in the form of
(Ceo)it.1>71* These data have been the subject of an earlier
theoretical analysis by Nakama and Hervieux>' using a contact
sphere model to calculate an energy barrier for the loss of one
or more charged fullerenes. Their model did take account of
the dielectric nature of Cgg, but only in the context of a
repulsive Coulomb contribution to the total energy of a
charged cluster of Cgg molecules. With a value of 3.45 for k;
and k, these authors successfully reproduced the experimental
data.'*'* Similarly, Zettergren er al.'* accounted for stable
(Ceo)it structures by using a nearest-neighbour model that
localised charge on individual Cgy molecules in order to
minimise Coulomb repulsion. In the calculations presented
here, the stabilities of the clusters have also been determined
from a model based on two spheres, but for one of them size
has been calculated using a liquid drop approach, a,(n) =
ron'’3, where r¢ is the radius of a single Cgo molecule. Table 1
summarises the results of calculations to determine the stabi-
lities of (Cgp): " clusters with respect to the loss of a single Cgp.
This pathway was identified as having the lowest energy
barrier and for each value of z, n has been varied until the
interaction between (C()O)g,:ll;+ + Cgp became attractive at
short distances. This value of n was taken as the minimum
stable size. Two values for the dielectric constant were
investigated, k; = 3 and 5, and as can be seen from Table 1,
the results are very sensitive to the value of k; and with a value
of 5 it is possible to reproduce the experimental data quite
accurately.

In a related series of calculations centre-of-mass kinetic energy
releases have been calculated for three fragmentation steps:

(Ce0)y™ = C&H "V + Cop (R2)
(Ce0)y" — CH > + Cgo (R3)
(Ce0)y" — C&H P + Ciy (R4)

It is assumed that fragmentation is an over-the-barrier process
and that kinetic energy is determined from a maximum in the

Table 1 Comparison between experimental data on the stability of
(Ce0)i " with respect to the process (Ceo)i "~ — (Ceo)ia=1)" + Ceo and
results calculated from the dielectric particle model outlined in the text

Calculated minimum

stable size (n) Theory”
k=3 k=5 Expt’ Kk =346  Theory’
2 8 6 5 7 5
3 18 11 10 13 10
4 33 20 21 23 23
5 50 33 33 31 —
6 71 45 — 35 —
7 96 56 — 38 —

“ Experimental data taken from ref. 13 and 14. ® Taken from ref. 21.
¢ Taken from ref. 14.
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Table 2 Comparison between experimental measurements of kinetic
energy release from reactions (R2), (R3) and (R4) and results calcu-
lated from the dielectric particle model outlined in the text. All
energies are in eV

Calculated Calculated
(ki = 5.0 (ki = 3.0)

z Expt.” (R2) (R3) (R4) (R2)

2 0.44 £+ 0.02 1.60 — — 1.68

3 1.1 £ 0.1 3.00 — — 3.22

4 22402 4.08 6.46 — 4.46

5 1.7£0.3 5.02 9.60 — 5.52

6 5.6 +£0.7 5.89 12.00 14.49 6.50

7 79+ 1.6 6.69 14.25 19.09 7.41

“ Experimental data taken from ref. 14.

potential energy barrier with respect to infinite separation of
the fragments. The calculated results are shown in Table 2 for
z < 7 where they are compared with experimental data taken
from the work of Zettergren et al.'* Kinetic energy releases
have again been calculated for two values of k;, and although
the results are sensitive to the magnitude of the latter, far
greater differences are to be seen from a comparison between
the various reaction steps. Overall agreement with the experi-
mental data is poor for z < 5, but is surprisingly good for
reaction step (R2) when z is either 6 or 7. In their analysis of
the experimental data, Zettergren et al.'* assumed fragmenta-
tion involved a symmetric or near symmetric separation of
charge on the grounds that for conducting spheres the charge
is completely delocalised across the dimer. However, a much
lower barrier and hence kinetic energy release is calculated for
step (R2) and this arises because the high charge density on
the (z — 1) fragment strongly polarises the Cq fragment. The
strong attraction associated with this interaction between the
two separating spheres reduces the magnitude of the outward
reaction barrier. As a result, the onset of Coulomb repulsion
is delayed to a larger fragment separation, and this leads to a
reduced kinetic energy release. Zettergren er al.'* have
suggested that high levels of internal excitation in the reaction
products might be responsible for the lack of agreement
between the experimental data and their modelling of the
results using image charge calculations.

3.2 Fragmentation of C5* clusters and fullerenes

In an extensive series of experiments, Senn ef al.'® have made
measurements of the kinetic energy release that accompanies
two fragmentation processes:

G - Cid + ¢ (R5)

G - Ci) +af (R6)
Experimental results have been presented for n in the range
36-70 and for values of z between 3 and 6. Complementary
data have been presented by Zettergren et al.?**3% for C%;
and C5; undergoing the loss of C; with z up to 8. These latter
results will be the subject of a separate analysis given below.
Again, it is assumed that fragmentation is an over-the-
barrier process and no account is taken of a possible charge
transfer step at or close to the top of the barrier. To account

for a systematic variation in cluster radius, a(n), as a function

of n, use has been made of a geometric relationship given by
Voytekhousky.>® In this analysis of fullerene structures the
radius of a fullerene containing n carbon atoms is given by:

a(n) = B(0.103374n — 0.4245845)"° (10)

Voltekhousky proposes that f# should have a value of 0.14 in
order for a(n) to match the radius of Cgo.>® However, such a
result does not agree with the radius adopted for the calcula-
tions above and so instead a value of 0.158 has been taken for
p and used across the range of fullerenes studied here. In using
eqn (10) it is assumed that the larger of the two fragments in
each of the steps above, Ci;~5" and C{;~}}", have fullerene-
like structures. In these calculations only k; = 5 has been used.
Table 3 compares the calculated and experimental kinetic
energy releases for reaction step (R5) and Fig. 5 shows a plot
of the results as a function of n. As can be seen, the model
accurately predicts the decline in energy release as a function
of increasing fullerene size, and for z equal to 3 and 4 the
agreement between experiment and theory is very good across
the entire data range. There is also reasonable agreement
between the z = 5 experimental data and the calculations.
No experimental errors have been quoted by Senn et al.'® Also
given in Fig. 5 are kinetic energy releases calculated using a
point charge — image charge model as given by eqn (9). The
results were calculated with z=4 and k,=35, and as can be
seen, the values across the range are approximately ~1 eV
above those calculated from the dielectric particle model,
which is consistent with the potential energy curves plotted
in Fig. 4. Table 4 and Fig. 6 present results calculated for the
loss of C4 (R6) and this time it can be seen that the agreement
between experiment and theory is excellent for z = 3 and 4. In
part the reason for this improved success when compared with
C5 loss is that C; is probably a better approximation to a
polarisable sphere. In both examples, the decline in kinetic
energy release as a function of increasing » can be attributed to
a gradual decline in surface charge density as the fullerenes
increase in size. Overall, the dielectric particle model can be
expected to overestimate kinetic energy release data since an
over-the-barrier result makes no allowance for some of the
excess energy appearing as vibrational excitation in the
reaction products. The consequences of a subtle difference in
size between C;” and C; can be seen in Fig. 7, where potential

Table 3 Comparison between experimental measurements of kinetic
energy release from the reaction (R5) and results calculated from the
dielectric particle model outlined in the text. All energies are in eV

3+ 4+ 5+ 6+
C)l Cfl Cn Cn

n Expt.” Theory Expt.” Theory Expt.“ Theory Expt.” Theory

36 449 577 991 922 — — — —
40 474 543 9.41 873 — — — —
44 422 5.14 8.02  8.30 — — — —

48 422 490 7.66 792 9.58 1098 — —
52 390 4.68 7.16  7.58 935 1055 — —
56 3.75 4.49 690 7.28 9.85 10.16 —

60 336 4.32 630  7.01 9.11 9.79 10.2
64 329 4.17 6.26 6.77 8.07 947 13.0 12.20
68 3.29 4.03 577  6.55 8.19 9.17 136 11.83

¢ Experimental data taken from ref. 16.
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Kinetic energy release / eV
co
1
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n

Fig. 5 Comparison between experimental kinetic energy release data
for reaction step (R5)'® and results calculated from the dielectric
particle model. The results are plotted as a function of cluster size,
n, and for individual values of the charge, z. The experimental data are
shown as discrete points and the continuous lines are calculated
results. Marked as i.c. is the kinetic energy release calculated from a
point charge — image charge model, eqn (9), with z = 4 and k, = 5

Table 4 Comparison between experimental measurements of kinetic
energy release from the reaction (R6) and results calculated from the
dielectric particle model outlined in the text. All energies are in eV

c cr c

n Expt.” Theory Expt.” Theory Expt.” Theory
38 5.59 5.77 8.30 9.22 — —
42 5.30 5.43 8.20 8.73 — —
46 4.68 5.15 8.29 8.30 10.9 11.45
50 4.32 4.90 7.55 7.92 8.89 10.98
54 433 4.68 7.40 7.58 9.00 10.55
58 4.20 4.49 6.95 7.28 7.41 10.16
62 3.86 4.32 6.71 7.01 8.13 9.79
66 3.89 4.17 6.97 6.77 8.13 9.47
70 3.74 4.00 6.75 6.55 10.8 9.17

¢ Experimental data taken from ref. 16.

energy curves have been plotted for charged products as they
begin to separate following the fragmentation of C3g and
Cis . The higher charge density on C; leads to a more
pronounced polarisation of charge on the larger of the two
fullerenes, Cig , with the result that the interaction remains
attractive over a longer distance.

The final series of kinetic energy measurements to be
examined are for Cij and C5; undergoing the loss of C5
and combines the data taken from several experimental studies
and where measurements have been made for z out to 8.52°
These results are shown in Table 5 where it can be seen that, at
each value of z, there is a very considerable spread in experi-
mental results, however, for z < 6, most of the calculated
results do fall within the bands shown. When comparing
calculations on Ci; and C3; for a given value of z, the lower
surface charge density on the latter leads to a reduction in
kinetic energy release, and the difference should be of the order
of 1 eV once z > 6. Such a trend is exhibited in experimental
data presented by Haag er al.>°

7+
124 Cn -

C(z—1)+ + C+
n 4

-4

Kinetic energy release / eV

Fig. 6 Comparison between experimental kinetic energy release data
for reaction step (R6)'® and results calculated from the dielectric
particle model. The results are plotted as a function of cluster size,
n, and for individual values of the charge, z. The experimental data are
shown as discrete points and the continuous lines are calculated
results.

6.0+

o
o
I

o
=]
1

+ ~a

—loss of C, -

fffff loss of C;

potential energy / eV
&~
o
1

>
=]
!

3.5

. . . . .
0.00 0.05 0.10 0.15 0.20
Seapration (h-a,-a,) / nm

Fig. 7 Comparison between potential energy curves calculated for
C3g and CZ¢ undergoing either reaction step (R5) or (R6).

Table 5 Comparison between experimental measurements of kinetic
energy release from the reaction (RS) for n = 60 and 70 and results
calculated from the dielectric particle model outlined in the text. All
energies are in eV

Céo. Cio.
z+ Expt.” Theory Expt.” Theory
3 2-4 4.32 3.25 3.97
4 36 7.01 6.12 (5) 6.45
5 3-9 9.79 10.8 (6) 9.02
6 7-11 12.59 12.3 (7) 11.66
7 813 15.32 —9) 14.27
8 9-15 17.98 —(11) 16.83

“ Spread in experimental data taken from ref. 20 which presents a
summary of results taken from ref. 15-19. ® Taken from ref. 16 and in
parenthesis from ref. 20.
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4. Conclusion

The results presented here show that by treating highly
charged clusters of carbon and fullerenes as dielectric materials
it is possible to reproduce a wide range of experimental results
where chemical reactivity and fragmentation are influenced by
the nature of the interaction potential. In terms of how
charged particles interact with one another, the calculations
also reveal significant differences between point charge — image
charge models and the equivalent equations for a pair of
dielectric particles.

Appendix 1

Eqn (3) and (4) can be written in matrix notation as:

b] = C]A] + D]A2 (Al)
bz = D2A1 + CzAz (A2)
where
(b)) = 4nKaiosidg
1 .
(C)y = Fb/,m
k=) (I+m) d
(D)), = = DL (A3)

(ki + D)+ 1 llml jpltmed

By choosing the sizes of the matrices as a cut-off for
the evaluation of the electrostatic force, Gaussian elimina-
tion can be used to solve eqn (Al) and (A2) for the coeffi-
cients A; and A4,. For example, eqn (A2) can be rearranged to
give
Ay = Cz_l(bz — Dy4y)

which can then be substituted into eqn (A1) to give

by = Ci4; + D|[C5'(by — D14))] (A4)

To obtain asymptotic values for the coefficients A}, eqn (A4) is
first inverted

Ay = [Cy — DGy 'Dy] 7\ (by — D, C5'by)

and then rearranged to give
Ar = [1 = C'DyC3 D] I Cr by — DiC3 ')

which is now in a form that can be expanded as [1-U]™! =
1+ U+ U>+ U+ - to give
Ay =[1 + (Cr'DiC3'Dy)

+ (CT'DiC5 Do) + - 1CT (b = DiC'hy)  (AS)

From eqn (AS5) the following perturbative terms can be
defined:

AP = ¢y

AP = —CTi(D1C by

AP = + (DG NDACr Dby
AP = —Cr' (DG YDLCTNDICo s ete. (A6)
such that 4, now reads as
Ay = A9 + 4D + 4P + 4P + ... (A7)

To achieve a precision of the order of O(h~") it is necessary to
use a matrix of size (N — 1)2 in the evaluation of 4;. However,
to achieve such precision, only the coefficients to an order of
approximately AV~22if N is even and A2 if N is odd
are required.

The following example helps to clarify this point regarding
precision and also serves to illustrate the dependence between
Aj and A, the separation between spheres. With coefficients of
O(h™) the electrostatic force is calculated to the same preci-
sion. For simplicity the spheres are assumed to have the same
radius (a;=a»,=a) and dielectric constant (k;=k,=k), but
different free surface charge densities (g, # 0/2). Since the
precision order is five, the size of the matrix needs to be (4 x 4)
(Im = 0,1,2,3). Hence

1 1
0 0
by = 4nKaoy 0 i by = 4nKaoy) L
0 0
1
2 0 0 0
c c 0 aiz 0 0
e
00 0 %
0 0 0
a(k—1) 2a(k—1) 3a(k—1) 4a(k—1)
12 (k+2) 3 (k+2) 7 (k+2) 7 (k+2)
Dy =Dy = | 222(=1)  6a%(k=1) 12a*(k—1) 20a*(k—1)
Bk+2) W (k+2) 75 (k+2) 76 (k+2)
3a(k=1) 1283 (k=1) 30a3(k—1)  60a° (k—1)
7 (k+2) 7 (k+2) 1o (k+2) H (k+2)

Substituting these terms into eqn (A6) and keeping only terms
of order (h™%) gives

A(]O) = 4nKa2q/‘,1 ;

0 (AB)

(n _ 2
Al —471Ka O"/,z 2a6(k—1)
h3(2k+3)

3a8 (k—1)
1 (3k+4)
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Coefficients of higher order (Aﬁz),A(ﬁ),. ..) contain terms of order
h~3 and above and so can be ignored. It then follows that:

A

A
A =

a*(k—1)
h2 (k+2)

(]

= 4nKd? o7, — 4nKd? oo

245 (k—1)
13 (2k+3)

0 3a8 (k—1)
7% (3k+4)

The electrostatic force between the two spheres can then be
expressed as:

Foo— 1 [ (ki +2\ 441 n 2k 43\ 41,1412
2= K k1 —1 a3 kl —1 a5
3k1 + 4\ 412413
+(k1 71)T+”}
Taking into account the coefficients given in eqn (A8) we have:
1 -
Fp = K(4na2qf,1)(4nazojf,2)ﬁ +O0(h) (A9)

and since Q; = 4Tca20_/;1a2, eqn (A9) can be written in the more
familiar form:

Higher levels of precision can be achieved by extending the
procedure outlined above. For example, the force to O(h™ ')
can be expressed as follows:

K
Fip = 2 [0102u15 — 0102u11 — Q1Q212]
where
s = 22 + A+ 2054 ) + 2'2(66V3 + 88vvs)

+ Z%104v] + 260v,05 + 130v,vs)

g = 2Qv) + Z/(Bvy) + P(dry) + 220V + 5vy)
+ 213(126v3v, + 6vs) + 13315y v3 + 224vivs + Tve)

Uzp = U
and
a i(k—1)
T M Tk D+ 1
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