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A model, recently developed for treating interactions between charged particles of dielectric materials (Bichoutskaia et al., J. Chem. Phys., 2010, 133, 024105), has been applied in an analysis of experimental data on the stability and fragmentation of highly charged carbon and fullerene clusters. Fragmentation data take the form of kinetic energy measurements that accompany the Coulomb fission of highly charged carbon clusters. For many of the examples chosen there is good agreement between the calculated and experimental results; however, the degree of uncertainty in some of the experimental data means that subtle features predicted by the model cannot be verified. When compared with an image charge model, treating carbon particles as a dielectric material reveals significant differences in the nature of the interaction potential.

1. Introduction

Fragmentation patterns associated with multiply charged clusters have been the subject of numerous experimental and theoretical studies during the past 30 years.1–9 For weakly bound collections of either atoms or molecules, attempts to observe the process of Coulomb fission in size-selected ions have met with variable success.3,10,11 In contrast, measurements on the energetics of Coulomb fission in systems with high binding energies, such as multiply charged fullerenes, have been very successful. Several groups have examined the stabilities and energetics of fragmentation of highly charged collections of fullerenes, (C_{60})_{2n}^{z+}, 12–14 and there have also been a number of measurements reported of the kinetic energy release that accompanies C_{70}^{z+} and C_{64}^{z+} loss from multiply charged fullerenes and carbon clusters in the range C_{50}^{z}–C_{70}^{z} (z in these studies varies between 2 and 9).15–20 In order to analyze these data various models have been used, ranging from a simple liquid drop model that accounts for the stability of a cluster of a certain size within which z positive charges are confined,21 through to the calculation of fission barriers, where it is assumed that during fragmentation a point charge (C_{70}^{z+}, for example) interacts with a charged sphere, for example C_{50}^{z(1–1)+}, that has infinite conductance (an image charge model).16,22,23

What is still missing from many of the models currently being used to analyse data on Coulomb fission from both atomic and molecular clusters and from fullerenes is recognition of the fact that they are dealing with dielectric materials! However, image charge models that treat multiply charged fullerene anions as dielectric spheres have been used to analyse experimental data on electron detachment (see below).24,25 Very recently, Wu et al.11 used a dielectric liquid drop model to interpret data recorded following delayed Coulomb fission in (NH_{3})_{2n}^{z+} clusters. The model accounted for the very asymmetric fragmentation pattern observed and for the magnitude of the centre-of-mass kinetic energy release induced in the fragments by the presence of a large (Coulombic) reverse activation barrier. At about the same time, Bichoutskaia et al.26 presented a new mathematical solution to the problem of calculating the electrostatic interaction between two charged dielectric spherical particles. The equations derived for this new treatment were shown to converge very rapidly and the solution is stable up to the point where the particles touch. A significant feature of this new solution is that it clearly demonstrates that the charge-induced interactions which exist between two like-charged particles of a dielectric material can be attractive, and that the degree of attraction is very sensitive to the magnitude of the dielectric constant. The results also show that an accurate account of the interaction requires a dynamical description of the surface charge on each particle.27 The solution is general and can be applied to charged particles ranging in size from small collections of atoms or molecules, through to nano- and micro-scale particles.26,27

There currently exists a wealth of experimental data on the fragmentation of highly charged fullerene and carbon clusters.12–20 This material has a comparatively low dielectric constant (somewhere in the range 3–5), and so the purpose of this publication is to show that a dielectric particle drop model as proposed by Bichoutskaia et al.26 can give an accurate account of the stability and fragmentation energetics of carbon clusters holding up to eight positive charges.
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2. Theory

There are many examples in chemistry and physics where charged particles of dielectric materials interact with one another; however, it is only very recently that accurate analytical solutions have emerged to describe the electrostatic forces that exist between two such particles. The electrostatic force due to the presence of a permanent charge residing on the surface of each of two interacting spherical particles is given in ref. 26 as a generalization of Coulomb’s law for point charges, and has the following form:

\[ F_{12} = K \int \frac{dQ_1(x_1)}{x_1 - x_2} \cdot \frac{x_1 - x_2}{|x_1 - x_2|^3} = -\varepsilon \frac{\partial}{\partial h} \left( K \int dQ_1(x_1) \int dQ_2(x_2) \frac{1}{x_1 - x_2} \right) \mid _{\sigma_i = \text{const}} \]

(1)

where \( x_1 \) and \( x_2 \) are points on spheres 1 and 2, \( dQ_1(x_1) \) and \( dQ_2(x_2) \) are the electrical charges on each of the spheres, \( h \) is their centre-to-centre separation and \( K = \frac{1}{4\pi\varepsilon_0} \approx 9 \times 10^9 \text{ V m}^{-1} \) is a constant of proportionality. The first integral takes into account the charge residing on sphere 1, and the second integral is the potential generated by the charge residing on sphere 2. The last equality in eqn (1) is due to the cylindrical symmetry of the problem and requires that differentiation with respect to \( h \) is performed with the total surface charge density, \( \sigma_i \), kept constant. The electrostatic force, \( F_{12} \), is evaluated by an expansion in Legendre polynomials of the electrical potential generated by the two spheres as they interact. Additional boundary conditions describe the behaviour of the electrical potential and its continuity on the surfaces of the spheres. The convention where \( F_{12} \) is negative for an attractive interaction and positive where the force is repulsive has been used. The permittivity of a sphere relative to that of vacuum is introduced as the dimensionless dielectric constant \( k_i = \varepsilon_i/\varepsilon_0 \), where \( \varepsilon_0 = 8.8542 \times 10^{-12} \text{ F m}^{-1} \). The dielectric material is assumed to be electrically neutral in its normal state with an unperturbed charge distribution and containing an equal number of positive and negative charges. The charge on each particle is assumed to be distributed uniformly over the surface, and no volume charge is present. Hence, the total surface charge density, \( \sigma_i \), is related to the free and bound charge densities as \( \sigma_i = \sigma_{f,i} + \sigma_{b,i} \). The net free charge, \( \sigma_{f,i} \), on each particle is fixed, independent of the dielectric constant and does not vary with separation between the particles. The variation in electrostatic force acting on the system is the result of a polarisation of the bound charge density, \( \sigma_{b,i} \), residing on the surface of one particle induced by an electric field due to the presence of charge on the second particle.

Once the magnitude of the charge on each sphere has been specified, the charge distribution can be computed as a function of the separation between spheres, \( h \). The following analytical expression for the electrostatic force can then be obtained by integration of the charge distribution residing on the surfaces of the spheres:

\[ F_{12} = -\frac{1}{K} \sum_{l=0}^{\infty} A_{1,l} \sum_{m=0}^{l} A_{2,m} \frac{(l + m)!(l + 1)!}{h^{l+m+1}} \]

(2)

Complementary equations describing the multipole moments generated in each sphere have been presented:

\[ 4\pi k_1 \sigma_{f,1} \delta_{ij} = \frac{A_{1,j}}{d_{i}^{2}} + \frac{A_{2,j}}{d_{i}^{2}} \]

(3)

for sphere 1, and

\[ 4\pi k_2 \sigma_{f,2} \delta_{ij} = \frac{A_{1,j}}{d_{i}^{2}} + \frac{A_{2,j}}{d_{i}^{2}} \]

(4)

for sphere 2. After eliminating \( A_{2,j} \), eqn (3) and (4) can be combined to yield the coefficients \( A_{1,j} \):

\[ A_{1,j} = KQ_i \delta_{ij} - \frac{(k_1 - 1)j_i}{(k_1 + 1)j_i + 1} h^{j_i + 1} KQ_j + \frac{\sum_{l=j_i}^{j_2} \sum_{j_2}^{\infty} \sum_{l=j_2}^{j_2} \sum_{j_2}^{\infty} \frac{(k_2 - 1)j_2}{(k_2 + 1)j_2 + 1} \frac{(j_2 + j_2)!}{j_2!} \times \frac{\sigma_{f,j_2}}{h^{j_2 + j_2 + 1}} A_{1,j_2}}{h^{j_2 + j_2 + 1}} \]

(5)

where \( KQ_i = 4\pi k_1 \sigma_{f,i} \) and \( KQ_j = 4\pi k_2 \sigma_{f,j} \). The relationship between the force, \( F_{12} \), and the Coulomb interaction potential energy, \( U \), between the two charged spheres is given by:

\[ F_{12} = -\frac{\partial U}{\partial h} \mid _{\sigma_{j,j} = \text{const}} \]

(6)

Equations for calculating \( U \) have been given earlier, however, a more efficient procedure for calculating both the electrostatic force and the potential energy, can be obtained by utilizing the matrix relationship in eqn (5) to yield the coefficients \( A_{1,j} \) in terms of the radii of the spheres, \( a_1 \) and \( a_2 \), their separation, \( h \), their dielectric constants, \( k_1 \) and \( k_2 \), and their free charge densities, \( \sigma_{f,1} \) and \( \sigma_{f,2} \). The equations required to achieve such a solution are given in Appendix 1.

For the purposes of comparison with other models that have been used to treat the interaction between two charged particles, two limiting cases for \( U \) are considered. First, for the limit of two non-polarisable spheres or point charges the equations give:

\[ U^0 = K \frac{Q_1 Q_2}{h} \]

(7)
which is the usual Coulomb relationship, and secondly, a point charge, $Q_1$, interacting with a polarisable sphere of radius $a_2$ and dielectric constant $k_2$. \( U^1 = K \frac{Q_1 Q_2}{h} - KQ_1^2 \sum_{m=1}^{\infty} \frac{(k_2 - 1)m}{(k_2 + 1)m + 1} \frac{a_2^{m+1}}{h^{m+2}} \)  

(8)

For $m = 1 - 3$, the leading three interactions derived from eqn (8) vary as $1/h^3$, $1/h^5$ and $1/h^8$, and these represent the ion-induced dipole, induced quadrupole and induced octupole polarisabilities that are the normal components of a multipole expansion of induced electrostatic interactions. Equivalent dependences on $h$ can be identified from relationships derived by Linsen for the interaction between a point charge and a dielectric particle. \(^{31}\) Likewise, eqn (6) can be used to yield an expression from eqn (8) for the force, $F_{12}$, between a point charge and a polarisable sphere and this is equivalent to that given very much earlier by Smythe. \(^{32}\) Eqn (8) is to be compared with eqn (9), which represents an image charge model that is frequently used to analyse the interaction between a point charge and a conducting sphere. Here, $Q$, $a$, $k$, and $h$ have the same definitions as before. For some calculations on charged fullerenes, $k_2$ has been given a value of infinity. \(^{1,6,22-25}\)

\[ U_{IC} = K \frac{Q_1 Q_2}{h} - KQ_1^2 \left( \frac{k_2 - 1}{2(k_2 + 2)} \right) \frac{a_2^3}{h^4(h^2 - a_2^2)} \]  

(9)

The important distinction between eqn (8) and (9) is that for the latter, the leading terms vary as $1/h^3$, $1/h^5$ and $1/h^8$, i.e. there is a dipolar term that does not appear in the dielectric surface charge model, eqn (8), and the image charge model also has a singularity at $h = a_2$.

### 3. Results and discussion

The dielectric particle model has been used to undertake a systematic analysis of available experimental data on the stability and fragmentation of multiply charged fullerenes and clusters of carbon atoms. For a majority of the calculations a single set of parameters has been used to take into account variations in the sizes of the clusters. These parameters are: \(^{22}\) the radius of $C_{60}^+$ is $0.381$ nm and the radii of $C_2^+$ and $C_4^+$ $0.126$ nm and $0.154$ nm, respectively. \(^{22}\) A method for estimating the radii of other carbon clusters and fullerenes is discussed below. Since there is some uncertainty as to the exact value of the dielectric constant for $C_{60}$,\(^{33,34}\) two values were explored: $k_2 = 3$ and $5$; and these values have been adopted for all carbon clusters and fullerenes, irrespective of charge and/or size. One of a series of reactions that will be studied below involves the fragmentation of highly charged $C_{60}^+$, and this reaction in the form of:

\[ C_{60}^{3+} \rightarrow C_{58}^{2+} + C_2^+ \]  

(R1)

has been used to illustrate differences in the various models discussed above. Fig. 1 shows how the point charge – dielectric particle model behaves as a function of both particle separation, $h$, and the number of terms, $m$, included in the summation in eqn (8). At long range the interaction potential is dominated by the repulsive Coulomb term and it is only at very short interaction distances that the attractive second term
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**Fig. 1** Potential energy curves calculated for reaction step (R1) using eqn (8) for the point charge – dielectric particle model. Results are shown for an increasing number of terms in the summation.

in eqn (8) begins to take effect. However, because $h$ is small the terms in $h^3$, $h^5$, $h^8$ etc have a very significant influence on how the interaction behaves, and $U$ finally converges to a strongly attractive interaction once $m$ is $\geq 20$. Of comparable significance for an *over-the-barrier* chemical process, such as (R1), is the observation that the additional terms in eqn (8) also contribute to a lowering of the reverse activation barrier. Fig. 2 shows results from the equivalent point charge – image charge model, but this time the dielectric constant, $k_2$ has also been varied, with $k_2 = 3000$ being taken as equivalent to a conducting particle. $U_{IC}$ is also strongly attractive at short range, but in this case it is due to the approaching singularity from the term $\frac{1}{h^{k_2-1}}$. Fig. 2 also shows that the magnitude of the dielectric constant has an influence both on the distance at which $U_{IC}$ starts to become attractive and on height of the reverse barrier.
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**Fig. 2** Potential energy curves calculated for reaction step (R1) using eqn (9) for the point charge – image charge model. The results are for different values of the relative dielectric constant, $k_2$. 

Fig. 3 shows the consequences of using the full dielectric particle model, where $C_2^+$ has now been assigned a finite size...
and a range of values has been used for the dielectric constant. Although the potential energy curves still show a short range attraction between the particles, what is most significant is the fact that, even when the particles are touching, the potential energy is very much higher than any of the point charge results. Finally, Fig. 4 shows a comparison between the three most significant results taken from Fig. 1–3, and where a number of interesting observations can be made. First, the reverse barrier for the point charge – image charge model is almost 1 eV higher than for either of the dielectric particle models. Second, because the image charge model has no high order multipole terms, the onset of an attractive interaction is delayed for this particular example by more than 0.1 nm. Finally, as a result of treating each of the fragments as a dielectric particle, the nature of the interaction potential is markedly different from either of the other two results. However, for the latter the reverse barrier remains low because a mutual polarisation of the surface charge density on each of the particles leads to an attractive interaction at very short separation. Zettergren et al. also concluded that $C_6^-$ should not be treated as a point charge when calculating potential energy curves for the fragmentation of $C_{60}^+$.

### 3.1 Stability of $(C_{60})_n^+$ clusters

Several experimental studies have investigated the stability of multiply charged clusters of the fullerene $C_{60}$ in the form of $(C_{60})_n^+$. These data have been the subject of an earlier theoretical analysis by Nakama and Hervieux using a contact sphere model to calculate an energy barrier for the loss of one or more charged fullerenes. Their model did take account of the dielectric nature of $C_{60}$, but only in the context of a repulsive Coulomb contribution to the total energy of a charged cluster of $C_{60}$ molecules. With a value of 3.45 for $k_1$ and $k_2$ these authors successfully reproduced the experimental data. Similarly, Zettergren et al. accounted for stable $(C_{60})_n^+$ structures by using a nearest-neighbour model that localised charge on individual $C_{60}$ molecules in order to minimise Coulomb repulsion. In the calculations presented here, the stabilities of the clusters have also been determined from a model based on two spheres, but for one of them size has been calculated using a liquid drop approach, $a_2(n) = r_0(n)^{1/3}$, where $r_0$ is the radius of a single $C_{60}$ molecule. Table 1 summarises the results of calculations to determine the stabilities of $(C_{60})_n^+$ clusters with respect to the loss of a single $C_{60}$.

This pathway was identified as having the lowest energy barrier and for each value of $z$, $n$ has been varied until the interaction between $(C_{60})_{(n-1)}^+ + C_{60}$ became attractive at short distances. This value of $n$ was taken as the minimum stable size. Two values for the dielectric constant were investigated, $k_1 = 3$ and 5, and as can be seen from Table 1, the results are very sensitive to the value of $k_1$ and with a value of 5 it is possible to reproduce the experimental data quite accurately.

In a related series of calculations centre-of-mass kinetic energy releases have been calculated for three fragmentation steps:

\[
(C_{60})_2^+ \rightarrow C_{60}^{(-1)} + C_{60} \quad (R2)
\]
\[
(C_{60})_2^+ \rightarrow C_{60}^{(-2)} + C_{60}^+ \quad (R3)
\]
\[
(C_{60})_2^+ \rightarrow C_{60}^{(-3)} + C_{60}^{3+} \quad (R4)
\]

It is assumed that fragmentation is an over-the-barrier process and that kinetic energy is determined from a maximum in the

<table>
<thead>
<tr>
<th>Theory$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.46</td>
</tr>
</tbody>
</table>

Table 1 Comparison between experimental data on the stability of $(C_{60})_n^+$ with respect to the process $(C_{60})_n^+ \rightarrow (C_{60})_{(n-1)}^+ + C_{60}$ and results calculated from the dielectric particle model outlined in the text.

<table>
<thead>
<tr>
<th>Calculated minimum stable size (n)</th>
<th>Expt.$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>35</td>
</tr>
<tr>
<td>5</td>
<td>31</td>
</tr>
<tr>
<td>3</td>
<td>23</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
</tr>
</tbody>
</table>

$^a$ Experimental data taken from ref. 13 and 14. $^b$ Taken from ref. 21. $^c$ Taken from ref. 14.
potential energy barrier with respect to infinite separation of the fragments. The calculated results are shown in Table 2 for \( z \leq 7 \) where they are compared with experimental data taken from the work of Zettergren et al.9 Kinetic energy releases have again been calculated for two values of \( k_i \), and although the results are sensitive to the magnitude of the latter, far greater differences are to be seen from a comparison between the various reaction steps. Overall agreement with the experimental data is poor for \( z \leq 5 \), but is surprisingly good for reaction step (R2) when \( z \) is either 6 or 7. In their analysis of the experimental data, Zettergren et al.9 assumed fragmentation involved a symmetric or near symmetric separation of charge on the grounds that for conducting spheres the charge is completely delocalised across the dimer. However, a much lower barrier and hence kinetic energy release is calculated for step (R2) and this arises because the high charge density on the \((z-1)\) fragment strongly polarises the \( C_{60}^+ \) fragment. The strong attraction associated with this interaction between the two separating spheres reduces the magnitude of the outward reaction barrier. As a result, the onset of Coulomb repulsion is delayed to a larger fragment separation, and this leads to a reduced kinetic energy release. Zettergren et al.9 have suggested that high levels of internal excitation in the reaction products might be responsible for the lack of agreement between the experimental data and their modelling of the results using image charge calculations.

### 3.2 Fragmentation of \( C_{2n}^+ \) clusters and fullerenes

In an extensive series of experiments, Senn et al.16 have made measurements of the kinetic energy release that accompanies two fragmentation processes:

\[
C_{2n}^+ \rightarrow C_{(n-1)}^+ + C_2^+ \\
C_{2n}^+ \rightarrow C_{(n-4)}^+ + C_4^+ \tag{R5} \tag{R6}
\]

Experimental results have been presented for \( n \) in the range 36–70 and for values of \( z \) between 3 and 6. Complementary data have been presented by Zettergren et al.20,22,33 for \( C_{50}^+ \) and \( C_{50}^- \) undergoing the loss of \( C_2^- \) with \( z \) up to 8. These latter results will be the subject of a separate analysis given below.

Again, it is assumed that fragmentation is an over-the-barrier process and no account is taken of a possible charge transfer step at or close to the top of the barrier. To account for a systematic variation in cluster radius, \( a(n) \), as a function of \( n \), use has been made of a geometric relationship given by Voytekhousky.36 In this analysis of fullerene structures the radius of a fullerene containing \( n \) carbon atoms is given by:

\[
a(n) = \beta (0.103374n - 0.4245845)^{1/2} \tag{10}
\]

Voytekhousky proposes that \( \beta \) should have a value of 0.14 in order for \( a(n) \) to match the radius of \( C_{60}^- \).36 However, such a result does not agree with the radius adopted for the calculations above and so instead a value of 0.158 has been taken for \( \beta \) and used across the range of fullerenes studied here. In using eqn (10) it is assumed that the larger of the two fragments in each of the steps above, \( C_{(n-1)}^+ \) and \( C_{(n-4)}^+ \), have fullerene-like structures. In these calculations only \( k_i = 5 \) has been used. Table 3 compares the calculated and experimental kinetic energy releases for reaction step (R5) and Fig. 5 shows a plot of the results as a function of \( n \). As can be seen, the model accurately predicts the decline in energy release as a function of increasing fullerene size, and for \( z \) equal to 3 and 4 the agreement between experiment and theory is very good across the entire data range. There is also reasonable agreement between the \( z = 5 \) experimental data and the calculations. No experimental errors have been quoted by Senn et al.16 Also given in Fig. 5 are kinetic energy releases calculated using a point charge – image charge model as given by eqn (9). The results were calculated with \( z = 4 \) and \( k_2 = 5 \), and as can be seen, the values across the range are approximately \( \sim 1 \) eV above those calculated from the dielectric particle model, which is consistent with the potential energy curves plotted in Fig. 4. Table 4 and Fig. 6 present results calculated for the loss of \( C_4^+ \) (R6) and this time it can be seen that the agreement between experiment and theory is excellent for \( z = 3 \) and 4. In part the reason for this improved success when compared with \( C_2^- \) loss is that \( C_4^+ \) is probably a better approximation to a polarisable sphere. In both examples, the decline in kinetic energy release as a function of increasing \( n \) can be attributed to a gradual decline in surface charge density as the fullerenes increase in size. Overall, the dielectric particle model can be expected to overestimate kinetic energy release data since an over-the-barrier result makes no allowance for some of the excess energy appearing as vibrational excitation in the reaction products. The consequences of a subtle difference in size between \( C_2^- \) and \( C_4^+ \) can be seen in Fig. 7, where potential

### Table 2 Comparison between experimental measurements of kinetic energy release from reactions (R2), (R3) and (R4) and results calculated from the dielectric particle model outlined in the text. All energies are in eV

<table>
<thead>
<tr>
<th>( z )</th>
<th>Expt.</th>
<th>( k_i = 5.0 )</th>
<th>( k_i = 3.0 )</th>
<th>( k_i = 3.0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.44 ± 0.02</td>
<td>1.60</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>3</td>
<td>1.1 ± 0.1</td>
<td>3.00</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>4</td>
<td>2.2 ± 0.2</td>
<td>4.08</td>
<td>6.46</td>
<td>—</td>
</tr>
<tr>
<td>5</td>
<td>1.7 ± 0.3</td>
<td>5.02</td>
<td>9.60</td>
<td>—</td>
</tr>
<tr>
<td>6</td>
<td>5.6 ± 0.7</td>
<td>5.89</td>
<td>12.00</td>
<td>14.49</td>
</tr>
<tr>
<td>7</td>
<td>7.9 ± 1.6</td>
<td>6.69</td>
<td>14.25</td>
<td>19.09</td>
</tr>
</tbody>
</table>

*Experimental data taken from ref. 14.*

### Table 3 Comparison between experimental measurements of kinetic energy release from the reaction (R5) and results calculated from the dielectric particle model outlined in the text. All energies are in eV

<table>
<thead>
<tr>
<th>( n )</th>
<th>( C_{2n}^+ )</th>
<th>( C_{n}^+ )</th>
<th>( C_{n}^- )</th>
<th>( C_{2n}^- )</th>
<th>( C_{2n}^- )</th>
</tr>
</thead>
<tbody>
<tr>
<td>36</td>
<td>4.49</td>
<td>5.77</td>
<td>9.91</td>
<td>9.22</td>
<td>—</td>
</tr>
<tr>
<td>40</td>
<td>4.74</td>
<td>5.43</td>
<td>9.41</td>
<td>8.73</td>
<td>—</td>
</tr>
<tr>
<td>44</td>
<td>4.22</td>
<td>5.14</td>
<td>8.02</td>
<td>8.30</td>
<td>—</td>
</tr>
<tr>
<td>48</td>
<td>4.22</td>
<td>4.90</td>
<td>7.66</td>
<td>7.92</td>
<td>9.58</td>
</tr>
<tr>
<td>52</td>
<td>3.90</td>
<td>4.68</td>
<td>7.16</td>
<td>7.58</td>
<td>9.35</td>
</tr>
<tr>
<td>56</td>
<td>3.75</td>
<td>4.49</td>
<td>6.90</td>
<td>7.28</td>
<td>9.85</td>
</tr>
<tr>
<td>60</td>
<td>3.36</td>
<td>4.32</td>
<td>6.30</td>
<td>7.01</td>
<td>9.11</td>
</tr>
<tr>
<td>64</td>
<td>3.29</td>
<td>4.17</td>
<td>6.26</td>
<td>6.77</td>
<td>8.07</td>
</tr>
<tr>
<td>68</td>
<td>3.29</td>
<td>4.03</td>
<td>5.77</td>
<td>6.55</td>
<td>8.19</td>
</tr>
</tbody>
</table>

*Experimental data taken from ref. 16.*
Energy curves have been plotted for charged products as they begin to separate following the fragmentation of C_3^+_{38} and C_3^+_{68}. The higher charge density on C_2^+ leads to a more pronounced polarisation of charge on the larger of the two fullerenes, C_3^+_{68}, with the result that the interaction remains attractive over a longer distance.

The final series of kinetic energy measurements to be examined are for C_{z+}^{40} and C_{z+}^{50} undergoing the loss of C_2^+ and combines the data taken from several experimental studies and where measurements have been made for z out to 8.^{15–20} These results are shown in Table 5 where it can be seen that, at each value of z, there is a very considerable spread in experimental results, however, for z ≤ 6, most of the calculated results do fall within the bands shown. When comparing calculations on C_{z+}^{40} and C_{z+}^{50} for a given value of z, the lower surface charge density on the latter leads to a reduction in kinetic energy release, and the difference should be of the order of 1 eV once z ≥ 6. Such a trend is exhibited in experimental data presented by Haag et al.^{20}

**Table 4** Comparison between experimental measurements of kinetic energy release from the reaction (R6) and results calculated from the dielectric particle model outlined in the text. All energies are in eV.

<table>
<thead>
<tr>
<th>n</th>
<th>C_{38}^{40} Expt.</th>
<th>Theory</th>
<th>C_{42}^{40} Expt.</th>
<th>Theory</th>
<th>C_{46}^{40} Expt.</th>
<th>Theory</th>
</tr>
</thead>
<tbody>
<tr>
<td>38</td>
<td>5.59</td>
<td>5.77</td>
<td>8.30</td>
<td>9.22</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>42</td>
<td>5.30</td>
<td>5.43</td>
<td>8.20</td>
<td>8.73</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>46</td>
<td>4.68</td>
<td>5.15</td>
<td>8.29</td>
<td>8.30</td>
<td>10.9</td>
<td>11.45</td>
</tr>
<tr>
<td>50</td>
<td>4.32</td>
<td>4.90</td>
<td>7.55</td>
<td>7.92</td>
<td>8.89</td>
<td>10.98</td>
</tr>
<tr>
<td>54</td>
<td>4.33</td>
<td>4.68</td>
<td>7.40</td>
<td>7.58</td>
<td>9.00</td>
<td>10.55</td>
</tr>
<tr>
<td>58</td>
<td>4.20</td>
<td>4.49</td>
<td>6.95</td>
<td>7.28</td>
<td>7.41</td>
<td>10.16</td>
</tr>
<tr>
<td>62</td>
<td>3.86</td>
<td>4.32</td>
<td>6.71</td>
<td>7.01</td>
<td>8.13</td>
<td>9.79</td>
</tr>
<tr>
<td>66</td>
<td>3.89</td>
<td>4.17</td>
<td>6.97</td>
<td>6.77</td>
<td>8.13</td>
<td>9.47</td>
</tr>
<tr>
<td>70</td>
<td>3.74</td>
<td>4.00</td>
<td>6.75</td>
<td>6.55</td>
<td>10.8</td>
<td>9.17</td>
</tr>
</tbody>
</table>

* Experimental data taken from ref. 16.

**Table 5** Comparison between experimental measurements of kinetic energy release from the reaction (R5) for n = 60 and 70 and results calculated from the dielectric particle model outlined in the text. All energies are in eV.

<table>
<thead>
<tr>
<th>z</th>
<th>C_{60}^{38+} Expt.</th>
<th>Theory</th>
<th>C_{50}^{38+} Expt.</th>
<th>Theory</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>2–4</td>
<td>4.32</td>
<td>3.25</td>
<td>3.97</td>
</tr>
<tr>
<td>4</td>
<td>3–6</td>
<td>7.01</td>
<td>6.12 (5)</td>
<td>6.45</td>
</tr>
<tr>
<td>5</td>
<td>3–9</td>
<td>9.79</td>
<td>10.8 (6)</td>
<td>9.02</td>
</tr>
<tr>
<td>6</td>
<td>7–11</td>
<td>12.59</td>
<td>12.3 (7)</td>
<td>11.66</td>
</tr>
<tr>
<td>7</td>
<td>8–13</td>
<td>15.32</td>
<td>— (9)</td>
<td>14.27</td>
</tr>
<tr>
<td>8</td>
<td>9–15</td>
<td>17.98</td>
<td>— (11)</td>
<td>16.83</td>
</tr>
</tbody>
</table>

* Spread in experimental data taken from ref. 20 which presents a summary of results taken from ref. 15–19. ^{b} Taken from ref. 16 and in parenthesis from ref. 20.
4. Conclusion

The results presented here show that by treating highly charged clusters of carbon and fullerenes as dielectric materials it is possible to reproduce a wide range of experimental results where chemical reactivity and fragmentation are influenced by the nature of the interaction potential. In terms of how charged particles interact with one another, the calculations also reveal significant differences between point charge – image charge models and the equivalent equations for a pair of dielectric particles.

Appendix 1

Eqn (3) and (4) can be written in matrix notation as:

\[
\begin{align*}
\mathbf{b}_1 &= C_1A_1 + D_1A_2 \\
\mathbf{b}_2 &= D_2A_1 + C_2A_2
\end{align*}
\]  
(A1)

where

\[
(b_i)_l = 4\pi K_0 \sigma_{f,i} \delta_{i,0} \\
(C_i)_{l,m} = \frac{1}{d_i^l} \delta_{i,m} \\
(D_i)_{l,m} = \frac{(k_i - 1)l(l + m)!}{(k_i + l + 1)!m!} \frac{d_i^l}{h^{l+m+1}}
\]  
(A2)

By choosing the sizes of the matrices as a cut-off for the evaluation of the electrostatic force, Gaussian elimination can be used to solve eqn (A1) and (A2) for the coefficients \( A_1 \) and \( A_2 \). For example, eqn (A2) can be rearranged to give

\[ A_2 = C_1^{-1}(b_2 - D_2A_1) \]

which can then be substituted into eqn (A1) to give

\[ b_1 = C_1A_1 + D_1(C_1^{-1}(b_2 - D_2A_1)) \]  
(A4)

To obtain asymptotic values for the coefficients \( A_1 \), eqn (A4) is first inverted

\[ A_1 = [C_1 - D_1C_2^{-1}D_2]^{-1}(b_1 - D_1C_2^{-1}b_2) \]

and then rearranged to give

\[ A_1 = [1 - C_1^{-1}D_1C_2^{-1}D_2]^{-1}C_1^{-1}(b_1 - D_1C_2^{-1}b_2) \]

which is now in a form that can be expanded as \([1 - U]^{-1} = 1 + U + U^2 + U^3 + \cdots\) to give

\[ A_1 = [1 + (C_1^{-1}D_1C_2^{-1}D_2) \\
+ (C_1^{-1}D_1C_2^{-1}D_2)^2 + \cdots]C_1^{-1}(b_1 - D_1C_2^{-1}b_2) \]  
(A5)

From eqn (A5) the following perturbative terms can be defined:

\[ A_1^{(0)} = C_1^{-1}b_1 \]
\[ A_1^{(1)} = -C_1^{-1}(D_1C_2^{-1})b_2 \]
\[ A_1^{(2)} = +C_1^{-1}(D_1C_2^{-1})(D_2C_1^{-1})b_1 \]
\[ A_1^{(3)} = -C_1^{-1}(D_1C_2^{-1})(D_2C_1^{-1})(D_2C_1^{-1})b_2 \; etc. \]  
(A6)

such that \( A_1 \) now reads as

\[ A_1 = A_1^{(0)} + A_1^{(1)} + A_1^{(2)} + A_1^{(3)} + \cdots \]  
(A7)

To achieve a precision of the order of \( O(h^{-N}) \) it is necessary to use a matrix of size \((N - 1)^2\) in the evaluation of \( A_1 \). However, to achieve such precision, only the coefficients to an order of approximately \( A_1^{(N-2)^2} \) if \( N \) is even and \( A_1^{(N-3)^2} \) if \( N \) is odd are required.

The following example helps to clarify this point regarding precision and also serves to illustrate the dependence between \( A_1 \) and \( h \), the separation between spheres. With coefficients of \( O(h^{-5}) \) the electrostatic force is calculated to the same precision. For simplicity the spheres are assumed to have the same radius \((a_1 = a_2 = a)\) and dielectric constant \((k_1 = k_2 = k)\), but different free surface charge densities \((\sigma_{f,1} \neq \sigma_{f,2})\). Since the precision order is five, the size of the matrix needs to be \((4 \times 4)\) \((l,m = 0,1,2,3)\). Hence

\[ b_1 = 4\pi K_0 \sigma_{f,1} \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix} \; \; b_2 = 4\pi K_0 \sigma_{f,2} \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix} \]

\[ C_1 = C_2 = \begin{pmatrix} \frac{1}{3} & 0 & 0 & 0 \\ 0 & \frac{1}{3} & 0 & 0 \\ 0 & 0 & \frac{1}{3} & 0 \\ 0 & 0 & 0 & \frac{1}{3} \end{pmatrix} \]

\[ D_1 = D_2 = \begin{pmatrix} 0 & 0 & 0 & 0 \\ \frac{4a(k-1)}{h^{k-2}} & \frac{2a(k-1)}{h^{k-2}} & \frac{3a(k-1)}{h^{k-2}} & \frac{4a(k-1)}{h^{k-2}} \\ \frac{2a^2(k-1)}{h^{k-2}} & \frac{6a^2(k-1)}{h^{k-2}} & \frac{12a^2(k-1)}{h^{k-2}} & \frac{20a^2(k-1)}{h^{k-2}} \\ \frac{3a^2(k-1)}{h^{k-2}} & \frac{6a^2(k-1)}{h^{k-2}} & \frac{12a^2(k-1)}{h^{k-2}} & \frac{20a^2(k-1)}{h^{k-2}} \\ \frac{3a^3(k-1)}{h^{k-2}} & \frac{6a^3(k-1)}{h^{k-2}} & \frac{12a^3(k-1)}{h^{k-2}} & \frac{20a^3(k-1)}{h^{k-2}} \end{pmatrix} \]

Substituting these terms into eqn (A6) and keeping only terms of order \((h^{-4})\) gives

\[ A_1^{(0)} = 4\pi K_0^2 \sigma_{f,1} \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} \]

(A8)

\[ A_1^{(1)} = 4\pi K_0^2 \sigma_{f,2} \begin{pmatrix} 0 \\ \frac{a^2(k-1)}{h^{k-2}} \\ \frac{2a^2(k-1)}{h^{k-2}} \\ \frac{3a^2(k-1)}{h^{k-2}} \end{pmatrix} \]
Taking into account the coefficients given in eqn (A8) we have:

\[ A_1 = \begin{pmatrix} A_{1,0} \\ A_{1,1} \\ A_{1,2} \\ A_{1,3} \end{pmatrix} = A_1^{(0)} + A_1^{(1)} + \cdots \]

\[ = \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix} - 4\pi K a^2 \sigma_{f,1} \begin{pmatrix} 0 \\ \frac{a^2(k-1)}{h^3(k+2)} \\ \frac{2\rho(k-1)}{h^3(2k+3)} \\ \frac{3\rho(k-1)}{h^3(M-k)} \end{pmatrix} \]

The electrostatic force between the two spheres can then be expressed as:

\[ F_{12} = -\frac{1}{K} \left( k_{1} + 2 \right) a^4 A_{1,0} A_{1,1} a^3 + \frac{2k_{1} + 3}{k_{1} - 1} A_{1,1} A_{1,2} a^5 \]

\[ + \frac{3k_{1} + 4}{k_{1} - 1} A_{1,2} A_{1,3} a^7 + \cdots \]

Taking into account the coefficients given in eqn (A8) we have:

\[ F_{12} = K(4\pi a^2 \sigma_{f,1})(4\pi a^2 \sigma_{f,2}) \frac{1}{h^2} + O(h^{-5}) \]

And since \( Q_1 = 4\pi a^2 \sigma_{f,1} a^2 \), eqn (A9) can be written in the more familiar form:

\[ F_{12} = K \frac{Q_1 Q_2}{h^2} + O(h^{-5}) \]

Higher levels of precision can be achieved by extending the procedure outlined above. For example, the force to \( O(h^{-15}) \) can be expressed as follows:

\[ F_{12} = \frac{K}{a^2} \left[ Q_1 a u_{1,2} - Q_1 a u_{1,1} - Q_1 a u_{2,2} \right] \]

where

\[ u_{1,2} = z^2 + z^3(14v_1^2) + z^4(5v_1 v_2) + z^5(66v_2^2 + 88v_1 v_3) + z^6(104v_3^2 + 260v_2 v_3 + 130v_1 v_4) \]

\[ u_{1,1} = z^2(2v_1) + z^3(3v_2) + z^4(4v_3) + z^5(20v_4^2 + 5v_4) + z^6(126v_3 v_4 + 6v_3) + z^7(315v_1 v_4^2 + 224v_2 v_3 + 7v_6) \]

\[ u_{2,2} = u_{1,1} \]

And

\[ z = \frac{a}{h}, \quad v_1 = i(k-1) \frac{1}{i(k+1) + 1} \]
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