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Solid-state composite electrolytes have arisen as one of the most promising materials classes for next-
generation Li-ion battery technology. These composites mix ceramic and solid-polymer ion conductors
with the aim of combining the advantages of each material. The ion-transport mechanisms within such
materials, however, remain elusive. This knowledge gap can to a large part be attributed to difficulties in
studying processes at the ceramic—polymer interface, which are expected to play a major role in the
overall ion transport through the electrolyte. Computational efforts have the potential of providing sig-
nificant insight into these processes. One of the main challenges to overcome is then to understand
how a sufficiently robust model can be constructed in order to provide reliable results. To this end, a
series of molecular dynamics simulations are here carried out with a variation of certain structural
(surface termination and polymer length) and pair potential (van der Waals parameters and partial
charges) models of the Li;LasZr,Oy, (LLZO) poly(ethylene oxide) (PEO) system, in order to test how sen-
sitive the outcome is to each variation. The study shows that the static and dynamic properties of Li-ion
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DOI: 10.1039/d3cp04617f are significantly affected by van der Waals parameters as well as the surface terminations, while the

thickness of the interfacial region — where the structure—dynamic properties are different as compared
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1 Introduction

In recent years, solid-state electrolytes have attracted much atten-
tion for battery applications due to possible benefits when com-
pared to the currently used liquid electrolytes." Both polymer and
ceramic solid electrolytes are possible candidates for use in this
context. However, both these categories of materials, when used as
a single phase, display drawbacks in terms of either electrochemi-
cal stability, Li* conductivity, mechanical properties or interfacial
compatibility. Since ceramic and polymer electrolytes have com-
plimentary advantageous characteristics, it is therefore frequently
suggested that composites — produced by embedding conductive
ceramic particles in a polymer matrix - could constitute a promis-
ing strategy to obtain the benefits of both material types.>
Although considerable attention has been dedicated to
studying the performance and Li* transport phenomena in
such composite solid-state electrolytes, scientific literature

“ Department of Chemistry - Angstrom Laboratory, Uppsala University, Box 538,
75121 Uppsala, Sweden. E-mail: amber.mace@kemi.uu.se

b Department of Engineering and Physics, Karlstad University, Karlstad, Sweden

¢ Department of Physics and Astronomy, Materials Theory Division, Uppsala
University, Box 516, 75120 Uppsala, Sweden

t Electronic supplementary information (ESI) available. See DOI: https://doi.org/

10.1039/d3cp04617f

6216 | Phys. Chem. Chem. Phys., 2024, 26, 6216-6227

to the bulk-like regime — is the same irrespective of the simulation setup.

display plenty of contradictory findings and hypotheses con-
cerning the Li* transport mechanisms. On the one hand, some
experimental studies show a decrease in Li" conductivity in the
composite material compared to a single polymer phase elec-
trolyte, such as has been observed for garnet Li;LazZr,O;,
(LLZO) combined with poly(ethylene oxide) (PEO).>* On the
other hand, other studies show an increase of conductivity
when these two electrolyte materials are combined.>®
Such opposing results demonstrate that the true nature of Li"
transport in a composite electrolyte system remains elusive.
For many composites, it is unclear which is the main ion-
conducting phase: the polymer or the ceramic. Moreover, what
is the interplay between the solid polymer electrolyte (SPE) salt
and the ceramic particles? And is a space-charge region formed
between the two electrolyte phases, and how important is it for
the Li" conduction?

There are several hypotheses in the field that address the
questions listed above. Concerning the role of the salt, it has
been suggested that the presence of ceramic particles induces
adsorption of anions at the surface, which generates an
improved ion-ion separation and thereby a higher cationic
conductivity.” Another suggestion is that continuous conduc-
tion pathways through the ceramic phase are formed, especially
at higher particle loadings. An active ceramic filler is often a
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better ionic conductor in comparison to a solid polymer
electrolyte, and can thereby render high overall conductivity.®
Moreover, Li et al.® proposed a possible scenario in which a
network of connected space-charge regions is formed at the
surface of the LLZO ceramic. That creates fast conduction
pathways at the ceramic surfaces. In contrast, Zagorski et al.*
argued that LLZO micro-fillers do not contribute positively to
the transport of Li" when embedded in the PEO polymer
matrix. The presence of the ceramic active filler was shown to
slow down the polymer chain mobility, resulting in a decrease
in conductivity which is dominated by the polymer segmental
motions. Thus, it remains unclear if lithium ions are trans-
ported within the ceramic phase, solely in the polymer phase,
or along the ceramic-polymer interfaces, and if the addition of
ceramic improves the conductivity or not.

The broad spectrum of proposed mechanisms of Li* trans-
port in composite electrolytes illustrates the complexity of the
problem at hand and is, in the literature, discussed in a wide
range of composite electrolyte compositions, spanning from the
ceramic-in-polymer to polymer-in-ceramic extremes.'® This var-
iation depends on the content of polymer and ceramic phases
where the Li* transport pathways typically depend on the specific
composition. Furthermore, there are many materials properties
that may also affect the Li’ mobility; for example, particle
size,"'? ceramic phase morphology*'* or salt concentration'®
which makes it troublesome to compare results between studies
and draw general conclusions, even for the most studied com-
posite electrolyte system: LLZO/PEO. This material comprises
garnet LLZO ceramic particles immersed in a PEO polymer
matrix, and is the composite model system also considered in
the present study. In order to obtain better insight into the
dynamical and structural properties at the interface of LLZO and
PEO materials, classical molecular dynamics (MD) methodology
is employed. MD simulations can provide atomistic insights that
are not directly accessible by the experiment, while they can
resolve structure-dynamic properties which are difficult to
assess with other simulation techniques.

The atomistic level MD simulations entail a length scale of
the composite interphase that is too limited to differentiate
into any specific composite electrolyte composition. However,
understanding the behavior of Li" where the ceramic and
polymer meet becomes mainly important for the ceramic-in-
polymer electrolyte composition because transport across and
along this interphase is expected to be dominant and rate-
limiting. In the polymer-in-ceramic composition, the ions are
anticipated to primarily transport along the ceramic phase and
along/across the ceramic-ceramic interphase instead.

The aim of this work is to gain more understanding about the
importance of different MD parameters when constructing a
model of PEO/LLZO interfaces by determining how and to what
extent different simulation setups affect the results. While this
composite system has been examined by means of MD simula-
tions in the past,'®'” the effects of crucial simulation parameters
have not yet been explored. The focus of this work thereby differs
from previous studies; here we explore how sensitive the simula-
tion outcome is to the choice of these specific simulation model
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parameters. This will provide us with important information on
which parts of the model are the weakest links, which input
parameters need to be provided with the highest accuracy and
which are less sensitive to change. In this study, the focus is
specifically on how the MD simulation outcome is affected by
changes of partial charges on atoms, van der Waals (vdW) cross
interactions between polymer and ceramic, polymer chain length
and surface termination. These offer valuable guidelines on how
we can direct our research efforts most efficiently when further
developing and improving the model accuracy of structure-
dynamic processes that control the ionic transport. The primary
focus of this study is thus to establish the foundation for
conducting reliable and reproducible MD simulations of compo-
site electrolytes rather than specifically providing a description of
ionic transport phenomena at the current stage.

The choice of studied simulation parameters is divided into
two categories: force field and structurally related aspects. vdW
parameters together with partial charges belong to the first
category. We use vdW parameters that have previously not been
specifically optimised to describe the interfacial interactions
between the ceramic and polymer phases. These sets of para-
meters have originally been developed to account for the
interactions in a bulk material, and it is not yet clear if these
interactions are compatible with an interfacial system. To our
knowledge, there are no specifically optimised vdW parameters
to account for cross-interactions between PEO and LLZO, or any
other similar composite electrolyte systems.

Given that Li" interacts via vdW and Coulomb interactions,
it is a natural choice to evaluate the importance of partial charges
on the atoms. Atomic partial charge is an artificial concept, and
there are many diverse methods to estimate these values. Thereby,
we have used two sets of partial charges: (1) DDEC6 (abbreviated
DDEC) charges computed based on atomic population analysis*®
and (2) REPEAT charges, which are derived from the electrostatic
potential.'® In addition, we used one set of charges that were
employed in the past to simulate the LLZO material.*’

Structurally related aspects are considered by studying the
influence of the polymer chain length and surface termination
on the simulation outcomes. The polymer chain length affects
both polymer flexibility and the number of termination groups
present. Surface-polymer interactions affect the polymer flex-
ibility directly, and therefore ionic transport in the polymer.
Moreover, the terminal group can significantly influence the
coordination chemistry at the surfaces, and comparing simula-
tions with different polymer chain lengths should therefore
bring valuable insights about the model systems. Finally, the
surface properties are known to significantly modify the inter-
actions between two phases. Hence, we study the effect of
surface termination while keeping the orientation constant.

2 Methods

2.1 Simulation box setup

The cubic LLZO structure was obtained from the ICSD crystal-
lographic database." In the LLZO crystal, there exists two types
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of Li sites, 24 d and 96 h, that are partially occupied, with the
respective occupation numbers 0.542 and 0.448.>*> Taking this
into account, we generated an initial LLZO geometry that con-
tained 13 and 43 Li atoms per unit cell in the 24 d and 96 h Li
sites, respectively. This was done by randomly distributing these
numbers of Li atoms among the specific site types. The initial
slab configuration was generated using the Pymatgen “surface”
module.>*** The slab was chosen to have a (100) orientation and
a c-shift equal to 0.09 (as defined in the SlabGenerator class in
Pymatgen), according to the surface energy analysis by Thomp-
son et al.>® Thereafter, a 3 x 3 x 3 LLZO slab was generated that
was used in all simulations. Next, fftool>® was used to assign
partial charges to LLZO atoms and create a LAMMPS data file
that was then used to generate the polymer-ceramic interface.
In order to generate initial polymer coordinates and assign
simulation parameters, the Enhanced Monte Carlo code®” was
used. This tool allows generating the polymer phase with differ-
ent polymer chain lengths. The z-axis was chosen to be the axis
perpendicular to the LLZO surface. This was then used to create
a large enough box that contains both LLZO and PEO phases
using the Moltemplate package.”® All necessary details related to
the simulation boxes, together with the system acronyms used
throughout the text, are listed in Table 1. An example simulation
box of the PEO:LIiTFSI/LLZO interface is presented in Fig. 1.
Finally, these initial geometries described in Table 1 were
subjected to a thorough equilibration procedure. Due to the
structural asymmetry in the z-direction, the construction of the
slab generates two different surfaces: one terminated with oxy-
gen and one terminated with lithium. Those are referred to as
the left LLZO surface oxygen-terminated (L-LLZO) and right
LLZO surface lithium-terminated (R-LLZO), respectively. The
effects of this is dealt with in more detail in Section 3.2.1.

2.2 Equilibration and production run details

The LAMMPS package?® was employed to perform all molecular
dynamics simulations using periodic boundary conditions.
To describe bonded interactions in the PEO polymer, the
OPLS-AA*® force field as defined in the enhanced Monte
Carlo®” software was used. Parameters for the TFSI_ anions
were adopted from Lopes et al.>* The bond, angle and improper
interactions were set as the harmonic style while dihedral
interactions were multi/harmonic. The cutoff for all non-
bonded interactions was equal to 12 A. The non-bonded inter-
actions of PEO and LiTFSI salt were described with Lennard-
Jones (L]) and Coulomb potentials. van der Waals interactions
within the LLZO phase were described by a Buckingham

Table 1 System descriptions
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PEO/LITFSI

LLZO PEO/LIiTFSI

Fig. 1 Individual components present in the system: PEO, cubic LLZO,
LiTFSI and an example of the simulation box. In the LLZO crystal: red, blue,
green and yellow spheres represent Oy 70, Zr. Liizo™ and La atoms,
respectively. In PEO and LiTFSI: red, cyan, white, dark blue, yellow and
pink spheres represent Opgo, C, H, N, S and F, respectively. In the
simulation box, all of the atoms in the ceramic phase are purple, all of
the polymer atoms are blue with hydrogen atoms omitted for clarity and all
of the LiTFSI atoms are yellow.

potential with parameters determined by Jalem et al.*° Due to

the lack of explicitly calculated parameters for cross interac-
tions between the polymer phase and the LLZO ceramic, two
sets of L] parameters were tested for the LLZO atoms: universal
force field (UFF) and another set consisting of Li" parameters
from Wu et al.,** Zr and O from Martins et al.,*>® while the rest of
the parameters were the same as in the UFF parameter set. This
set is referred to as vdW-LiZrO in this paper. Since all atoms
have associated L] parameters, this allowed us to use Lorenz—
Bertheloth mixing rules for interactions between non-identicle
atom pairs. Electrostatic interactions were modeled by perform-
ing a standard Ewald summation as implemented in LAMMPS,
and fixed partial charges were assigned to all atoms in the
system. The partial charges for LLZO and PEO atoms were
obtained using the DDEC6'® and REPEAT'® methods; see
Section S5 of the ESIt for details.

To equilibrate the composite systems, a 21 step procedure
was followed according to the approach by Larsen et al.,** with
the exception that the last NPT equilibration was extended to
32 ns. We used the last 2 ns of the final NPT to extract possible
structures (every 10 ps) for the production NVT simulation. This
was done in order to start the NVT simulation with the volume

System name Li:EO No. chains No. units x, y [A] z [A] Density [g em™] vdW force field Partial charges PEO Partial charges LLZO
DDEC — 1 900 39.26 83.25 2.91 UFF DDEC DDEC

REPEAT, LONG — 1 900 38.87 80.04 3.09 UFF REPEAT REPEAT

OX — 1 900 38.65 80.36 3.11 UFF REPEAT OX

SHORT — 45 20 38.86 83.47 3.00 UFF REPEAT REPEAT
SHORT:LiTFSI 1:20 45 20 38.85 90.59 3.00 UFF REPEAT REPEAT
LONG:LiTFSI, vdW-UFF 1:20 1 900 38.86 87.25 2.90 UFF REPEAT REPEAT

vdW-LiZrO 1:20 1 900 38.87 86.51 3.02 vdW-LiZrO REPEAT REPEAT
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as close as possible to the equilibrium value extracted from the
final NPT simulation. Hydrogen’s atomic mass was substituted
with the mass of a deuterium atom, while all simulations were
run with a time step of 1 fs. Temperature and pressure were
maintained using a Nosé-Hoover thermostat and barostat as
defined in LAMMPS. After the 21 step equilibration process,
NVT simulations were run at 400 K for a duration of 500 ns. 499
ns was used for analysis of the properties in the system.

2.3 Analysis of atom distribution and Li" mobility

In order to have an initial look at the structural behavior of
different atom types at the interface, number density profiles
p(z) were calculated. First, the LLZO center of geometry was
placed in the middle of the box. Next, a trajectory snapshot was
obtained every 50 ps, and the positions of selected atoms were
placed in bins with a thickness of 0.05 A. The number density
was plotted as a function of the z coordinate (perpendicular to
the LLZO surface). Lastly, the average number of atoms per bin
was divided by the volume of the 3D bin. Additionally, charge
density profiles were calculated using the following equation,

N

Got(2) = D 4ipi(2),

i=1

1)

where N is the number of atoms in the system, g; is the partial
charge assigned to the ith atom and p,(z) is the number density
of the ith atom at position z. All density and charge profiles
were centered on the LLZO phase and the crystal structure
characteristics were clearly distinguishable from the polymer
phase as sharp and distinct peaks.

The survival probability R(¢{) was calculated in order to
obtain insight into the mobility of Li* in the direction perpendi-
cular to the LLZO surface. This was calculated by,

1 i N(t,t+1)

Ry = N

(2)

t=1

where T is the total number of time steps included, N(¢t) is the
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number of particles that are found in the virtual bin at time ¢
and N(¢, t + 1) is the number of particles that remains in that bin
over the time span from ¢ to ¢ + 7. By definition, the survival
probability indicates how likely it is that a particle remains
within a fictitious layer in a given time span; details are
described by Liu et al.*”

The box was divided in 4.5 A thick virtual bins with zero
being at the center of the simulation box, which is also the
center of LLZO. In this way, a symmetric description of the two
LLZO surfaces is obtained. The calculations of R(t) were per-
formed every 5 ns to obtain satisfactory statistics. The survival
probability, as defined by Liu et al,*® thereby contains all the
history of a particle remaining in the respective artificial layer.
It should be noted that fluctuations that may happen within
5 ps are ignored, e.g. if an atom travels out from and back into
the layer within 5 ps, this is not detected.

It is worth noting that the survival probabilities can be used
to estimate the Li" diffusion coefficient parallel to the slab, as
described by Liu et al.*® This method has been used in a recent
study on a similar system.'® The mean square displacement
functions used to calculate the parallel diffusion coefficient
with this method are themselves calculated from the Li* that
remain in a fictitious layer, as defined for the calculation of the
corresponding R(t). However, in our simulations the Li* ions
leave the fictitious layers before diffusive behavior is observed.
For that reason, this method could not here be rigorously used
to determine the parallel diffusion coefficients, but only for
qualitative indications for comparative purposes (the calcu-
lated MSDs from our trajectories that did not reach the diffu-
sive regime are not reported here).

3 Results and discussion

3.1 General observations of the structure-dynamic properties

3.1.1 Common features in density profiles. Fig. 2 displays
the total density profiles of Opgo, Orrsi- and Lipgo ', which gives
a direct indication on how the atoms are structurally organized

0.08 T - . T , r r . r T T T T
L-LLZO R-LLZO
PEO disorder LLZO order PEO
— LiLLZO
(51 = HEREEEREEERGEEEREECEGEEERE D L LiPEO.10
I — — QPEO
" —= OTFSI
— 0.04F " PEO-LLZO junction
= |
:Q anticorrelations “
0.02 /M
/ |
% g
0.00 el LT —_ —
affected p(z)
affected R(t)
-40 -35 -30 -25 -20 -15 -10 -5 0 3 10 15 20 25 30 35 40

z [A]

Fig. 2 Atom number density profiles of the LONG:LITFSI system p(z) centered around the LLZO phase. The ordered (less mobile) and disordered (more
flexible) areas are indicated with 5 A thick green arrows. While the green arrows indicate the region in which p(z) are affected by the presence of the LLZO
surface, the black arrows indicate the regions in which the survival probability R(t) is affected.
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in the z-direction of the simulation cell. The LLZO phase is
centered around z = 0, extending to ca. z = £20 A, where the
sharp peaks indicate the expected layered structure, while the
polymer electrolyte occupies the region beyond z = +20 A. As
shown by the liquid-like signature peaks that indicate ordering
in the polymer phase, the presence of ceramic surfaces signifi-
cantly affects the distribution of Opgo up to about 15 A from
both L-LLZO and R-LLZO surfaces. This effect fades away above
15 A and the structural properties become more bulk-like. The
regions within the intervals z = [+35, +20] A, constitute an
“interphase” region being formed within the simulation time,
with structural properties different than in the bulk. In all
systems with LiTFSI salt present in the PEO phase, a negative
correlation between Lipro' and Opgo intensities is observed. In
other words, the density profiles of Lipeo' show maxima at
positions that correspond to the minima of Opgo in the inter-
facial region; this is indicated in Fig. 2. This means that in the
polymer part of the interphase, Lipgo' ions prefer to reside in
areas of lower Opgo mass density and it is significantly less
probable to find Li" in regions of higher Opgo density. It is
worth noting that in all simulations that contain LiTFSI salt in
the polymer phase, accumulation of Lipgo' ions at the L-LLZO
surface can be observed, which means that the PEO phase is
depleted from Li". This structurization into layer-like accumu-
lation of ionic species and polymers close to surfaces have
been observed in previous simulations of SPE materials on Li-
metal®*® and graphene.’”

3.1.2 Distribution of TFSI™ anions. The distribution of
TFSI™ shows a ~4 A thick depletion region at the L-LLZO
surface, while at the R-LLZO side the anion peaks are directly
adhering to the ceramic surface. Not only can a closer proximity
to the R-LLZO surface of the TFSI™ ions be observed, but also a
higher anion density at that side of the ceramic phase. This
accumulation of negatively charged TFSI™ ions at the R-LLZO
surface is consistent with the fact that R-LLZO has a higher
positive charge compared to L-LLZO, as discussed in Section
3.2.1. In previous work on similar systems, this depletion region
around the LLZO surfaces was only observed for the cation. The
difference in surface terminations, which is not specified in
previous work,"® may be responsible for these differences.

3.1.3 Li" density distribution at the LLZO surfaces. Bonilla
et al.’®"” noted an amorphous Liy;zo" layer ca. 4 A thick being
formed at both L-LLZO and R-LLZO surfaces. Our results do not
appear to corroborate this observation; such a layer is here only
observed at the L-LLZO side of the slab, while the R-LLZO side
is characterised by more ordered and rigid Liy;,o" positions.
It could possibly be hypothesized that this difference is due to
the LLZO force field parameters used in the respective simula-
tions. However, when using the same partial charges and
vdW parameters to describe LLZO atoms as Bonilla et al. (as
in the OX system), the same discrepancies between the L-LLZO
and R-LLZO atom distributions appear. Therefore, these differ-
ences can instead rather be explained by the LLZO slab termi-
nations. Moreover, these previous studies have employed
an LLZO structure doped with Ga atoms, which have not been
done here.

6220 | Phys. Chem. Chem. Phys., 2024, 26, 6216-6227
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3.1.4 Interfacial effects on Li' survival probabilities. The
survival probability of Li" for all systems is plotted in Fig. 3.
This property indicates the timescales of Li' transport
perpendicular to the LLZO surfaces. A rapidly decaying R(¢)
corresponds to fast ionic transport in the z-direction. The R(f)
plots close to the interface demonstrate that transport
perpendicular to the surface is affected in the region spanning
[+£9, £27] A, where the R(¢) functions decay much slower than
in the regions [0, +9] A and [+27, +£36] A, which contain
ceramic and polymer bulk-like phases, respectively. This means
that the presence of the PEO phase (or just the fact that there is
a surface introduced) affects Liy ;o' mobility in the LLZO
material up to about 11 A from the surface. In a similar way,
the perpendicular mobility of Lipgo' in the polymer phase is
affected up to about 7 A from the surface, regardless of the
system setup. Also these results suggest that the interphase
region spans the region [+£9.0, £27.0] A in the simulation box,
considering that it is the distance where the survival probability
of Li" in both ceramic and polymer deviate from the properties
of the bulk-like layers.

L-LLZO R-LLZO
o ; e ; :
0.8F g,  atond MO ]
e N ey
& 04f 5 t Yy ]
PEO:z € [-360 308 Jze[3L536014 Sse
T . et ; —
_ 08 DR ape B ] ..%""-’-‘s\
2 04f RSN ] T, ]

2ER70315]4
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Fig. 3 Survival probability functions. The different boxes correspond to
different segments in the simulation box, with the respective z-values
stated in each box. The bottom boxes thereby represent the bulk of the
LLZO phase, while the top represents the bulk of the polymer phase
(acronyms in the legend are explained in Table 1).
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Moreover, the general trends for all systems, and for both
LLZO surfaces, are that the survival probability decays the
fastest ~10° ns in layers that are in the center of the LLZO
ceramic [0.0, £9.0] A. From Fig. 3 it can be seen that 50% of the
Li" moves out of the [0.0, +-4.5] and [+4.5, 4-9.0] layers within
1 ns, and after 1.1 ns all Li* in a given fictitious layer have been
exchanged for new ions. Next, in the interfacial region that
spans both ceramic and polymer phases, i.e. [+£9.0, +27.0] A,
R(t) gradually increases to be at its maximum >10" ns within
the [+18.0, +27.0] A region. This means that Li" remains the
longest time in this region. In other words, the presence of the
interface hinders Li" mobility perpendicular to the ceramic
surface both in the polymer and ceramic phase. Lastly, towards
the center of the polymer phase above/below +27.0 A, the
survival probability decays faster, similarly to the ceramic
phase, reaching values at the level of ~10"' ns in all except
the vdW-LiZrO system. This case will be discussed in more
detail in Section 3.3.2.

3.1.5 Common characteristics of the interfacial region. A
common feature for all systems is that the density profiles of
species in the polymer phase are significantly affected by the
presence of the interface up to about 15 A from the surface,
while in the ceramic phase this interfacial layer is about 5 A
thick. It is thereby clear that the density profiles show a thicker
layer being affected in the polymer phase compared with in the
ceramic phase. At the same time, the reversed situation
(a thicker affected layer in the ceramic phase than in the
polymer phase) takes place when the survival probability is
studied; .., the dynamic properties. A layer of only 7 A in the
SPE phase shows higher R(¢) than the bulk, while in the LLZO
this layer reaches about 11 A; see Fig. 2 where these regions are
indicated with black arrows.

3.2 Structural effects

3.2.1 Surface terminations. The main differences between
the L-LLZO and R-LLZO surfaces can be analyzed for all
simulated systems by studying the density profiles; the dis-
cussed areas (5 A thick) are indicated with green arrows in
Fig. 2. The analysis is here done based on the LONG:LiTFSI
system (see Table 1), but these observations qualitatively corre-
spond to the results observed also for the other systems.

Surface effects on the Li’ density distribution. In the initial
input of the MD simulation, the L-LLZO surface is terminated
with Oy 0 atoms. However, within the simulation time, mobile
Lizo' ions populate the surface. Here, the Lip ;o' atom
density at the surface is about 0.01 A™3, and the distance
between this density peak and the first Opgo maximum is about
1.2 A; see Fig. 2. The polymer and LLZO phases on this side
thereby seem to repel each other. Since the atom density of
Lijzo  is above zero everywhere in this region, there is a
possibility of Li; 0" changing between different LLZO layers,
indicating disorder and flexibility. The R-LLZO surface, in turn,
is initially terminated with Liy ;o' ions. At this surface the
Lipizo' atom density at the surface is almost three times
the density of L-LLZO surface, i.e. almost 0.03 A~ while the
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distance between this peak and the first Opgo maximum is only
about 0.7 A. This indicates a tighter adhesion of the polymer to
the R-LLZO surface compared to the L-LLZO side, see Fig. 2.
The interfacial Lij ;0" peaks on the R-LLZO side are also
characterised by precise positions. Ion exchange between LLZO
layers is therefore less likely, which indicates a higher level of
ordering and rigidity compared to the L-LLZO surface. A
common characteristic for both surfaces is that the interfacial
Lizo' layers, except for the terminal ones, have noticeably
higher atom density compared to the center of the LLZO phase.
This means that Li;;,o" tend to accumulate near the surfaces
within a region of ca. z = [+15.0, +18.0] A, see Fig. 2.

Surface effects on the Li" mobility. To further highlight the
differences in ion exchange between LLZO layers at the two
surfaces, the Liy ;0" trajectories (up to 4 A from the surface) are
displayed in Fig. 4. Indeed, the mobility of Li o' ions is much
higher at the L-LLZO side compared to the R-LLZO side. From
the trajectories, it is observed that the L-LLZO surface atoms
travel almost the entire interior of the LLZO phase while the
R-LLZO surface atoms hardly move from their initial positions,
hence the trajectory covers only a thin region around the
R-LLZO surface.

Surface effects on the charge distribution. Qualitatively, the
analysis of Zr, La, Opzo and Lip ;0" density profiles of L-LLZO
and R-LLZO surfaces indicate that there is an increased accu-
mulation of positively charged Zr and La close to the R-LLZO
surface as compared to the L-LLZO surface. Moreover, these
positive charges are shielded by negatively charged O;rzo
atoms to a lesser extent at R-LLZO than at L-LLZO. This
suggests that the L-LLZO surface is more negatively charged
than the R-LLZO surface, which can explain the differences in
charge accumulation from the polymer phase.

3.2.2 Polymer chain length. The effect of polymer chain
length can be directly studied by comparison of the systems
SHORT:LIiTFSI and LONG:LiTFSI (Table 1); for simplicity, they

Fig. 4 Trajectories of Lij zo" from the final 100 ns of simulation in the
LONG:LITFSI system at L-LLZO and R-LLZO surfaces. Li, zo™ atoms were
selected at each surface spanning a 4 A thick layer. Red, white and blue
spheres indicate the beginning, middle and the end of the trajectory,
respectively. The purple spheres indicate positions of all LLZO atoms at
one snapshot.
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are abbreviated as SHORT and LONG respectively in the
following.

Chain length effects on the TFSI density distribution. Inter-
estingly, the interactions of anions with LLZO surfaces are
affected by the difference in the polymer chain length. For
example, the density profiles of the components of the LiTFSI
salt show that the TFSI™ ions are found closer by about 1 A to
both surfaces and the peaks have a higher intensity in the
SHORT as compared to the LONG system; see Fig. 5. Concern-
ing the system with short polymer chains, the TFSI" ions show
a similar atom distribution at both sides of the LLZO slab in the
regions z = [+£25.0, £30.0] A. This corresponds to an observed
increase of anion density as compared to other areas in the
simulation box. At the same time in the LONG system, there is a
discrepancy in the atom distribution of TFSI™ ions between the
left and right side of the LLZO slab. At the L-LLZO surface, a
decrease in TFSI™ ions is observed in the region z = [—30.0,
—25.0] A while an increase is visible at the R-LLZO side at the
corresponding distance from the surface. These observations are

highlighted in the ESI,{ Fig. S2, which shows the trajectories of

Nrpsi— atoms selected within 7 A from the surface. Indeed, the
TFSI™ ions seem to populate larger regions perpendicular to the
surface in the SHORT system as compared to the LONG system.
Moreover, a TFSI -free volume is found in the LONG simulation
at the L-LLZO side, shown in the ESL{ Fig. S2. This means that
there is a consistency between the ESIL, Fig. S2 and the Nepsy-
density profiles shown in Fig. 5a. As explained above, a decrease
of TFSI" atom density is observed in the region z = [-30.0,
—25.0] A. There is a 4 and 5 A thick anion depletion area,
respectively, at the L-LLZO surface in both SHORT and LONG
simulations.

These discrepancies between density profiles of the TFSI™
ions in the LONG and SHORT systems may have a twofold
explanation. First, it is possible that the distribution of the
anions in the polymer phase has reached equilibrium in the
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Fig. 5 Atom number density profiles p(z) centered around the LLZO
phase. Comparison of results of the simulations with different polymer
chain lengths, zoomed: (a) at the L-LLZO surface and (b) at the R-LLZO
surface. The yellow background indicates the 4 A (arbitrary thickness)
interface region. Blue and purple backgrounds denote the PEO and LLZO
phases, respectively.
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SHORT system but not in the LONG system. Simulations of a
bulk PEO-LiTFSI system with short polymer chains (<100
monomers) show ca. 2.5 times faster diffusion of TFSI™ in
comparison to higher molecular weight polymer chains.*® This
indicates that the TFSI™ density profiles of the SHORT system
are more likely to be the equilibrium atom distribution, com-
pared to the LONG system. However, the anion diffusive regime
in the bulk PEO-LIiTFSI simulations was reached within 400 ns,
even in the simulations with the long polymer chains (>100
monomers).>® Therefore, it seems that short and long polymer
chains interact differently with the L-LLZO surface, which in
turn affects the TFSI™ ions distribution. The longer PEO chain
creates a thicker shell around the L-LLZO surface in the LONG
system compared to the SHORT system; see the Opgo atom
density plots in the ESI, Fig. S6. The observed thinner and
more permissible shell, that the shorter PEO chains form
around the L-LLZO surface, is likely due to a higher chain
flexibility. This results in a more accessible PEO interfacial
shell for the TFSI™ ions in the SHORT system as compared to
the LONG system.

Chain length effects on the Li" interphase penetration. Another
discrepancy between the interfacial atom distributions in the
SHORT and LONG systems is that there is an uptake of Lipgo"
ions into the LLZO slab only in the system with short polymer
chains. Penetration of Li" occurs only through the L-LLZO
surface and the ions do not cross the LLZO phase entirely.
One example of a Li" ion entering the ceramic phase through
the L-LLZO surface is shown in Fig. 6, which shows 300 ns of a
trajectory of a Lipgo'. The highlighted Li" spends about 100 ns
in each region: the polymer phase, at the interface and in the
ceramic phase. Density profiles of Lipgo' in Fig. S6 in the ESI{
show a more quantitative picture of Lipgo" entering the LLZO
phase, while in the SHORT system the peaks in the LLZO phase
(at z > —20 13) indicate the presence of Lipgo'. In the LONG
system, no peaks are observed in the LLZO phase.

Despite the uptake of Lipgo' into the LLZO phase, which is
observed in SHORT but not in the LONG simulations, the
survival rate R(f) is not affected in the ceramic region [0.0,
+22.5] A by the presence of additional Li* ions in the crystal
structure; see Fig. 3. It is common for both polymer lengths for
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Fig. 6 Trajectories of a single Li* from the final 300 ns of simulation in the
SHORT:LITFSI system. Red, white and dark blue spheres indicate the
beginning, middle and the end of the trajectory, respectively. Purple
spheres indicate the extent of the LLZO phase, yellow and bright blue
spheres and sticks indicate TFSI™ and PEO respectively.
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Lipgo' ions to be adsorbed at the LLZO surfaces, but Li;; 20" do
not leave the LLZO phase. Fig. S3 in the ESIt shows how the
number of Li" present in the LLZO phase and its surface (z-span
[—22, 22] A) evolves as a function of simulation time. Fig. $3 in
the ESIf indicates that the process of Lipgo' uptake in the
ceramic phase has not reached an equilibrium stage in any of
the simulations, which is deduced from the fact that a stable
plateau is not reached. By the end of the simulation time, the
polymer phase contains 82% and 93% of the initial number of
Lipgo' ions, in the SHORT and LONG systems respectively.

One possible explanation for the discrepancies between the
long and short polymer chain simulations is that the ionic
transport occurs faster in SHORT due to the increased chain
flexibility. This would mean that the same Li" and TFSI™
distribution will be reached in LONG if it was simulated for a
longer time. However, the Li" survival probability in the regions z
=[£22.5, £27.0] A, is higher in the system with shorter chains,
which indicates that the cationic transport perpendicular to the
surface occurs on a shorter timescale in the system with the long
polymer chain. This is contrary to what would be expected given
that in the simulations of a bulk PEO electrolyte, it was found
that shorter polymer chains correlate with faster Li* diffusion.*®
Although the Lipgo" remain longer in the region z = [+£22.5,
+27.0] A in the SHORT system, they pass through it to reach the
areas near the surfaces, as indicated in the ESI,{ Fig. S6. This
corroborates with data in Fig. S3 in the ESI,f which shows that
more Lipgo' ions reach the LLZO surfaces in the SHORT system
compared to the LONG system. These reasons indicate that
polymer flexibility, and therefore the timescale of ion transport,
may be a reason for discrepancy in the simulations.

Polymer chain terminations. Another difference between the
systems is the number of polymer chain terminations, comprising
2 and 90 terminations in the LONG and SHORT systems, respec-
tively. Although the chains in these simulations are terminated
with relatively inert methyl groups, there is a difference in adhesion
of Opgo to the surfaces in the interfacial layers z = [+20, £27] A
Opgo density profiles in the ESIL{ Fig. S6, demonstrate this differ-
ence in the interfacial atoms arrangement that does not overlap for
the SHORT and LONG systems respectively. 100 ns of trajectories of
cierminal 5i0ms are shown in the ESLT Fig. S1. It is visible that
terminations accumulate at the surface in SHORT while they
remain at the center of the polymer phase in the LONG system.
This could be a result of the difference in flexibility of the long and
short polymer chains which may lead to a modification of the more
likely polymer configuration at the surface. At the same time, the
polymer chain length does not affect density profiles of Opgo in
systems without the salt in the polymer phase; see Fig. S5 in the
ESLT This indicates that the presence of LiTFSI salt in the polymer
phase, and possibly its interaction with chain terminations, has a
more prominent effect on the interfacial Opgo distribution than a
difference in the polymer chain length alone.

3.3 Force field effects

3.3.1 Partial charges. In order to study the effect of partial
charges, the atom number density and charge density profiles
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of three systems were compared: OX, DDEC and REPEAT. The
differences between these force fields are the magnitudes of
charge assigned to each PEO, LLZO atom and TFSI™ atom. In
general, the charge magnitude increases in the following order:
DDEC, REPEAT and OX, Table SO in the ESI,{ lists the exact
values of the assigned charges to each atom in the system. In
the ESI,} Fig. S4, which displays the distribution of total charge
in the z direction, it can be noticed that OX display more
pronounced maxima and minima compared to DDEC and
REPEAT systems. This indicates a higher spread of the charge
density along the layers of LLZO and stronger electrostatic
interactions. This result is in line with the fact that La and Zr
possess a higher positive charge in the OX system compared to
the other two, see Table SO in the ESL.}

Charge effects on the polymer adhesion to the LLZO surface.
The interaction of Opgo is stronger with the LLZO surface in OX
and REPEAT compared to DDEC. This difference may be
explained by analyzing the interactions of Opgo with the cations
of the LLZO phase; this is indicated in Fig. 7, which shows
charge density distribution along the z-axis. The distance
between the closest Opgo and Zr peaks to the interface is about
3-4 A. At that distance, the attraction energy between these
species reaches about 400 k] mol,,;; ~ (ie., the sum of Cou-
lomb and van der Waals pair interactions) in the OX and
REPEAT systems, but only about 180 kJ molpaifl in the DDEC
system. Similarly, when the interaction energy of the Opgo-La
pair is studied, it can be noticed that the interaction energy
reaches about 250 k] molpaif1 and 700 kJ molp,,,if1 in DDEC
and REPEAT/OX respectively, at the typical interfacial distance
of 2.5 A. This interaction energy analysis can explain the
difference in polymer adhesion to the surface; ie. that the
REPEAT and OX have higher attractive interaction energies
between the polymer and ceramic atoms compared to the
DDEC system. This is consistent with weaker interactions
between the phases in this system, which is seen in Fig. 7 by
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Fig. 7 Atom number density profiles p(z) centered around the LLZO
phase. Comparison of the results of simulations with different partial
charges on atoms, zoomed in: (a) at the L-LLZO surface and (b) at the
R-LLZO surface. The yellow background indicates the 4 A (arbitrary
thickness) interface region. The blue and purple backgrounds are the
PEO and LLZO phases respectively.
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observing the distance and intensity of Opgo and Lipizo"
interfacial peaks.

Charge effects on the Li;; ;o' ~Opgo interactions. Moreover, the
character of the first Opgo adhering layer is different in these
systems. For example, in Fig. 7a at the region [—23, —21] A, the
DDEC system shows only one peak located slightly further from
the surface, while in the other systems the first adhering layer is
split into two peaks. In the OX and REPEAT systems, a small
number of Liy; ;0" are adsorbed to the first layer of the polymer
at the L-LLZO side. The OX system is different from REPEAT
only by the partial charges in the LLZO phase, while both
systems have the same set of charges in the polymer phase.
This effect is not observed in any of the systems at the R-LLZO
side, neither is it observed on any side of LLZO in the DDEC
system. The fact that we do not observe Li; ;o' migration
towards the first PEO layer in the DDEC system may be
explained by the interaction energies of Li" ions with other
atoms in the system. Due to the lower magnitude of partial
charges, there is much lower attractive Coulomb interaction
between the polymer atoms and Li* in the DDEC system
compared to the REPEAT system. For example, the Li*-Opgo
interactions at 2 A is about 110 k] mol,,;; * and 300 KJ mol i,
in the respective systems. At the same time, the interactions of
Li" with LLZO atoms are comparable for both systems. This
means that the DDEC charges induce a weaker interaction of
Li" ions with the PEO atoms, which prevents the migration of
Lijizo atoms towards the polymer phase.

Charge effects on the Li* mobility in the LLZO phase. In Fig. 3,
vital differences between the employed partial charges on the
survival rates can be observed. The OX system shows about one
order of magnitude faster decay of R(t) compared to both DDEC
and REPEAT. The survival probability of Li" in system OX varies
between ~ 5 x 10 ' ns to ~ 1 x 10" ns in the regions [0.0,
+18.0] A, while R(£) in systems DDEC and REPEAT is about one
order of magnitude higher. A trend can be seen that the survival
probability decays the slowest in the REPEAT system, while it is
slightly faster in DDEC as compared to REPEAT. This observa-
tion is valid for both L-LLZO and R-LLZO sides. Despite the
higher magnitude of charges in the OX system (which implies
stronger Coulomb interactions between atoms), the Lij;zo"
mobility perpendicular to the surface proceeds on shorter
timescales in that system than in DDEC and REPEAT systems.
It is not possible to directly pinpoint the exact reason for the
discrepancies between these simulations due to the high num-
ber of pair interactions. However, the two possibly dominant
interactions in LLZO, the Li-O and Li-Li pairs, may provide
some insights. At about 2 A (the typical distance between
the nearest Li-O neighbours) the interaction energy in the OX
system is 50 kJ molp,;, ' and 100 kJ mol,;, ' weaker (i.e., lower
attractive interaction) compared to DDEC and REPEAT systems
respectively. The Li-Li repulsive pair interaction is the weakest
in the OX system with a difference of at least 80 kJ rnolpair_1
compared to other systems. This means that there may be more
flexibility for Lip;zo" in the LLZO structure, which therefore
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leads to the higher mobility perpendicular to the surface in the
OX system compared to other systems. This analysis is consis-
tent with the work of Jalem et al.,* where it is shown that the
unstable residence of Lij;,o" at the 24d site is one of the main
factors for the fast concerted Li* migration mechanism in
cubic LLZO.

3.3.2 van der Waals potentials. In Fig. 8, the Li" and Opgo
density profiles of vdW-LiZrO and vdW-UFF systems are com-
pared. These force fields differ only by a few of the vdW cross
interactions between the ceramic and the polymer atoms.
Nevertheless, significant differences in the interfacial atom
arrangements can be seen, which are distinctively reflected in
the density profiles at the LLZO surfaces.

Force field effects on the Li’ depletion region. A first observa-
tion from the Li" density distribution is that in the vdW-UFF
system at the L-LLZO surface [—25.0, —18.0] A, there are three
peaks corresponding to the most probable positions of Lipgo",
while in vdW-LiZrO only two peaks are observed. In other
words, a ~ 4 A thick depletion region of Lippo" species appear
in vdW-LiZrO but not in the vdW-UFF simulation; see the
[—26.0, —22.0] A region in Fig. 8a. This kind of depletion region
is also observed in both systems at the R-LLZO surface, and has
also been noted in previous atomistic simulation of the same
system."® Additionally, changing cross vdW parameters affects
the intensities and positions of several maxima and minima in
the interfacial region of the density profiles of Liy 70" on both
surface sides, which is seen when comparing the Lip ;0" peak
positions in Fig. 8.

Force field effects on the adhesion of Opgo to the LLZO surfaces.
The character of the interfacial Opgo peaks is also visibly
affected by the change of vdW parameters. There is one mini-
mum less, and some maxima are also shifted or have higher/
lower intensity in the vdW-LiZrO system compared to the vdW-
UFF system. In Fig. 8a, it can be noted that adhesion of Opgo is
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Fig. 8 Atom number density profiles p(z) centered around the LLZO
phase. Comparison of results of the simulations with different vdW cross
parameters, zoomed in: (a) at the L-LLZO surface and (b) at the R-LLZO
surface. The yellow background indicates the 4 A (arbitrary thickness)
interface region. Blue and purple background are the PEO and LLZO phase
respectively.
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stronger in vdW-LiZrO compared to vdW-UFF (see the brown-
dashed and violet-solid lines, respectively). The above analysis
suggests that modification of the vdW cross parameters affects
the arrangement of interfacial Opgo, which may induce a Lipgo"
depletion region at the L-LLZO interface. Furthermore, adhesion
of Opgo to the R-LLZO surface is stronger compared to L-LLZO in
the vdW-UFF system, while in vdW-LiZrO Opgo adhesion on both
surface sites is comparable. These results indicate that the
choice of vdW parameters affects adhesion of Opgo differently
depending on the surface terminating atoms. This can be
rationalised by the fact that different LLZO terminations have
different electrostatic interactions, i.e. that the atoms possessing
the same charge will be exposed to different Coulomb inter-
action regions when the vdW parameters are modified.

Force field effects on the Li" survival probabilities. The effect of
vdW parameters on the survival probability R(¢) is most pro-
nounced in the regions [+22.5, +27.0] A (Fig. 3). In particular,
the vdW-LiZrO system shows the fastest decay of all systems at
the L-LLZO side. Concerning R-LLZO, the opposite situation
takes place with the vdW-LiZrO system showing slower R(f)
decay when compared to the vdW-UFF system. The vdW-LiZrO
system shows a significantly faster decay of the survival prob-
ability in the region [~27.0, —22.5] A compared to ceramic and
polymer far from the surface, which again is a strikingly
different result than for the other systems. This region coin-
cides with the Li" depletion region observed in the density
profile at the L-LLZO surface (Fig. 8a). If combining the analysis
of survival probabilities and density profiles, a distinctive mode
of transport at the L-LLZO side can be observed in the vdwW-
LiZrO system, which is not present in the vdW-UFF simula-
tions. The depletion region seen in Fig. 8a in region [—27.0,
—22.0] A in the vdW-LiZrO system corresponds to an exception-
ally quick decay of R(f). This correlation indicates there are
almost no stationary Li" in this region, and the quick decay of
R(¢) suggests a flux of Li* that pass through the polymer layer to
reach the L-LLZO surface. A different mechanism is observed at
the R-LLZO surface in the vdW-LiZrO system. Fig. 8b shows a
pronounced peak in the region [22.0, 27.0] A which is also
characterised by a high survival probability (Fig. 3). This means
that the Lipgo' at the R-LLZO side are fairly stationary. The flux
of Li" can still occur, but on a significantly longer time scale.

Comparing non-bonded potentials in the vdW-UFF and
vdW-LiZrO systems shows that irrespective of the atom pair,
the difference between the potentials becomes negligible above
3 A and in many cases above 2.5-3 A. However, in the region
below that, the discrepancy between the interaction energies
increases significantly. For example, the Cpro—Or1z0 pair inter-
action energy difference between the vdW-UFF and vdW-LiZrO
systems at about 2 A is equal to 70 kJ molpair’l, while for the
Oppo-Li' pair it is equal to 10 kJ molpair’l. The interaction
analysis suggests that the Li" migration properties at the inter-
face are very sensitive to the choice of vdW cross integration
parameters. While the actual variation of the interaction energy
is only pronounced up to 3 A from an atom, this still renders a
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noticeable impact on the density profiles, survival probabilities
and on the mode of Li" transport perpendicular to the surface.

4 Conclusions

In this study, classical molecular dynamics simulations were
used in order to investigate the static and dynamic properties of
a ceramic-polymer interface comprising PEO-based polymer
electrolyte and cubic LLZO ceramic phases. The aim was to
assess the influence of several model parameters on the simu-
lation outcome, and was evaluated by how density profiles and
survival probabilities are affected by the atomic partial charges,
vdW cross interactions, polymer chain length and LLZO surface
termination.

There are three main conclusions made from this study: (i)
structural effects, in particular surface terminations, have a
significant impact on the interfacial atomic arrangements in
both polymer and ceramic phases. This was clearly seen from
the distinct differences in the atomic density profiles between
the two LLZO surfaces, and the fact that Lippo' enters the
ceramic phase only through the left surface terminated with
oxygen. (ii) Force field effects, especially van der Waals cross
phase interactions modify the mode of Li' transport at the
interface. (iii) Independent of the simulation setup, the inter-
phase regions stretch across the same distance perpendicular to
the LLZO surfaces. This is reflected in atomic density profiles
and survival probabilities which are modified compared to the
bulk-like regions. The distance that is affected by the existence of
the interface, for any of the studied structure-dynamic proper-
ties, spans about 15 A and about 11 A from the LLZO surface in
the PEO and LLZO phase respectively. This suggests that even
without a perfectly optimised force-field, we may still draw some
conclusions about Li" mobility at the PEO/LLZO interface.

The complexity of these composite systems makes it chal-
lenging to systematically check every aspect of importance for
the model. For this reason, the analysis here consists of a
limited number of setups, targeting the exploration of the
sensitivity of certain simulation parameters. This certainly does
not exhaust the topic of important aspects that should be
verified before a more definite picture of Li" transport phenom-
ena in the composite material can be provided. For example,
the present study has only examined the surface with one
orientation, and one surface cleavage. It is thereby still not
clear to what extent these findings can be generalised with
respect to different surface orientations and terminations.

The picture of Li" transport in the PEO-LLZO composite
material is still far from understood, and the molecular
dynamics simulations described here primarily demonstrate
that certain aspects of the simulation setup can significantly
affect the outcomes of the study. It is crucial to highlight that,
while this paper does not aim to determine realistic details
regarding Li' transport phenomena at the interface, we are
actively exploring the most suitable setup to address the
remaining physical questions related to lithium mobility in
this category of electrolytes. In this context, the results of this
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study constitute a step forward towards more accurate and
reproducible simulations of ceramic-polymer interfaces, which
is particularly relevant in the field of all solid-state batteries.
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