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oxide-supported atomic, cluster,
and nanoparticle catalysis†
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Ziyi Zhong *b and Charlotte Vogt *a

Supported metal catalysts are essential to a plethora of processes in the chemical industry. The overall

performance of these catalysts depends strongly on the interaction of adsorbates at the atomic level,

which can be manipulated and controlled by the different constituents of the active material

(i.e., support and active metal). The description of catalyst activity and the relationship between active

constituent and the support, or metal–support interactions (MSI), in heterogeneous (thermo)catalysts is

a complex phenomenon with multivariate (dependent and independent) contributions that are difficult

to disentangle, both experimentally and theoretically. So-called ‘‘strong metal–support interactions’’ have

been reported for several decades and summarized in excellent review articles. However, in recent years,

there has been a proliferation of new findings related to atomically dispersed metal sites, metal oxide

defects, and, for example, the generation and evolution of MSI under reaction conditions, which has led

to the designation of (sub)classifications of MSI deserving to be critically and systematically evaluated.

These include dynamic restructuring under alternating redox and reaction conditions, adsorbate-

induced MSI, and evidence of strong interactions in oxide-supported metal oxide catalysts. Here, we

review recent literature on MSI in oxide-supported metal particles to provide an up-to-date under-

standing of the underlying physicochemical principles that dominate the observed effects in supported

metal atomic, cluster, and nanoparticle catalysts. Critical evaluation of different subclassifications of MSI

is provided, along with discussions on the formation mechanisms, theoretical and characterization

advances, and tuning strategies to manipulate catalytic reaction performance. We also provide a

perspective on the future of the field, and we discuss the analysis of different MSI effects on catalysis

quantitatively.

1. Introduction

Catalysis lies at the heart of the chemical industry, accounting
for over 85% of processes1,2 within the roughly 4.7 trillion USD
(TUSD/y) global market of 20213 (Fig. 1(A–C)); yet catalysis is
believed to indirectly affect over a third of the world’s 80 TUSD/
y global gross domestic product, and roughly 80% of the energy
demand, and 75% of all greenhouse gas emissions.4 Roughly
80% of industrial catalysis is heterogeneous thermocatalysis

(Fig. 1D), where the product and reactant are in a different
physical state than the catalyst (often liquid or gas versus the
solid catalyst) due to relatively simplistic process constraints
that nevertheless dominate process economics, like ease of
product and catalyst separation, and stability under reaction
conditions. The two most abundantly applied classes of hetero-
geneous thermocatalysts (following the definitions given in ref.
5) in the industry are supported metal, and solid acid catalysts
(zeolites and zeotypes). Of these, supported metal catalysts are
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the most broadly applied in terms of both volume and number
of high volume processes, as shown in Fig. 1E.

Active metals (AM) are dispersed on supports primarily to
increase the ratio of reactive surface per unit of AM, with the
metal present as dispersed nanoparticles (NPs). High surface
area supports are often used to create large specific surface
areas of the AM component within small volumes of sample,
and help to prevent the aggregation of the supported species
during both preparation and catalytic use, resulting in
improved dispersion and stability. The performance of sup-
ported metal catalysts of a particular type of metal usually
depends on several parameters, which can broadly and gener-
ally be summarized under electronic, geometric, and confine-
ment effects, which are often difficult to disentangle, especially
taking into account their constant change as a function of time

on reactants stream.5,10 Displays of such effects can be found
by, for example, varying the particle size,11–13 varying the close
environment of the reactive metal,14 and by varying metal–
support interaction (MSI). This provides endless degrees of
possible combinations and variations of materials, geometries,
and environments.15,16

Ideally, one should be able to carefully select catalytic
building blocks with specific electronic, geometric, and even
confinement properties at the atomic scale to produce the right
MSI and the most active, stable, and selective catalyst. However,
due to the scale and complexity of the system presented, it is a
long-standing challenge to disentangle the contributions of
MSI effects and to unify the physicochemical principles that
dominate their broad range. Many excellent efforts have been
made in this regard. Yet, the introduction of several new terms
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relating to MSI in recent literature provides an opportunity for
an updated overview, with particular attention to size-
dependent effects in metal oxide-supported metal catalysis, in
an attempt to holistically understand supported catalysts.
Before analyzing MSI in catalysis, we first describe some gen-
eralized properties of metal oxide (MO) supports, define size-
dependent properties of the AM constituents, and relate reac-
tant (adsorbate) properties to them.

Typically, used MO supports have greatly varying physical
and chemical properties, from wide-gap insulators to semicon-
ductors, depending on their band gap. Broadly, MO supports
can be subdivided into those that are popularly termed ‘‘non-
reducible’’ (for example, Al2O3, SiO2, ZrO2) and ‘‘reducible’’ (for
example, TiO2, CeO2), and this subdivision greatly dictates the
expected MSI as will be further detailed in Section 3.3, where we
will analyze this concept of ‘‘reducibility’’ and its relationship

Fig. 1 (A) and (B) The production volume of major chemical and catalytic processes in Mt, and their greenhouse gas emissions in Mt of CO2-eq. The bars
represent the production volume, while the square markers represent the GHG emissions that stem directly from the process.6 (B) Zoom-in of (A) on the
20 most-produced chemicals by volume. The market size of the chemical industry was roughly 4.7 trillion USD in 2021. Reproduced with permission
from ref. 7 Copyright 2021, American Chemical Society. (C) The percentage of all industrial processes that entail the use of catalytic processes.1,8,9

Reproduced with permission from ref. 1. Copyright 2009, John Wiley and Sons. (D) The division of catalytic processes into hetero-, homo-, and
biocatalysis.1,8,9 Reproduced with permission from ref. 1. Copyright 2009, John Wiley and Sons. (E) Catalyst types (classifications used explicated in ref. 5)
by volume of process used to produce the chemicals shown in (B), and including fluid catalytic cracking and hydroprocessing from (A).
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to free energy and the electronic structure of metal oxides.
Bulk material properties of the MO support can be drastically
altered, for example, through doping or nanostructuring,
and we refer the reader to an excellent review on the topic for
an in-depth discussion.17 The bonding of AM atoms to non-
reducible, non-defective supports is typically covalent,18 while
bonding on reducible supports can be both covalent and
ionic.19

The ratio of surface-exposed AM atoms (i.e., the ratio of the
AM constituent that is exposed to reactants), and interfacial AM
atoms (Rsurf, also called dispersion, and Rint, respectively)
relative to all AM atoms further dictates several properties
related closely to catalysis. The value of Rsurf and Rint varies
from close to 0 to 1 when going from large metal NPs to single
atoms. Values of Rsurf and Rint closer to 1 mean that more atoms
are in contact with the reactant phase, a higher degree of metal
under-coordination, and a larger relative electronic perturba-
tion from the MO, among others (see Fig. 2). As will be alluded
to in detail in this work, metal NPs undergo polarization due to
MSI at metal/semiconductor interfaces to varying extents,
based on the differences in energetics of the NPs and MO used,
while single metal atoms can be described as zero-dimensional
(point) defects within a semiconductor MO, where the differ-
ence between the band edge and the AM state affect the binding
energy with reactants and intermediates, and thus catalytic
properties. The strength and nature of the interaction between
AM and MO are particularly crucial at Rsurf and Rint { 1.

Especially in such cases, it is possible that a certain AM on a
specific bulk MO support can have entirely different catalytic
properties depending on the type of interaction it has with the
surface, for example dictated by the type of defect site the atom
is located on; through covalent or ionic bonding and whether
interacting with anions, or cations of the support.

Adsorbates in a sequence of elementary reaction steps also
interact differently with surface metal atoms depending on the
type of orbital involved in binding, i.e., s vs. p. While s-bonds
preferentially bind to and are activated by highly undercoordi-
nated atoms (abundant for Rsurf close to 1), p-bonds energeti-
cally favor more coordinated binding sites, where a larger
degree of surface interaction can stabilize the transition state
and favor bond cleavage.20 Perhaps such interaction could also
be achieved by low energetic differences between the MO band
edge and AM state at Rsurf and Rint close to 1.

The term MSI is used to classify any noted effect on catalytic
activity, stability, or selectivity that can be attributed to inter-
actions of the AM with the support – which means that all
supported metal catalysts experience MSI, to greater or lesser
extents.

Indeed, this very broad possible use of the term MSI has led
to a wide variety of its subclassifications in different systems.
Table 1 gives an overview of the terminologies and abbrevia-
tions, the postulated main underlying physicochemical princi-
ples, typical examples, and our best attempt to note their first
reports in the literature.

The diversification of terminology in the literature stems
from our more advanced understanding of classical strong
metal–support interaction (c-SMSI), which is a result of the
increasing availability of theoretical and analytical tools, and
synthesis capabilities, through which the electronic and geo-
metric effects can be studied in more detail. For example, one
could argue that metal NPs, as opposed to nanoclusters or
atoms (i.e., those larger than approximately 2.5 nm diameter),
in most cases, exhibit what we classify as ‘‘c-SMSI’’ (see
Table 1), characterized by the decoration of the NPs with
suboxide species. On the other hand, metal clusters (i.e., those
smaller than approximately 2.5 nm) are more associated with
electronic metal–support interaction (EMSI) characterized by
electronic perturbation, for example, by metal-to-oxide or oxide-
to-metal charge transfer, with the partial charge per atom noted
to reach a maximum with 30–70 atoms for a Pt/CeO2

system.32,33 The interactions that have gained much recent
interest in supported ‘‘single atom catalysts’’ (SACs) were
described as covalent metal–support interaction (CMSI), when
strong covalent bonds are at play.34

In fact, as will be discussed in more detail in Section 7.3,
most of the above-noted variations in nomenclature stem from
the same underlying physical concept, i.e., the strength and
type of electronic interaction, which is often quite difficult to
characterize and warrants a critical or cautious approach in
employing them. In any case, whether or not there is an effect
that dominates the observed behavior, different contributions
are generally simultaneously at play in such supported metal
catalyst systems. For example, in a SAC system where CMSI is

Fig. 2 Schematic overview of geometric and electronic effects in sup-
ported metal single atoms, clusters, and nanoparticles; the relationship
between the conduction band and valence band of the metal oxide
(CBMO and VBMO, respectively), the ratio of exposed surface atoms
versus total atoms (NSurface atoms/NAtoms), the involved schematic descrip-
tion of the adsorbates can either be simplified as strongly correlated to the
metal of the metal oxide support, an oxygen atom, and the metal con-
stituting the ‘active site’ (metal of metal oxide (MMO), O, and active metal
(MAct), respectively) for ‘single atoms’, or to the bulk MAct.
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believed to dominate by characterization of the catalyst ex situ,
EMSI can also play a large role when adsorbates are intro-
duced33,35 (an added complexity is in the presence of clusters or
small NPs co-existing in many SAC systems36 where even
decoration, c-SMSI, can perhaps take place). Taking all of this
into account, we believe that the use of specific MSI subclassi-
fications is problematic, as it is likely misleading despite their
widespread use.

Since the discovery of the c-SMSI phenomenon in the 1970s,
several excellent review papers have been published discussing
the (c-S)MSI of supported metal/metal oxide catalysts from
inception to date.15,16,27,34,37–49 We refer readers, for example,
to a review by De Jong and co-workers for a comprehensive and
systematic discussion of c-SMSI aimed at controlling catalytic
properties.16 Recently, Xie et al.49 discussed c-SMSI as a double-
edged sword on the catalytic activity of CO2 hydrogenation to C1

value-added molecules. These reviews have helped us to dissect
and explicate differences in MSI of oxide-supported metal
catalysts, with a particular focus on clarifying and unifying
the recent literature and trends in it that have not yet received
attention. We pay special attention to the ways to generate and
control MSI and characterize MSI-related materials properties
through the prism of current state theory of MSI phenomena.
We finally provide paths for new research and suggest possible
guiding principles to deploy the various concepts of MSI to
design novel catalyst systems, such as dynamic restructuring
under alternating redox and reaction conditions, and adsorbate-
induced MSI.

2. The history of MSI in catalysis

The possibility of catalyst supports interacting with or some-
how modifying the properties of metal particles has long been
recognized.50,51 The term ‘‘synergetic promotion’’ by the sup-
port to describe changes in activation energy of a reaction on
supported catalysts was introduced by Schwab as early as
1930.52 By the 1970s, it was known that solid acids could
interact strongly with metal crystallites, withdrawing electron
density from them and leaving an electron-deficient metal
particle, while basic supports could increase the metal’s elec-
tron density.21,53

In the late 1970s, Tauster et al.21,54 reported on Group VIII
metal particles supported on TiO2, which, upon high-
temperature reductive treatment, led to an observed suppres-
sion of CO and H2 chemisorption. They postulated that a
special chemical interaction between the metal particles and
the support occurred, which they termed ‘‘strong metal–sup-
port interactions’’ (SMSI). This term was then proposed to
describe the electron transfer between AM NPs and the support,
which was later justified by spectroscopic studies (X-ray photo-
electron spectroscopy (XPS), electron energy loss spectroscopy
(EELS)).41 This explanation, however, was later criticized in the
literature,55–57 and a new model that attributed observed dras-
tic changes in the adsorption properties of a catalyst to the
migration of a species originating from the support over the
surface of the metal particles was proposed.58 The first direct
evidence of overlayer formation characterizing c-SMSI was
made available in a study by Braunschweig et al.59 in 1989 with

Table 1 Overview of the different variations of MSI terminology from the literature and the underlying physical principles that characterize them.
Abbreviations used in the table: supported metal nanoparticles (SMNPs), supported metal clusters (SMCs), supported metal oxide nanoparticles
(SMONPs), oxide metal inverse catalysts (OMICs), single atom catalysts (SACs)

Abbreviation Term Main observation and underlying physical principle(s)
Catalyst
system

Typical
examples

First
report

c-SMSI Classical strong
metal–support
interaction

Suppressed adsorption of small molecules (CO/H2), suboxide
overlayer formation under high-temperature H2 reduction

SMNPs Group VIII
noble metals/
TiO2

21

EMSI Electronic metal–
support interaction

Electronic perturbation, often for smaller clusters to atoms,
through metal-to-oxide or oxide-to-metal charge transfer,
formation of covalent/ionic bonds

SMNPs,
SACs,
SMCs

Pt/TiO2, metal
clusters, CeOx/
Cu(111)

22
and
23

CMSI Covalent metal–support
interaction

Strong covalent bond formation, prevalent in single atom
catalysts

SACs Au1/FeOx 24
and
25

OSMSI Oxidative strong
metal–support
interaction

Suppressed adsorption due to overlayer formation, similar
to c-SMSI, but onset by low temperature oxidation

SMNPs Au/ZnO,
Pt-group/ZnO

26

EOMI Electronic oxide
metal–support
interaction

Metal-to-oxide charge transfer (from metal substrates to
supported MO adlayer), mainly on model catalysts where the
metal is used as support

OMICs CeOx/Cu(111) 24
CeOx/Ag(111)

EOMSI Electronic oxide metal
strong interaction

Metal-to-oxide charge transfer (from metal substrates to sup-
ported MO adlayer), formation of thin oxide adlayers containing
low-valent metal cations

OMICs CeOx/Cu(111) 24
and
27

SEOSI Strong electronic
oxide-support
interaction

Charge transfer from support oxide to oxide catalyst SMONPs In2O3/ZrO2 28

A-SMSI Adsorbate-mediated
strong metal–support
interaction

Functionalized suboxide overlayer formation under moderate
temperature H2 reduction

SMNPs Rh/TiO2, Rh/
Nb2O5

29
and
30

WC-SMSI Wet-chemical strong
metal–support
interaction

Suboxide overlayer formation as a result of treatment of supported
metal nanoparticles with corresponding cation solution at room
temperature and subsequent moderate temperature heat treatment

SMNPs Au/TiO2 31
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the assistance of high-resolution transmission electron micro-
scopy (HRTEM), which showed the presence of amorphous
overlayers of support material on both Rh particles and TiO2

support after high-temperature reduction. Sequential oxidation
and reduction at low temperature partially removed the over-
layers. Later, fundamental studies on MSI took center stage,
where several studies were published utilizing different reducible
supports,43,54 including CeO2, Nb2O5, Fe3O4, and non-oxide
supports,60 focused on the understanding of formation mecha-
nisms61–64 and subsequent catalytic effects of c-SMSI.65–67

In recent years, intense interest in MSI has re-emerged in the
academic community. Consequently, the subject has been
investigated in increasing detail and in a broad variety of
systems. Several key findings have been published in the last
5–10 years, and the important MSI-related observations are
summarized in Fig. 3.

The evolution of new observations in literature was accom-
panied by the introduction of new terms that emphasized
different aspects of the phenomena. Due to the diversity of
different parameters affecting MSI, this led to a broad termi-
nology, which focused mainly on synthetic subtleties or size
effects rather than on underlying fundamental principles, vide
infra.

For example, it was shown that, despite the classical view,
SMSI could also occur in oxidative environments for some types
of systems,26,68,69 a phenomenon which was termed oxidative
strong metal–support interaction (OSMSI), placing the accent
on the pretreatment environment. It was further found that
MSI comprises interfacial charge-transfer/redistribution and
not only material transport through the AM/MO interface.70

To emphasize that, the term EMSI was introduced, which was
also refined after SACs became popular in which the CMSI term
is used to describe MSI more often, since charge transfer in
SACs is of more localized character with the formation of
covalent bonds.25 Charge transfer between two metal oxides
(one active and one performing the role of the support) was also
realized to occur and was called strong electronic oxide–
support interaction (SEOSI).28 Moreover, charge and mass
transfer at the metal/support interface was studied using model
‘‘inverse’’ catalysts, in which oxide NPs are deposited on well-
defined crystallographic planes of metals.24,27 Although these

systems are not considered to be applicable on an industrial
scale and are used for model studies, the new terms, electronic
oxide metal–support interaction (EOMI)/electronic oxide metal
strong interaction (EOMSI), were introduced to designate MSI
effects in these classes of materials.

It is clear that the current terminology lacks consistency and
can be misleading, making it difficult to accurately describe the
connections between catalyst composition, the properties of its
constituents, and the catalyst’s activity, selectivity, and stability.
First, we must understand the fundamental principles, the
underlying physical and chemical processes, that will allow us
to group different MSI phenomena and consequently to get
closer to the rational design of catalytic materials.

3. Fundamentals of MSI

The term MSI should classify any beneficial or non-beneficial
electronic, geometrical, enthalpic, or entropic effect on catalytic
activity, stability, or selectivity that can be attributed to result-
ing interactions of an AM component with a support. Such
effects arise from thermodynamic driving forces leading to a
redistribution of electrons between the metal and MO to reach
electronic equilibrium and to the migration of atoms to form
more stable surface structures such as overlayers or alloys.
Accordingly, AM–MO interactions can be predominantly elec-
tronic in nature, or they may be most clearly observed due to
geometric rearrangements, but the two are invariably linked.5

The size of metal NPs on a support, their wetting behavior,
resulting geometry, sintering resistance, propensity towards
phase transformations, and restructuring may all be explained
by a combination of these effects. Before discussing the intri-
cate, complex and often convoluted characteristics that can
result from metal–support interactions, we will analyze AM/MO
systems by gradually building up complexity towards reality.

3.1. Electronic redistribution

3.1.1. Bulk metal–metal oxide electronic interaction. We
begin the description of MSI phenomena by the consideration
of a simple system consisting of an AM and an MO support in
which we consider initially only their differing bulk electronic

Fig. 3 A schematic overview of key MSI-related observations.
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structures and the resulting electronic equilibration upon
contact between them. In this case, the description of MSI
reduces to electronic interaction, i.e., charge transfer at the
metal/support interface (for metal oxides, this would be a
metal–semiconductor interaction in the case of e.g., TiO2, or
metal–insulator interaction in the case of, e.g., SiO2).

We will discuss first the simplistic and unrealistic case of a
pristine system with bulk band structures, as illustrated in
Fig. 4. The direction of charge redistribution is principally
governed by the initial arrangement of the Fermi level of the
metal (EF,M) and that of the oxide (EF,MO), whose position is in
the middle of its band gap in this case. Since the Fermi level of
a material equates to the thermodynamic potential of its
electrons, after contact between the two materials, a favorable
direction of electron flow will be established from the material
with a higher Fermi level position to the one with a lower Fermi
level position. The existence of the band gap in the MO imposes
additional restrictions. A high band gap value, such as typical
for MO supports used in catalysis, implies that thermal energy
is not sufficient for an electron to overcome the energy barrier
that is the band gap, following from the Fermi–Dirac distribu-
tion and the Arrhenius equation for carrier concentration71 at
standard conditions, which results in close to zero electron
density in the conduction band and a nominally full valence
band. As a consequence, the only way for an electron to move
from the metal with a higher Fermi level to the MO is to
its conduction band. This transition is allowed only if EF,M is
higher than the conduction band minimum (CBM) of the
MO, Fig. 4A.

In the opposite case, with band structures such as illustrated
in Fig. 4B, and where the CBM lies higher in energy than EF,M,
and the EF,M lies higher in energy than EF,MO, a flow of electrons
from the metal to the MO should occur, but no available empty

orbitals at sufficiently low energy exist to accommodate this
charge redistribution.

Despite the simplicity of this model, it was shown that
whether or not electronic redistribution from the EF,M into
the CBM can occur greatly influences the binding strength of
the metal to the MO, where a higher degree of redistribution
results in stronger interactions. In the case where such an
interaction should not occur, such as with SiO2, the resulting
interactions, namely binding between metal and MO, are
expected to be significantly less strong, which is in line with
general observations in literature (Fig. 5).72

One should then be able to describe the degree of this MSI
by electronic redistribution by comparing electronic charac-
teristics between the appropriate metals and metal oxides.
To that extent, different parameters can be found describing
the physicochemical characteristics of the metal/support inter-
face, including the difference between the metal work function
jM, which essentially describes the position of EF,M (the former
can be defined as the minimum energy required to extract an
electron from a metal, whereas the latter denotes the highest
energy level that an electron occupies at 0 K), and the support’s
electron affinity (the energy change when an electron is added
to a material and which can be simplified as a proxy to describe
the position of CBM in this picture, as it is the difference
between the vacuum level and the CBM).72 The difference in
electronegativities of the metal and support have also been
used to describe the degree of MSI,75 as well as the dipole
moment at the interface.76

Since such electronic redistribution causes a shift in the
position of the EF,M upon contact with a support with suffi-
ciently low CBM, it may be expected that also the d-band center,
EC, will shift accordingly as it is typically taken relative to the
EF,M (Fig. 5B).74 The d-band center can be used to approximate

Fig. 4 Different relationships between key electronic characteristics of metal and MO, and corresponding direction and possibility of charge flow.
In case of the Fermi level of the metal is positioned higher in energy than that of the MO, the electron flow is supposed to be from the metal to the MO
(case M1 in (A) and (B)), while the reverse direction is favorable in the opposite case of Fermi levels distribution. Due to the existence of a forbidden energy
range in the electronic structure of the MO, the band gap, only transitions as those illustrated in the case of (A) are allowed. MO – metal oxide, M1 and
M2 – metals, VBM – valence band maximum, CBM – conduction band minimum, Evac – position of vacuum level, EF,MO – position of Fermi level of MO,
EF,M – position of Fermi level of M1 or M2.
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the adsorption energies of reactants, which, in turn, can be
related to activation energy barriers.77 As such, it may be
expected that the shift in EC resulting from such parameters
characterizing the extent of electronic MSI (e.g., EF,M – CBM)
could be used as a tool to predict the activity of an AM–MO
catalyst system.78 This premise will be evaluated in Section 7.3.

3.1.2. Surfaces and defects. The discussion so far has been
related to pristine bulk, defect-free materials, while even the
formation of a surface relative to the bulk creates a disruption
in the periodic potential function. For surfaces of semiconduc-
tor and insulator materials, rather than discrete energy states
corresponding to a valence and conduction band, a continuum
or series of discrete levels within the band gap exists.71

The presence of the new levels within the band gap makes
the forbidden charge redistribution shown in Fig. 4B possible.

In this case, when, for example, a metal with a Fermi level lower
than that of the MO comes into contact with it, their Fermi
levels must be aligned. This causes the energy bands to bend
and the surface states to shift.79 This phenomenon of band
bending is heavily studied in semiconductor physics and
excellent review articles can be found describing this phenom-
enon in detail.80 The phenomenon of band bending is a result
of the formation of an electric field due to charge redistribution.
This leads to the creation of a space charge region, causing the
continuous shifting of the energy band edges. This key aspect of
band bending is illustrated in Fig. 6A.80 The process involves
electrons from the MO surface levels moving into the metal, which
leads to a slight negative charge on the metal and a slight positive
charge on the MO. The reverse flow direction and band bending
occur in the opposite case, as shown in Fig. 6B.

Fig. 5 Energetic parameters of importance to describe MSI. (A) For some typical MO supports, the conduction band minima, valence band maxima, and
band gap energies of some close packed surfaces (111) are shown, except for Al2O3 and Ga2O3 where (100) terminations were used, taken from ref. 72.
Fermi levels of the metals, EF, were taken from ref. 73 and the metal elemental d-band centers EC relative to the Fermi levels were taken from ref. 74. (B) A
schematic illustration of the electronic interaction of the metal with the MO support based on the conduction band minimum and EF,M. In the case of Fe
on TiO2, there will be an electron flow from Fe towards the conduction band of the TiO2, while such electron flow does not occur in case of ZrO2. The
shift of Fe Fermi level also result in the shift of d-band center position which is connected to the activity of AM–MO system.

Fig. 6 When an MO with electrons in surface states comes into contact with metal, charge redistribution and band bending occurs, the direction of
which depends on the relative Fermi level positions. (A) In the case where the Fermi level of the MO (EF,MO) is higher than EF,M, the electron flow is from
the MO to the metal, and upwards bending of the valence band maximum (VBM) and conduction band minimum (CBM) occurs. (B) The reverse flow is
observed in the opposite case. Reproduced from ref. 79.
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In addition to local energy levels within the band gap created
by the formation of a surface, crystal lattice defects, such as
vacancies, are always present in a solid material at non-zero
absolute temperature due to minimization of thermodynamic
potential at higher than zero defect concentrations.81 Such defects
also give rise to additional energy levels between the valence band
maximum (VBM) and the CBM. Doping with extrinsic elements,
which can either be done intentionally or in the form of an
undesired or unknown impurity, can also lead to such localized
energy states within the band gap. Furthermore, the particle size
and shape of the MO can change the defect density and, in general,
the electronic structure. Such phenomena, including bond polari-
zation at the interface, add great complexity to the general des-
cription and prediction of the flow of electrons and resulting
characteristics in more realistic metal–MO systems, and every
case, should be analyzed and characterized separately.82

Nevertheless, expected doping effects for the oxides of interest
for catalysis can, to a certain extent, be generalized based on
their electronic structure.

We can recall that the valence band of metal oxides is
typically composed of oxygen 2p levels,19 which makes the
position of the VBM of the oxides quite low in energy with
respect to vacuum level, and a large enthalpic penalty must be
paid to create a hole. As a result, it is challenging to make a
p-doped oxide, which is characterized by extra hole energy
levels close to the VBM. Most MO supports are naturally
n-doped semiconductors (for clarity referred to in this manu-
script as n-type donor-doped, as X-doped typically refers to
doping of a material with X in the field of catalysis), meaning
that extra electron energy levels exist close to the CBM.83

The evolution of vacancies can significantly affect the
expected flow of electrons. For example, in the case of an
n-type donor-doped semiconductor, there is electron density
near the CBM at standard conditions.81 Upon contact of such a
semiconductor with a metal with EF positioned lower than that
of the semiconductor, electron flow will be observed from the
semiconductor to the metal. The surface region of the semi-
conductor, in this case, will be depleted of electrons, and
upward band bending will occur, resulting in a potential energy
barrier, referred to as Schottky-type junction, which is seen in
Fig. 7A. Such charge transfer phenomena were observed in
many surface science studies related to understanding c-SMSI
phenomena, which were predominantly performed on TiO2 as
this was the support material c-SMSI was first observed on.
These charge transfer phenomena are regarded as a prerequi-
site for AM encapsulation, or c-SMSI, to occur, which will be
further analyzed in the following section. In the opposite case
of EF position for an n-type donor-doped semiconductor, the
electron flow will be in the opposite direction, resulting in what
is referred to as an Ohmic-type junction where no potential
energy barrier occurs between the metal and MO (Fig. 7B).
Although rarer, as was discussed previously, the case of
p-doped oxide charge redistribution is also shown in Fig. 7.84

The formation of oxygen vacancies is closely related to
another phenomenon, namely oxide ‘‘reducibility’’, which plays
a noticeable role in the description of MSI. The higher degree

of interaction between metal and support is associated with
the higher ‘‘reducibility’’ of the oxide through the more facile
formation of oxygen vacancies upon exposure to reducing
conditions, acting as n-type dopants and increasing electron
density near the CBM of the oxide. In this respect, the ‘‘redu-
cibility’’ of an oxide support could be considered as another
descriptor of MSI strength as long as it is itself a well-defined
property (see more detailed discussion in Section 3.3).

3.1.3. The effect of metal nanoparticle size on electronic
redistribution. The next step in the description of electronic
parameters affecting MSI will be the consideration of metal
nanoparticle size effects by assessing the expected electronic
changes when decreasing the AM nanoparticle size down to the
limit of a single atom in SACs.

Ioannides and Verykios considered the metal/n-type donor-
doped TiO2 system to deduce an expression for size depen-
dence of charge redistribution based on metal–semiconductor
contact theory.62 The authors first considered the simplified
case of Schottky-type charge redistribution shown schemati-
cally in Fig. 7A for which the amount of charge transferred
through the interface can be calculated numerically using the
Poisson equation (eqn (1)) and the expression for charge
density for n-type semiconductors (eqn (2)):

r2V ¼ �Q x; y; zð Þ
ee0

(1)

where V – potential, Q – charge density, e – relative dielectric
constant, e0 – vacuum permittivity.

Q

e
¼ Nd �

Nd

1þ 0:5e
�eV�Ed

kT

� n1e
eVþEF
kT (2)

where Nd – donor concentration, nN – electron concentration in
the bulk of the semiconductor, Ed – donor energy level.

In principle, such a model is only valid for a metal/MO
interface extending infinitely on a 2D plane, which, arguably, is
adequate for the description of electronic junctions in devices,
but is quite far from the case of supported metal NPs and
clusters. To account for metal particle size effects, the authors
constructed a metal/MO model, consisting of metal particle
with radius rM embedded in a semiconductor matrix. Due to
charge redistribution, there is a charge depletion region of
width Wd, as depicted in Fig. 8A. This model allows the use of
spherical symmetry to simplify the solution of the Poisson
equation. Using the assumption of constant charge density in
the depletion region, equal to donor concentration, Nd, the
following expressions for contact potential, V0 (also equal to
the differences of work functions, (FM � FSC)/e) (eqn (3)),
and number of electrons transferred through the interface, ne

(eqn (4)), can be obtained:

V0 ¼
FM � FSC

ej j ¼ � ej jNd

ee0

rM þWdð Þ2

2
� r2M

6
� rM þWdð Þ3

3rM

 !

(3)

ne ¼
4

3
pNd rM þWdð Þ3�r3M

� �
(4)
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By removing the upper half of the semiconductor, a more realistic
model of spherical metal particles deposited on the surface of a

semiconductor can be obtained, as depicted in Fig. 8B. The trans-
ferred charge is half of the amount predicted by the previous equation.

Fig. 8 Physical model used to simulate the contact of a metal crystallite with a semiconducting support. (A) Simplified metal particle ‘‘immersed’’ into the
bulk MO, and (B) more realistic case with half of the bulk MO ‘‘removed’’, exposing half of the spherical metal particle to the gas phase. Reproduced with
permission from ref. 62. Copyright 1996, Elsevier.

Fig. 7 Schematic diagrams of charge redistribution and band bending for different cases of doping types and Fermi level positions. (A) n-type donor-
doped MO with Fermi level of MO higher than that of metal; (B) n-type donor-doped MO with Fermi level of MO lower than that of metal; (C) p-doped
MO with Fermi level of MO higher than that of metal; (D) p-doped MO with Fermi level of MO lower than that of metal. Adapted with permission from ref.
84. Copyright 2015, Springer Nature.
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Solving eqn (3) for certain metal/semiconductor pairs, one
can get depletion region width at specific metal particle size.
The width can then be used to obtain the amount of charge
transferred through the interface at the same particle size using
eqn (4). Solving the system of eqn (3) and (4) at different metal
particle sizes, one can get the number of transferred electrons
and the ratio of electrons per number of metal atoms compris-
ing the nanoparticle as a function of size (Fig. 9). The charge
transfer changes from ca. 0.2 electrons per metal atom for 2 nm
crystallites to less than 0.01 electrons per metal atom for
410 nm crystallites.62 As expected, a larger difference between
metal and semiconductor work functions leads to an increase
in charge transfer.

While a single metal adatom, as opposed to a nanoparticle,
does not have a band structure, its electronic structure is still
crucially important for understanding its behavior and inter-
action with the MO substrate. The localized electronic states
associated with the metal adatom or small cluster and the
surrounding surface states of the MO govern the adsorption
properties and the binding energy of metal atoms and clusters
onto MOs. The electronic structure of the metal adatom is
affected by factors such as the coordination geometry, the
availability of nearby bonding or anti-bonding states, and the
presence of surface states on the MO surface. The interaction
between metal and MO thus determines the overall electronic
structure of the system at the adatom/cluster site.

It has been reported that linear scaling relationships exist
between metal adsorption energy on a support (interfacial
binding strength) and properties of the metal and MO, such
as the difference in chemical potentials,85,86 metal oxidation
enthalpy,87 heat of formation of the MO,88 ‘‘reducibility’’ of the
support (see also the discussion on this term in Section
3.3),89,90 and support band gap.91,92 Fig. 10A shows the linear
scaling relationships that were found between the adsorption
energy of metal adatoms on different supports and the metal

adatom’s oxide formation enthalpy. These trends suggest that
the interactions of adatoms with surface oxygen atoms largely
determine the strength of their interfacial bond with the MO,
and the differing slopes of the individual supports show the
role of the support’s electronic structure in determining the
overall metal binding strength. Density functional theory
(DFT)-based screening of the adsorption energy of single tran-
sition metal atoms over TiO2-anatase (101) indicated a clear
trend in the metal adsorption behavior, where binding energies
of the metal adatoms were found to be strongest for the early
transition metal atoms, and were found to correlate well with
AM–O dissociation energy. The adsorption energies were found
to be weaker for the late transition metal atoms.93 Metal
adhesion energy on different oxide supports was shown to
scale linearly with oxygen adsorption energies on clean fcc
(111) metal surfaces, which further supports the importance
of AM–O bond formation in MSI.94 Both the position of the
Fermi level and the density of states near the Fermi level affect
the adsorption energy, and this picture for atoms (and clusters)
with more localized energy levels corresponds well to the case
of bulk interactions, as highlighted in Fig. 5. Furthermore, it is
shown in Fig. 10B that the expected rate of metal adatoms surface
diffusion can also be estimated by their strength of adsorption onto
the MO, as the barrier for diffusion shows a linear correlation to the
binding energy of single metal adatoms.

One could argue that the properties highlighted in these
linear scaling relations are in fact a measure for the degree of
MSI in a system, since the higher binding energy of the metal
atom is quite literally a stronger metal–support interaction, as
mentioned above. As shown in Fig. 10B, non-reducible or inert
supports, such as MgO and graphene, are shown to interact
with the metal atoms only weakly. We emphasize that the
implication of the reorganization of the electronic levels after
AM and MO come in contact is expected to be very important
for catalytic activity.

Fig. 9 The number of transferred electrons, ne, and the ratio of ne to the number of metal atoms, NM, as a function of the metal particle diameter, dM, for
Fe/n-TiO2 and Ir/n-TiO2 systems, as calculated using eqn (3) and (4). Work functions of metals were taken from ref. 73; work function of n-type donor-
doped TiO2 was calculated using the equation for the position of the Fermi energy level (�FSC) from ref. 71; for donor concentration, Nd, and effective
density of states, typical semiconductor values of 1015 cm�3 and 1019 cm�3 were used, respectively.71
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Cheng et al. recently reviewed the impact of MSI on Fischer–
Tropsch synthesis catalysts. They noted that the adsorption
strength of reaction intermediates was indeed tunable by
electronic MSI effects such as described above and conse-
quently could be used to control the product distribution.38

Theoretical calculations can offer detailed insights into the role
of metal–support interactions in heterogeneous catalysis and
are particularly useful to deconvolute potential geometric and
electronic contributions, such as differing interface sites, and
the stability of formed overlayers.48,96–99 It can furthermore be
concluded that the electronic properties of the MO and metal
largely determine the degree and type of expected interaction
between the metal and the support.

3.2. Geometric effects

Supported metal atoms, clusters, and particles can undergo
geometric reconstruction due to MSI effects, resulting in vary-
ing nanoparticle sizes and shapes, and degrees of encapsula-
tion/surface decoration. The shape and size of supported metal
NPs relate to the wettability of the supported metal. The
equilibrium geometries of non-supported metal NPs in vacuum
can be predicted by minimizing the surface Gibbs free energy

based on the Wulff construction.100 The same principle holds
when considering a metal nanoparticle on a support, but one
must account for the contribution of the AM/MO interface
energy and the surface energy of the support, which are each
further affected by the possible effects of, for example, strain
and surface tension. In the absence of strain, a supported metal
nanoparticle tends to assume a certain height/length (h/l)
ratio, which is largely a function of corresponding facet ener-
gies. Such a ratio can be predicted by the Winterbottom
construction,101 where a substrate cuts a free-standing Wulff
crystal (metal particle) to minimize its total surface/interface
energies Fig. 11A.102 The equilibrium h/l ratio corresponds to
the minimum surface/interface energies. It was shown experi-
mentally that the h/l ratio increases with the increase of strain
induced by crystal lattice mismatch between the metal and MO
facets in contact with each other. The thermodynamics behind
this phenomenon can be schematically explained as follows:
For a metal crystal epitaxially supported on a lattice-mismatched
substrate, the total energy comprises the formation enthalpy
(which is negative), the surface/interface energies (which are
positive), and the strain energy resulting from the lattice mismatch
at the interface (which is also positive). Neglecting formation
enthalpy, which is fixed regardless of the crystal’s shape, the other

Fig. 10 (A) Correlation between metal/support adsorption energies and oxide formation enthalpies of metal adatoms. Different lines show the trends for
different MO supports. Adapted with permission from ref. 92. Copyright 2018, Springer Nature. (B) Metal/support interaction determined from the plot of
the activation barrier for diffusion (Ea) of metal adatoms against the binding energy (Ebind) of single metal atoms. From ref. 95. Copyright 2020, Springer
Nature.

Fig. 11 (A) Winterbottom constructions of substrate-supported Pd crystals. A substrate cuts a metal particle in a way that minimizes the total surface and
interface energies of the system.102 (B) A sketch of the energy components of a metal nanocrystal with a constant volume, as a function of the ratio of
height and length (h/l) when supported on a support with a certain lattice mismatch. The effect of strain makes the h/l value change and results in crystal
heightening. Adapted with permission from ref. 102. Copyright 2021, American Physical Society.
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two energy terms are qualitatively sketched in Fig. 11B. As illu-
strated in the figure, crystal strain results in crystal heightening.102

The effect, however, is less pronounced for particles beyond a
critical size for which the interfacial mismatch will be relieved by
the formation of dislocations at the interface.

When we consider the possibility of chemical interaction
between the AM and MO support, i.e., the formation of alloys,
overlayers, or mixed phases, the description of MSI becomes
more complex. This involves considering the DGf of any rele-
vant interactions that may occur between the phases, surfaces,
or interfaces of all the atoms present in the AM–MO mix. These
are correlated or even largely driven by the electronic properties
and structure generalizations discussed above; however, they
deserve to be separately discussed as several subtleties arise
when explicitly discussing the surface and its energetic proper-
ties. This finally leads us to qualitatively describe the range of
experimentally observed phenomena, such as the encapsula-
tion of metal NPs by the support and the formation of mixed
oxide phases or alloys.

Fu and Wagner postulated that the relationship between the
work function of the AM, jM, and the formation enthalpy of the
AM-oxide distinguishes 4 different groups of the behavior of
metals on n-type donor-doped TiO2.70 It was suggested that
redox reactions on the TiO2 surface are favored if the heat of
formation of AM oxides is DH0

f o �250 kJ mol�1 O (that is, for
metals that have a high affinity to oxygen). In this case, a certain
degree of bulk oxidation of the AM is expected by means of
diffusion of oxygen atoms from TiO2. Besides high oxygen
affinity, these metals are distinguished by a low work function
jM, or, consequently, by a higher Fermi level EF with respect to

TiO2 (Fig. 12, group I). After contact between a metal with high
EF and TiO2 is established, charge redistribution occurs, as
detailed in the previous section, and the formation of an
electric field occurs at the interface, which drives oxygen anion
diffusion. The diffusion of oxygen anions from TiO2 to the
metal proceeds until the chemical potential of oxygen is equal
in both phases, which is largely driven by DH0

f of the AM oxide.
This first of four groups of behavior of metals on TiO2 are thus
prone to oxidizing, thereby forming oxide phases (such as for
alkali metals). Second, metals with jM 3.75–5.0 eV (early
transition metals, Fig. 12, group II) see the first to third metal
layer at the AM/MO interface oxidized.

On the other hand, for metals with DH0
f less negative than

�250 kJ mol�1 O, i.e., having low affinity to oxygen, chemical
bonding with TiO2 is not energetically favorable, and two
additional behaviors can be distinguished. In general, these
metals have EF,M lower than that of TiO2, which means that the
electron flow from TiO2 towards the metal is favorable. Charge
separation at the interface is then opposite to the previously
described cases and is favorable for Ti cation diffusion. Those
metals with work functions jM 4.6–5.4 eV (close to the value of
TiO2, Fig. 12, III group) result in neither oxidation of the AM
nor reduction of TiO2, and the metal adatoms interact relatively
weakly with TiO2 and exhibit high surface mobility. Finally,
metals with jM 4 5.4 eV (Fig. 12, group IV) see no oxidation
even at elevated temperatures; only for these metals annealing
was observed to lead to encapsulation of the AM nanoparticle,
i.e., to the c-SMSI effect.70

The delicate balance between the work function of the
metal, jM, and surface energy, g, of an AM with respect to that

Fig. 12 The relationship between AM work function and active MO formation enthalpy leads to four different groups of possible geometric distortions
influenced by MSI in systems with n-type donor-doped TiO2. Adapted with permission from ref. 70. Copyright 2007, Elsevier. Data for metal work
functions is taken from ref. 73; MO formation energy was calculated using HSC 5.11 software for the thermodynamically most stable oxide at 298 K.
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of an MO, along with the DGf of the oxide of the AM, is believed
to determine the nature and type of observed c-SMSI effect. The
surface free energy g may be defined as the excess energy at the
surface of a material compared to the bulk, and the surface free
energy is related to, or dependent on, the surface tension. Such
energy arises because atoms at the surface have fewer neigh-
boring atoms to interact with, leading to a higher energy state.
The jM and surface energy gM are related through the electron
density near the surface of the metal and can both be influ-
enced by the surface state of the material and the presence of
impurities or adsorbates on the surface. For example, the
adsorption of certain species on the metal surface can change
the electronic structure, leading to a modification of the jM.

Taglauer and Knözinger correlated the encapsulation of AM
NPs on MO supports, or c-SMSI, with the surface energy of the
oxide supports gMO, as they showed that oxides with low surface
energy, e.g., TiO2 and V2O5, can more easily participate in
encapsulation than those with relatively high surface energy
gMO such as SiO2 and Al2O3.103,104 The surface energy of the
metal gM was then brought into the discussion, suggesting that
metals with higher surface energy (e.g., Pt and Pd, but not Au
and Cu) favor encapsulation, and it was postulated that mini-
mization of surface energy is, therefore, one of the main driving
forces for the reduction of the total free energy of the
system.103–105 Later, the subsurface non-stoichiometry of the
MO and the existence of oxygen vacancies (i.e., doping) were
proposed to be a determining factor for encapsulation,105,106 as
well as the balance between the M–M bonding, and the metal-
oxide bonding.107 Later, the effect of space charge arising due
to electronic redistribution was postulated to be a driving force
for species migration, the mechanism of which is described in
more detail below.61

Specifically, encapsulation was believed to occur when TiO2

undergoes partial reduction combined with oxygen vacancy
formation (see Fig. 13A). The concentration of ionic defects

(e.g., interstitial titanium atoms and oxygen vacancies in TiO2)
is a function of temperature, gas pressure, dopant concen-
tration, and annealing time. If the density of the defect states
is sufficiently high, they can develop into a shallow conduction
band, thereby producing additional free electrons near the
conduction band, shifting the EF toward the CB edge of the
MO support. Indeed, indications of higher CB electron density
were found for TiO2 crystals corresponding to strong n-type
doping (extra electron energy levels close to the conduction
band). The more defective the oxide, the higher its EF relative to
the EF of the metal would become, and the stronger the electron
migration to the metal would be. With alignment of the
vacuum levels of the two materials AM and MO (i.e., when
there is contact), EF of the metal will be below the induced
shallow CB and thereby the EF of the MO will be heightened,
which results in equilibration through charge transfer from the
occupied donor states in TiO2 to the metal. This, then, is
believed to form a negatively charged layer on AM and positive
space charges in TiO2. These space charges then facilitate the
outward migration of Tin+ atoms due to the electric field
induced. Subsequently, if the surface energy of the metal is
higher than that of the MO, gM 4 gMO, the formed suboxide
species can lower the total energy of the system by redistribut-
ing onto the NPs, thereby lowering the surface energy. Later
investigations confirmed such electron transfer to enrich the d-
orbital electrons of the metal particle. In particular, Fu et al.61

proved the dependence of the encapsulation process on the
electron density in the conduction band of TiO2 and on the
Pd/TiO2 interface.

It is worth repeating that TiO2 is by far the most investigated
single-crystalline system in MO surface science. Thus, many of
the theories above were developed for the case of TiO2, which
has quite specific properties (i.e., a CBM lower than jM of most
metals). The proposed model should be thoroughly evaluated
for other metal oxides with different relative positions of CBM

Fig. 13 (A) Simplified schematic representation of c-SMSI formation in TiO2 following reduction with hydrogen and the formation of oxygen vacancies
(n-type doping). This is believed to shift the Fermi level EF of the MO upwards, causing increased electronic redistribution towards the metal NP.
(B) Schematic illustration of the two prerequisites for encapsulation by mass transfer, first electronic redistribution following the description under (A), and
second producing positive space charges near the interface at the MO side and the corresponding electric field that assists the outward diffusion of Tin+,
and subsequently, the minimization of surface energy for which the prerequisite is that the surface energy of the metal is higher than that of the
MO gM 4 gMO. (C) The position of the d-band center relative to Fermi levels of different metals. Surface energies were taken from Mezey and Giber
(T = 298 K),108 work functions from ref. 73, and the metal elemental d-band centers relative to the Fermi levels were taken from ref. 74.
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and EF, as well as for both doped and undoped states, parti-
cularly when considering recent works that show encapsulation
of metal NPs by ‘non-reducible’ supports,109–112 or, supports
where vacancies are less easily formed. The prerequisite to
encapsulation, from what is described above, is the formation
of a (strong localized) electric field, which does not necessarily
only occur upon charge redistribution due to vacancy for-
mation, but could also occur in materials that accept electrons
easily due to low electron affinity, such as is the case for silica,
for example. This will be further discussed in Section 3.3.

Fig. 13C shows the work function jM versus the surface
energy gM of several metals that are often used in catalysis.
Metals with high surface energies and high work function are
expected to be encapsulated by TiO2 (e.g., Pt, Pd, Rh, and Ni).
A higher jM is believed to increase the charge buildup at the
interface, forcing more Tin+ migration, and a higher gM means
more energy reduction to be gained by encapsulation. Fig. 13C
also shows the position of the d-band center EC relative to EF for
the different metals,74 which are known to describe the adsorp-
tion energies of reaction intermediates as mentioned above.
The overall observed activity effects related to metal–support
interaction should, therefore, vary within this j, g, EC space,
and this premise will be further evaluated in Section 7.3 as a
function of particle size for CO2 hydrogenation and CO oxida-
tion results presented in recent literature.

The stability of formed metal suboxide overlayers on metal
NPs has been found to be highly dependent on the supported
metal environment and treatment, as reported recently by Beck
et al.96,113 The stability and reactivity of metals with respect to
the MO overlayers also differ from one another – some are more
stable; for example, Cu, Ag, and Au show higher degrees of
electron transfer but lower stability because their d-orbitals are
already filled. This results in limited charge gain from charge-
donating atoms compared to elements with higher d-orbital
occupation, and it was shown that the thermodynamic stability
of generated overlayers (thin oxide films) on these metals scales
linearly with the adsorption energy of the metal oxide cations
on the support surface.98 The strength of the interaction
between metal substrates and reduced oxide monolayers can
be determined by the metal alloy formation energy (between
the AM and the metal of the oxide support), which is, therefore,
a useful parameter to predict the stability of an overlayer.99

Using this descriptor, it was shown that anatase layers depos-
ited on Cu, Ru, Pd, Ag, Rh, Os, Ir, Pt, and Au(111) surfaces were
more stable than those with the rutile structure (Fig. 14).99 The
interface energy is particularly crucial if there is a high ratio of
interface-to-bulk metal atoms (Rint). The value of the interfacial
energy between fully oxidized supports and metal substrates
(NPs, clusters, or single atoms) can thus be described by the
formation energy of the MO.98 However, with alloys comprising
metals with significantly different atomic radii, this descriptor
might underestimate the effect of the increased strain energy.

The encapsulation process is size-dependent and is believed
to be related to the balance between strain, surface tension,
and surface energy when considering a nanoparticle with an
interfacial mismatch. It was observed that for both bare and

encapsulated Pd crystals, the height-to-width ratio increased as
a function of crystal height as a mechanism to partially release
interfacial mismatch strain with the substrate. However, the
authors found that the rate of this increase is lower for
encapsulated crystals (Fig. 15), which indicates that with
c-SMSI, the interface between the particle and the oxide is
altered to form a lower energy interfacial structure, which here
also led to less strain in the encapsulated particle. Elastic strain
energy scales with crystal volume for a nanoparticle with lattice

Fig. 14 Relative stability of reduced monolayers on metal (111) surfaces as
a function of the formation energy of Ti–Me alloys. From ref. 99.

Fig. 15 Aspect ratio of Pd crystals plotted against their height for Pd
crystals on nanostructured SrTiO3 (001) and anatase (001) substrates.
Adapted with permission from ref. 102. Copyright 2021, American Physical
Society.
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mismatch, and the authors postulated that c-SMSI, therefore,
preferentially occurs on larger crystals.102

Pt nanoparticle encapsulation with TiOx layers was shown to
occur on samples with particle sizes larger than 3 nm only.114

The effect was further studied using a model system of Pt NPs
and clusters deposited on the rutile (110) plane.115 The authors
observed overlayer formation in the case of Pt NPs with 1.2 nm
in height and 2.2 nm in diameter upon vacuum annealing.
In comparison, no encapsulation occurred in the case of Pt
clusters with 0.35–0.6 nm in height. The authors related the
observed behavior with size dependence of Pt electronic proper-
ties and depletion of d-band electron density. Their experi-
mental results, however, also revealed that no TiOx suboxide
formation was observed in the case of Pt clusters on TiO2,
which leaves open the question of whether the observed
behavior is related to the electronic structure of TiO2 (lacking
necessary defect electron states required for c-SMSI to occur), or
to the change of electronic structure and surface energy of Pt
clusters. Du et al.116 observed a size effect on the c-SMSI in Au/
TiO2 catalysts and explained it by a thermodynamic equili-
brium model, which correlated the degree of encapsulation of
Au NPs with their sizes. They found that larger Au particles
(B9 and B13 nm) readily undergo c-SMSI compared to smaller
ones (B3 and B7 nm). The encapsulation of metal NPs was
explained in terms of the surface tension. The authors specu-
lated that the NP surface tension increased with nanoparticle
size; larger Au NPs, therefore, showed a stronger tendency to be
wetted by TiO2.116

3.3. The concept of ‘‘reducible’’ and ‘‘non-reducible’’
supports

One can think of the classical chemical definition of reduci-
bility as the gain of electrons. But in the context of c-SMSI,
where suboxides were first noted to form on ‘‘reducible’’
supports that then encapsulate NPs, the reducibility that comes
to mind is perhaps the formation of suboxides or the energy of
oxygen vacancy formation. Aside from the context of MSI, the
term ‘‘reducibility’’ is also frequently encountered in oxygen-
mediated catalytic processes proceeding by means of Mars-
van-Krevelen-type mechanisms (i.e., those where lattice oxygen
takes part in the catalytic cycle).

Perhaps the most straightforward characteristic describing
the degree of oxide ‘‘reducibility’’ we can think of in this respect
is the energy of an oxygen vacancy formation. Such charac-
teristics, however, typically cannot easily be obtained experi-
mentally, only theoretically, and problems arise in gaining a
generalized understanding as different authors often use dif-
ferent energetic considerations for their calculations and end
up with greatly varying numbers for the same oxides.117–119

The oxygen vacancy formation process can be described by
the removal of a neutral oxygen atom, leaving behind 2 elec-
trons that are accommodated in the cation empty states.120

In the case of oxides with predominantly ionic bond character,
vide infra, cation empty states mainly constitute the conduction
band of the oxide while the valence band is filled with electrons
from the oxygen 2p level.19 Thus, electrons left after neutral

oxygen removal should be able to overcome the energy barrier,
which is equal to the band gap energy of the metal oxides. The
process is energetically unfavorable until the oxide is exposed
to reducing conditions which is more probable the smaller the
band gap of an oxide is. The band gap then can be considered
as a convenient descriptor of oxide ‘‘reducibility’’, much more
so than the Gibbs free energies of formation or reduction
reaction Gibbs energy of the MO, as can be seen in Fig. S1
and S2 (ESI†). The nature of binding in metal oxides varies from
ionic to covalent, though this distinction between ionic and
covalent bonding is somewhat artificial, as many metal oxides
exhibit a continuum of bonding types, perhaps with one
character dominating over the other. Generally, metal oxides
formed by alkali metals (Group 1) and alkaline earth metals
(Group 2) tend to be more ionic. These metals have low
electronegativity, and when they react, they donate electrons
to oxygen, forming metal cations and oxide anions. Transition
metal oxides, especially those in intermediate oxidation states,
can have an intermediate character with a combination of ionic
and covalent bonding. Metal oxides formed by non-metals and
metalloids (e.g., Group 14 elements like silicon) tend to have
higher electronegativity, and the sharing of electrons between
the metal and oxygen leads to a more covalent nature of
bonding. In the case of oxide compounds with more pro-
nounced covalent bonding character the overlap between oxygen
and metal atomic energy levels results in a mixed contribution of
oxygen and metal orbitals towards the density of states of the
valence and conduction bands. It is thus harder to rationalize the
influence of the band gap value on the low ‘‘reducibility’’ of, e.g.,
SiO2 or Al2O3, which have stronger covalent bonding character.121

To characterize the majority of what is commonly referred to as
‘‘reducible’’ supports, we may best assert that the top of the valence
band is separated relatively far from the vacuum, and the bottom of
the conduction band is also quite far from it (implying a small
band gap), which means a relatively high affinity to electronic
perturbations. For ‘‘non-reducible’’ supports, on the other hand,
relative chemical inertness is marked by a large band gap, a VBM
far away from the vacuum level, and a CBM close to it, as depicted
in Fig. 5.

While there is clearly a correlation between the heuristic
description of ‘‘reducibility’’ and the proxy of band gap such as
described above, there is also a clear discrepancy between this
description and phenomena reported in recent works where
‘‘non-reducible’’ supports show very similar behaviors to those
classically only observed for ‘‘reducible’’ supports (i.e., encap-
sulation in reductive environments, although at higher reduction
temperatures or in presence of an electron beam).109–112 The ‘‘ease
of removal of an oxygen atom’’ is certainly not the only, or even
most common way to describe reduction. The chemical defini-
tion, the process of gaining electrons (or decreasing oxidation
state), rather, would be more suitable to describe the entirety of
the observed effects.

The direction and degree of loss or gain of electrons upon
intimate contact are perhaps better described by the theories
surrounding contact-electrification. In fact, this mechanism is
said to be one of the oldest unresolved, universal problems in
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physics.122 The ability of an MO to gain or lose electrons during
contact with an AM in this context is influenced by various factors,
and the band gap is just one of them, among surface chemistry,
electron affinity, and the material’s ability to trap and hold
charges. The chemical nature of the surface atoms and the
presence of specific functional groups can significantly influence
charge transfer, as already discussed in subsection 3.1. Particularly
in the situation where we compare bulk electronic redistribution to
shallow electronic redistribution, the electron affinity can have a
stronger relative influence on the observed effects, as the accumu-
lation of charge at the surface of a material can create local electric
fields. The local permittivity near the surface can be affected by
these surface charges and states, altering the material’s overall
dielectric properties. At the interface between two materials,
differences in electron affinity (or EF,M and CBM) can lead to
charge transfer and the formation of dipoles, which affect the local
electric field. It is conceivable that the existence of a local electric
field would influence, for example, the diffusion of a Si cation in a
manner similar to the diffusion of a Ti cation. The gradient of the
electric field is expected to be larger for a material with low
permittivity, for example, in SiO2 versus in TiO2, so locally the
cations could be attracted even stronger. This, however, is all
speculation and needs to be researched both practically and
theoretically in much more detail.

4. Critical assessment of MSI
subclassifications

Given what was discussed previously, it is useful to assess the
existing terms addressing the main fundamental underlying
characteristics of MSI (Fig. 16).

As discussed in Section 3.1, the simplest type of interaction
involves the redistribution of electron density between the AM
and MO support. It occurs once contact between them is
established. It is broadly termed EMSI in the literature and
influences supported particles size72 and shape.47 The strength
of this type of interaction is determined by the differences in
electronic structures of AM and MO, which can be expressed by
means of different quantitative descriptors. Although charge
redistribution, described in Section 3.1, is also an essential part
of other types of interactions, as was demonstrated in Section
3.2, it directly influences the catalytic activity of the resulting
material, and its impact should be assessed directly when there
is no formation of new phases or encapsulation (e.g., geometric
restructuring) at the interface during catalyst activation and
operation. It is thus a prerequisite for using quantitative
descriptors of electronic structure differences in relations
between catalyst activity and composition for this type of MSI.
It was shown, for example, that this type of interaction occurs
in Cu/TiO2 systems,123 in which charge transfer from low work
function Cu NPs to the TiO2 support was postulated. Neither
new phase formation nor encapsulation was observed upon
heat treatments. Positively charged Pd particles were observed
in the Pd/sodium fluorohectorite clay system, which were stable
during CO oxidation tests at temperatures up to 250 1C.124

EMSI can also be found in other combinations of active NPs/
support materials classes. It was encountered in systems con-
sisting of active oxide NPs deposited on oxide supports (SEOSI).
For example, in In2O3 NPs deposited on monoclinic Li-doped
ZrO2 support, electron transfer from ZrO2 towards In2O3 was
observed under CO2 hydrogenation conditions.28 Oxide-supported
oxide catalysts contain metal–oxygen–metal (M–O–M) struc-
tural units, and (not unlike for oxide-supported metal catalysts)

Fig. 16 Schematic overview dividing MSI classes into fundamentally different physical phenomena. These phenomena start with electronic redistribu-
tion (DE), where (at least) three fundamentally different types should be distinguished; nanoparticle (i.e., band structure redistribution), ionic, and covalent
bonds between single atoms or clusters and the support. Following this electronic redistribution, depending on additional parameters, enthalpy of oxide
formation, and surface energy, the oxygen or MO can redistribute leading to phase transformation and encapsulation.
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alteration of interfacial M–O–M can be an important tool to
adjust binding strength and local coordination, providing a large
variety of different chemical environments as possible active
sites. Electron transfer from ZnO with a higher Fermi level than
CuO was postulated in the CuO/ZnO system with the formation
of an electron-rich interface.125

The same type of electronic interaction was also studied
using model inverse catalyst systems with MO support NPs
deposited on AM monocrystals (EOMI/EOMSI).24,27,28,126,127

The inverse catalyst systems can be used to generate specific
interfaces or exclude certain interfaces, thus simplifying the
investigation of the interaction between the metal and the
oxide components.128 Charge transfer between Cu(111) and
CeOx was postulated to occur via reduction of Ce4+ to Ce3+ in
experimental129 and theoretical130 works. The strong chemical
bonds were formed via hybridization between O 2p and Cu 3d
orbitals, as was proposed from DFT calculations. A theoretical
study of CeO2 supported on (111) planes of different metals
revealed that metal work function and structural match/mis-
match are key parameters that determine interaction strength,
with charge transfer being higher for metals with lower work
functions.131

EMSI of different strengths can be obtained by redistribut-
ing the electron density to modulate chemical interactions in

supported metal particles. Such electron redistribution depends
on particle size: single atoms, clusters, or NPs.40 Charge redis-
tribution is perceived more by NPs smaller in size with the limit
of single atoms distributed over the surface of the support. This
case was specifically distinguished in the literature by the term
CMSI.25,34,132 Although observed phenomena in this case also
involve charge redistribution and can be quantified by differ-
ences in electronic structures of ‘‘supported’’ atoms and the oxide
support, they indeed have some specifics that set CMSI slightly
apart from EMSI due to its localized character, and also typically a
stronger relative contribution to the electronic state and local
geometric environment of the AM. When deposited on supports,
it has been noted that even small perturbations resulting from
electron transfer between metal atoms or clusters and the sup-
port, can generate localized electric fields by exposed cations or
anions of the support, which, in turn can exert a large electronic
influence on catalytic activity.40 The observed charge transfer
between single atoms and supports is believed to be a result of
the bonding of metal atoms with anchoring sites on the
supports.133–135 It is no longer possible to determine ‘‘encapsula-
tion’’ and ‘‘new AM–MO phase formation’’ for these systems. In
order to be able to compare them consistently with EMSI in NPs/
MO systems using corresponding quantified differences in elec-
tronic structure, one should ensure there is no formation of AM

Fig. 17 Schematic overview of the means through which MSI can be tuned, as well as the resulting physicochemical properties affected by these means
throughout the lifetime of a catalyst (i.e., during synthesis, activation, reaction, deactivation). The right side of the figure shows typically used
abbreviations in literature, and the point in the lifetime of a catalyst when they are at play.
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NPs due to surface AM atom diffusion, or their dissolution in
the crystal lattice of the support. It is not surprising that high
AM–MO bond strength was frequently connected to increased
sintering stability of the resulting material. CMSI was shown to
occur in Au1/FeOx systems, where positively charged species were
anchored on an iron oxide support.25 Examination of aberration-
corrected high-angle annular dark-field (HAADF) images of the
catalyst after a 100-hour CO oxidation experiment performed at
200 1C did not reveal the formation of Au NPs, and the formation
of a strong chemical bond between the AM and the support was
postulated. The formation of the strong bond between Pt atoms
and the surface of TiO2 support was observed by Han et al.136

Although the effect was prominent after the high-temperature
reduction, and was represented by CO adsorption suppression
similar to c-SMSI, no ‘‘encapsulation’’ of Pt single atoms was
shown to occur. The observed effect, thus, can be attributed to
the formation of strong bonds after partial reduction of the TiO2

support, and is more likely to be described by the CMSI term.
DFT calculations revealed significant charge redistribution and
covalent bonding formation between Ir single atoms and the
WO3 support, which affected the associated energy barrier of CO2

cycloaddition to epoxides reaction.137 A similar covalent bonding
nature was found for a Pt1/CoFe2O4 SAC catalyst with a Pt–O–Fe
bonding at the interface.132

EMSI is also at play in metal clusters supported on oxide
supports. Clusters, as opposed to bulk NPs, have more discrete
electronic states along with an increase of Fermi energy
level.138,139 Attaching to an MO with a different Fermi energy
level from the metal species, the results are interfacial charge
transfer and electronic reorganization, and increasing the
particle size above a given number of atoms suppresses further
charge transfer. Strong charge transfer between Pt clusters and
an Al2O3 support was reported, resulting in charge-deficient
states of the metal clusters compared with those of metallic
NPs.140

The certain ratio between AM oxide formation enthalpy, AM
work function, and AM/MO surface energies allows for geo-
metric rearrangement to occur. The most well-known case of
this type of phenomenon – the encapsulation of metal NPs with
oxide support material – was first described as SMSI in litera-
ture and is often termed c-SMSI nowadays. The phenomenon
occurs between Group VIII noble metals and transition MO
supports after exposure of the catalysts to high-temperature
reduction and is recognized most often by suppression of CO or
H2 chemisorption.21 A study of different transition metal oxides
revealed a correlation between the lowest temperature of
reduction for chemisorption suppression to occur and oxide
reducibility.54 Unequivocal evidence of overlayer formation
under reducing conditions and reversible metal particle surface
recovery under oxidative conditions was provided by means of
in situ electron microscopic techniques, and this indicator war-
rants this type of MSI to indeed be discussed separately.29,141,142

The formation of overlayers, as discussed for c-SMSI, is
typically said to occur under reductive conditions; however,
recently, the effect was also encountered in oxidizing environ-
ments (where it is commonly termed OSMSI).39 Also in this

case, the balance between AM oxide formation enthalpy, AM
work function, and surface energies is what results in charge
redistribution with subsequent AM nanoparticle encapsulation.
Although this phenomenon is discussed separately, the funda-
mental physical phenomena underlying it closely resemble or
are even identical to c-SMSI. Dedicated review articles on
OSMSI can be found in the literature.26–28 The phenomenon
was first observed in Au/ZnO26 and confirmed to occur in
different systems, comprising gold deposited on Al2O3

111 and
TiO2 after surface modification with melamine.68 It is also
worthwhile to note that in most cases of OSMSI treatment
conditions were not typical of c-SMSI and higher temperature,
or additional surface modifications were required.

It is noteworthy that apart from encapsulation, other geo-
metric rearrangements can occur because of MSI, including the
formation of mixed oxide phases and alloys.143 A homogenous
catalyst phase with distinct catalytic properties, such as solid
solutions or spinels, can result when the interactions between
cations of the MO support and the AM constituent are very
strong.144 However, despite such cases representing distinctly
different characteristics from other cases in observed geometric
changes, these types of MSI are not specifically afforded any
subclassification. Rather, they are typically designated as gen-
eral SMSI throughout the literature. One may argue that if
c-SMSI deserves a subclassification, such cases could also be
afforded their own. Praliaud et al. studied a Ni/SiO2 system and
observed c-SMSI-like behavior with suppression of H2 chemi-
sorption after high-temperature reduction of the catalyst,
although the reduction temperature required to achieve this
was higher than that reported for Pt/TiO2 materials.145 The effect,
however, was suggested to occur by Ni–Si alloy formation, and
not encapsulation. This was also shown to occur in Rh/SiO2,146

Pt/SiO2,147 Pd/SiO2,148 Pt/Al2O3,149 and Cu/ZnO150 systems.
Under appropriate conditions, oxide supports can inter-

act with metal particles and form alloys due to the removal
of oxygen during the reduction of the metal/support
interface.21,51,96,99,151–153 This behavior was recognized as early
as the discovery of the c-SMSI phenomenon. Tauster et al.18

observed the formation of Pt–Ti alloys in the form of Pt8Ti and
Pt3Ti, and others reported surface Pt–Ti alloys formed at 673 K
in the presence of SMSI.154,155 The formation of alloys of Ti with
Pt and Ir (TiPt3 and TiIr3) resulted from a strong interaction
between the metal species.156 Beck et al.96 demonstrated that
migration of reduced TiOx onto the Pt particle surface also
formed an alloy of Pt and Ti at the Pt–TiOx interface after a
high-temperature treatment in H2 atmosphere in a competitive
mechanism with overlayer formation. The incorporation of Ti
into the Pt crystal structure after a high-temperature reduction
caused lattice contraction. Indeed, the formation of Pt–Ti
alloys in the presence of SMSI in Pt/TiO2 is both experimentally
and theoretically feasible, but experimentally, it needs high
temperatures, i.e., typically above 873 K, which is higher than
where c-SMSI effects typically take place (at temperatures of
673–773 K). Unique interfacial structures, such as exposed
reactive facets, morphology, as well as size control, may lower
the temperature requirements.
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5. Generation and control of MSI

MSI effects play a central role in heterogeneous catalysis and
provide a means to tune the activity, selectivity, and stability
of the materials. Thus, it is essential to be able to control the
extent of MSI by altering the synthesis parameters of the
catalyst. While it may be possible to control the extent of MSI
during synthesis, the situation could be quite different under
reaction conditions. In this section, we provide an overview of
general principles one can use to control the extent of MSI
during synthesis and activation steps.

5.1. Control of electronic metal–support interaction

As we have seen in the previous sections, charge redistribution
occurs as soon as a metal and metal oxide support are brought
in contact. The means of controlling the extent of charge
redistribution are based solely on tuning the electronic struc-
ture of the metal and support materials. This can be achieved
via defect engineering, doping, alloying, and other approaches
mainly aimed at changing the metal Fermi level position or the
band structure of the support oxide.

5.1.1. Support material composition and degree of reduction.
The EMSI strength depends on the differences in electronic
structures of the support and the deposited AM. Thus, changing
the support material composition is a straightforward way to
change EMSI. However, as we will see later, it is essential to
consider possible defects in the MO crystal structure, which can
drastically change the electron structure of the support, introduce
new energy levels near the CBM or VBM, as well as change the
direction and extent of charge redistribution.

Materials commonly studied and utilized as supports in
heterogeneous catalysis include metal oxides (reducible, e.g.,
CeO2 and TiO2, and ‘‘non-reducible’’, e.g., Al2O3 and SiO2) and
their composites, e.g., CeO2–ZrO2 and TiO2–ZrO2 as mentioned
throughout the text, but also include carbon materials, nitrides,
zeolites, and metal–organic framework materials.36,155,157–160 It
is clear that the choice of support is critical to the functioning
of a heterogeneous catalyst system, and several detailed dis-
cussions on support effects exist in the recently published
literature.40,161,162

As an example of altered surface properties of catalysts by
choice of support composition, Chen et al. aimed to induce a
reverse effect to that of c-SMSI in terms of H2 and CO adsorp-
tion suppression by changing the charge of supported Cu NPs.
Selection of the appropriate relative levels of the work functions
of copper and oxide support resulted in positively charged
copper in Cu/MO systems with the MO work function higher
than that of bulk copper.163

5.1.2. Oxide lattice plane termination. Control over differ-
ent lattice plane terminations can be achieved using the synth-
esis of oxides with well-defined morphologies. Ha et al.
synthesized Au catalysts supported on CeO2 cubes and octahe-
dra, having (100) and (111) surface planes, respectively.164 They
found that, while Au NPs were positively charged in both cases,
the Au/CeO2 (100) catalyst showed a weaker Au–Au bond due to
stronger MSI, corresponding to stronger charge separation.

Because of the correspondingly different energetics of different
lattice planes, it is nearly impossible to synthesize catalysts
that differ only by support morphology. If one were to com-
mence synthesis with supports of varying morphologies, they
would end up with catalysts containing metal particles of
varying dispersion, shapes, and size (distributions).165 Differ-
ent oxide support morphologies can have significantly varying
concentrations of lattice oxygen vacancies. It has been shown,
for example, that different CeO2 planes exposed to the surface
of particles have different energies of oxygen vacancy for-
mation, which in turn lead to the preferential formation of
vacancies in rod-shaped CeO2 particles in comparison to cubic
ones.166 It is thus highly difficult to explicate the effects of
lattice terminations separately from other effects and, conse-
quently, to (exclusively) use support morphology as a means of
MSI control.

5.1.3. Oxygen vacancies and degree of reduction. The elec-
tronic structure of oxides can be changed by the introduction of
oxygen vacancies into the MO lattice. This can have significant
effects on the catalytic activity, as was recently shown by
Belgamwar and coworkers, who stabilized Cu clusters on a
TiO2-coated fibrous nano-silica support to form a highly active
catalyst for the conversion of CO2 to CO.167 In another study, it
was shown that the work function of MoO3 was lowered by 0.5
eV through the introduction of vacancies. A shallow band near
the Fermi level appeared, making the oxide an n-type donor-
doped semiconductor.168 Such a change in electronic structure
can completely change the degree of charge redistribution and
its direction. In a Ru/ZrO2 system without defects, the charge
transfer proceeded from the Ru nanoparticle towards the oxide
support,169,170 while the introduction of only a single oxygen
vacancy at the interface resulted in 0.67e� charge transfer from
the support to the nanoparticle, as demonstrated by DFT
calculations.169 This showcases the strength of the effect of
oxygen vacancies on EMSI and suggests that the general rules
used to predict charge transfer in supported metal oxides have
somewhat limited prediction power. Nevertheless, for a certain
metal/support combination, oxygen vacancies tend to favor
electron transfer from the support to the AM phase due to a
decrease in work function and the introduction of new sub
bands close to the CBM of the oxide.

Different concentrations of defects in TiO2 supports can be
achieved by the choice of catalyst preparation method. In the
work of Long et al., Ni3Fe clusters were anchored on TiO2 by
means of hydrothermal, co-precipitation, and impregnation
methods.171 Oxygen vacancy concentrations decreased in the
order co-precipitation 4 impregnation 4 hydrothermal synth-
esis. A corresponding increase in charge transfer from TiO2 to
Ni3Fe was observed for samples with higher Ov concentrations.
A similar trend was also observed for the Rh/TiO2 system, for
which the introduction of oxygen vacancies resulted in the
decrease of the MO work function and easier transfer of electrons
to the AM, leading to negatively charged Rh particles.172 The
energy of oxygen vacancy formation can also be controlled by the
size of support particles, as was shown for Co/ceria–zirconia.173

It was pointed out that the process was facilitated by the presence
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of Co-based phases by means of spillover of oxygen at lower
temperatures.

One of the methods that proved to be useful for this purpose
is high-temperature reduction of mixed oxides.174 Naeem et al.
reported the reductive exsolution of metallic elements from
solid solutions at a high temperature.175 The applied condi-
tions played an important role in tuning the geometric and
electronic properties. They showed that Ru exsolution from
fluorite-type Sm2RuxCe2�xO7 at 700 1C yielded dispersed sup-
ported metallic NPs of ca. 1 nm in diameter fixed in the host
oxide surface, leading to changes in electronic state. In situ
X-ray absorption spectroscopy at the Ru K-edge showed that
with increasing temperature, the exsolution of Ru from
Sm2Ru0.2Ce1.8O7 in H2 atmosphere proceeded via an inter-
mediate Rud+ state, i.e., Ru4+ - Rud+ - Ru0. XPS showed that
Ce4+ ions reduced to Ce3+, together with an electron transfer
from the reduced host oxide to the exsolved Ru clusters,
creating Rud� states.

The surface of a support oxide can be modified in a way that
changes the local electron density and induces deviations from
bulk electron structures. Chen et al. reported an increase of MSI
strength between Ru and non-reducible Al2O3 upon high-
temperature reduction in H2. The effect was attributed to
modification of the alumina surface with highly basic, i.e.,
electron donating hydroxylated alumina sites.176

Support ‘‘reducibility’’ was considered as a useful descriptor
to predict the extent of charge redistribution. It was shown, for
example, in theoretical work by G. R. Jennes and J. R. Schmidt
that relatively inert SiO2 does not induce substantial charge
transfer through the metal/support interface, resulting in a
0.25|e�| charge on the Rh nanoparticles, while in the case of
TiO2, the amount of charge accumulated on the nanoparticles
was tenfold.177 Experimentally, it was shown that the change in
the unoccupied d-electron density of Pt deposited on Y2O3 and
ZrO2 was larger upon reduction than in the cases of TiO2 and
Nb2O5 supports, traditionally considered reducible oxides. The
effect was attributed to stronger interaction in the latter case.
We note that it is possible, however, that an oxide overlayer was
also formed in Pt/TiO2 and Pt/Nb2O5 systems, aside from
charge redistribution through the AM/MO interface.

5.1.4. Support oxide doping and active metal alloying.
Doping is arguably the most effective way to tune the electronic
structure of a given oxide support and achieve a certain desired
EMSI strength. One should be aware of a well-known ‘‘doping
asymmetry’’ problem in oxides, however, when designing a
doping strategy. It is known, for example, that ZnO is readily
dopable by electron donors leading to increased n-type con-
ductivity, and is hardly dopable by holes.178 The main reason
for this behavior stems from the fact that the VBM of such
oxides is comprised mainly of highly localized 2p orbitals of
oxygen with low energy with respect to the vacuum level. To
make a p-doped oxide, one has to find a material in which
metal cations introduce local energy states near the VBM of the
MO so that the VBM becomes more delocalized, which is
challenging as most such dopants will do so near the
CBM.179 The most well-known examples of p-type oxides are

NiO and Cu2O,180 though these materials have little usage as
supports in catalysis.

Control of charge transfer between the AM and MO, based
on metal/semiconductor interface theories is a topic of active
discussion in the literature.181 Although the significance of the
effect was criticized based on the fact that metals have a high
concentration of free electrons and only minimal perturbations
can likely be induced by such charge transfer, Akubuiro and
Verykios pointed out that in the case of small NPs of active
metals, the volumetric concentration of electrons transferred to
the metal can be substantial.182 In their work, the authors
controlled charge transfer by altervalent TiO2 support doping.
No charge transfer was observed in the case of Pt on titania
doped with cations of lower or equal valence (K+, Mg2+, Ge4+). In
comparison, metal NPs became negatively charged when TiO2

was doped with cations of higher valence (Ta5+, Sb5+, W6+).
Other cations of higher valence (V5+, Nb5+, Cr6+) showed the
same trend.183 The effect was also demonstrated for Rh depos-
ited on W6+-doped TiO2.184 In recent work by Chen et al., the
authors confirmed the presence of negative charge on Pd NPs
after doping a TiO2 support with Mo6+, while they also pointed
out that doping affected the dispersion of supported NPs and
the catalysts should be characterized extensively to address
purely electronic effects.185 Besides altervalent cation doping,
oxygen substitution was also considered as a way to tune EMSI.
Chen et al. compared Pd supported on n-type doped and
undoped TiO2, and showed that electron-deficient Pd NPs
formed in the case of n-doping in comparison to undoped TiO2

support.186

Altervalent cation doping is usually done by high-
temperature annealing of oxide support with the oxides of the
dopant metal.182 In the case of oxygen substitution with other
anions, the method depends on the anion of choice. For
example, n-doping can be achieved by high-temperature treat-
ment of oxide in NH3, a process known as ammonolysis.181

‘‘Doping’’ can also be done at the site of the AM, referred to
as alloying, in which case its work function changes and, as a
consequence, so can the quantity and/or direction of charge
redistribution. The drawback of this approach is that the
electron density distribution of the metal particle changes as
well, which directly affects the strength of interaction with
adsorbates. It is thus not trivial to distinguish between MSI
and non-MSI related effects in catalysis induced by ‘‘doping’’ of
the AM. The effects of such doping are more often described in
the literature as electronic redistribution between elements of
the active phase alloys. For example, a shift of electron density
from Zn to Pt was observed upon ZnPt alloy formation during
reductive calcination of Pt/ZnO catalysts.187 Transfer of elec-
trons from Ti3C2 with a surface layer of TiO2 to the AM was
observed in the case of a PdAg alloy. Based on the XPS analysis
of the authors, however, the addition of Ag to Pd had negligible
effect on the transfer.188

5.1.5. Control of CMSI. AM nanoparticle size decrease
results in a more pronounced effect of charge redistribution
which, in the limiting case of SACs, reaches its maximum. The
main trade-off of SACs is their limited stability due to the
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relatively high degree of under-coordination of the metal atoms
(which arguably is also the main reason for elevated activities).
This can be modulated and enhanced by MSI by utilizing
supports able to form metallic or covalent bonds to the dis-
persed metal atoms such as metal borides, semiconductors, or
oxide films,189 or by constructing a bifunctional support, where
one constituent has a strong interaction, and the other has a
weak interaction with the metal particles, such as CeO2@ZrO2

with CeO2 and ZrO2, respectively, binding strongly and weakly
with Au.189

Due to the high ratio of surface AM atoms in SACs, these
systems respond noticeably to any change in the MO surface
chemical composition. It has been reported recently that cata-
lysts can be treated in solvents (e.g., water) to vary the extent of
catalyst–support interaction by means of the introduction of
terminal functional groups.132 Simple water treatment of a
catalyst can weaken a strong interaction by H+ bonding pro-
duced by water dissociation onto the metal/support interface,
reducing the interfacial charge transfer. Thus, this strategy can
alter the electronic structure of supported metal atoms. Tuning
MSI properties in this way was achieved by soaking Pt SACs in
water, which altered the strong CMSI to a weaker interaction.132

The water treatment altered only the local environment of Pt
atoms but had no effect on the dispersion and stability of
Pt atoms.

Activation treatments can also be used to tweak the extent of
CMSI. For example, Zhang et al.190 tuned the degree of MSI in
atomically dispersed Pt catalysts supported on CeO2 by apply-
ing different activation conditions. Characterization of the
catalysts showed that reducing Pt–CeO2 at high temperatures
by H2 led to weak MSI with increased Pt electron density. It was
thus concluded that activation of catalysts with strong MSI at
high temperatures gradually decreases the degree of MSI in SAC
systems.190

5.2. Generation and control of c-SMSI

Substantial restructuring occurs in many supported catalysts
during activation, as well as catalysis due to chemical inter-
actions between the AM and the support, and the diffusion of
metal and oxygen atoms. As we saw in Section 3.2, the relation-
ship between the work functions of the AM and MO, the
enthalpy of formation of the AM-based oxide, and the AM
and MO surface energies can be used to predict (in first
approximation) the mechanism of MSI. Similar to EMSI, chan-
ging such parameters is a way to control the extent of c-SMSI.

5.2.1. Oxygen vacancies, degree of reduction, and doping.
The relationship between the work functions of a metal and
metal oxide support can be changed by means of oxygen
vacancy creation, for which the most straightforward method
is treatment at elevated temperatures in reducing atmosphere.
Formation of oxygen vacancies results in the appearance of a
filled shallow band inside the band gap region, close to the
CBM level of the oxide, as well as an increase of the Fermi level
of the oxide. In addition, oxygen vacancies impart the oxide
surface with high local electron density, which can be trans-
ferred to metal constituents at nearby interface sites, thus

influencing the metal–support interactions. Reduction of redu-
cible metal oxides at temperatures ranging from 300 to 700 1C
can induce encapsulation of NPs (c-SMSI).21,191–194 Usually,
reducible metal oxides exhibit stronger c-SMSI than non-
reducible oxides, which is another indication of the influence
of strong oxygen vacancies on MSI. For example, Zhong and co-
workers recently showed that oxygen vacancies in reduced TiO2

boosted MSI between Cu and TiO2.195 The TiO2 support was
pre-reduced in H2 under high pressure at different tempera-
tures to generate oxygen vacancies with different concentra-
tions prior to depositing Cu. The advantage here is that this
method provided small openings (a perforated surface), which
immobilized the Cu NPs on the catalyst surface for increased
stability through the c-SMSI effect while maintaining accessi-
bility of the active phase to the reactants. Cu surface coverage
could be tuned by changing the H2-reduction temperature. It
has been shown that oxidation can also generate c-SMSI.26,196

We may generalize, therefore, that the generation of c-SMSI
involves a reductive or oxidative treatment at elevated
temperatures.

One of the characteristics of c-SMSI is its (partial) reversi-
bility upon reduction–oxidation–reduction (ROR) treatments,
thereby changing the degree of reduction, the number of
oxygen vacancies, and the surface energy of catalyst constitu-
ents. Van Bokhoven and co-workers have studied the response
of NPs to redox conditions in Pt/TiO2.96,113,197 They showed that
the TiOx overlayer, formed by high-temperature reduction, is
stable in in situ transmission electron microscopy (TEM) under
both pure H2 and pure O2 atmospheres. The introduction of H2

into a flow of O2 resulted in the destabilization of the TiOx

encapsulation layer and its total retraction from all particles.
The overlayer coverage was restored and the system returned to
a steady state after switching gases back to pure oxygen.197 The
extent of overlayer surface coverage can be controlled by means
of treatment temperature. De Jong and co-workers adopted the
ROR process for a CoO/TiO2 catalyst. The catalyst was first
reduced at 350 1C, which resulted in the c-SMSI state, followed
by oxidation at 200 1C and a subsequent reduction at 220 1C to
control the degree of suboxide coverage. In this way, the
accessible metallic surface area saw a two-fold increase, and
thus, the catalytic activity was improved with respect to direct
reduction.198

Typically, MO overlayers are formed at elevated tempera-
tures, under conditions that are generally applied as activation
treatments. However, overlayers can also be formed, removed,
or altered during the course of a catalytic reaction.199–203 For
example, Monai et al.204 studied TiOx overlayer formation on Ni
in Ni/TiO2 catalysts, and their evolution under CO2 hydrogena-
tion reaction conditions in a mixture of H2 and CO2. They
found that the thin TiOx overlayers formed during reduction in
H2 at 400 1C were completely removed under CO2 hydrogena-
tion reaction conditions, while those formed under more
strongly reducing conditions (600 1C) were partially preserved.
Adsorbates (e.g., reaction intermediates) may induce the cover-
ing of the metal NPs by supporting suboxides via a change of
the catalyst particle surface structure. As with the conventional
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methods for overlayer formation, adsorbate-mediated c-SMSI
can be reversed by heating in air or changing the redox proper-
ties of the reactant mixture. Matsubu et al.29 observed that in
CO2 hydrogenation over Rh/TiO2 and Rh/Nb2O5 catalysts. HCOx

reaction intermediates, formed when treating the catalyst in
the reaction gas atmosphere at 250 1C, enabled the formation
of an amorphous overlayer containing a mixture of Ti3+ and Ti4+

on the surface of Rh NPs. The overlayer formation was
explained by oxygen vacancy formation due to HCOx intermedi-
ate coverage of the catalyst surface. TiOx overlayer formation
was also observed over Pd particles over the course of the
2-propanol decomposition reaction due to reactant adsorption
and partial reduction of the support.203

As with EMSI, changing the electronic structure of the MO
support by means of doping was considered a facile method to
change the degree of c-SMSI. It has been reported that changing
the surface structure of TiO2 by doping with boron tuned the
observed c-SMSI effect, leading to the formation of a slight TiOx

overlayer, which enhanced the Ni dispersion on the support.152

5.2.2. Other methods of c-SMSI generation. Encapsulation
of AM NPs by support suboxides usually occurs at relatively
high temperatures (4300 1C). The temperature can be lowered,
however, by intentional or unintentional coverage of the AM
surface by support oxide metal cations during wet chemical
synthesis or catalyst treatment. For example, Zhang et al.31

demonstrated the formation of c-SMSI during synthesis of Au/
TiO2. TiCl3 species were deposited on the surface of Au at room
temperature. Ti3+ cations acted as a strong reductant and
interacted with the surface of Au species to result in negatively
charged Au (Aud�). This facilitated the formation and diffusion
of thin suboxide layers of TiOx on the Au surface. Another
example of lower temperature encapsulation was demonstrated
by Zhang et al. by a ball-milling treatment of a physical mixture
of Pd and TiO2.205 The formation of oxygen vacancies during
the process was claimed to be the key step driving encapsula-
tion. It was also shown that the interface between rutile and
anatase facilitated encapsulation by decreasing oxygen vacancy
formation energy in comparison to pure rutile or anatase
phases. It is worth noting that this method of c-SMSI genera-
tion has thus far only been possible for a handful of supports
which can be reduced under mild conditions or otherwise
fulfill the conditions under which c-SMSI could occur, i.e., with
specific redox properties and specific difference in work func-
tion between the oxide and AM constituents. Atomic layer
deposition was used to generate ZnO overlayers on Co/SiO2

catalysts at 150 1C.206 Active cobalt carbide which displayed
improved stability when covered with ZnO formed under syn-
gas atmosphere.

Suboxide formation was also demonstrated for TiO2 during
ultraviolet (UV) light irradiation in numerous studies. Fernan-
dez et al. first demonstrated photo-assisted generation of
c-SMSI in Rh/TiO2 catalysts at low temperature in 1993.207 They
observed a reduction of the c-SMSI induction temperature
down to 200 1C due to exposure of the Rh/TiO2 precursor to a
UV treatment. The effect was attributed to the partial reduction
of the TiO2 support by atomic hydrogen formed on the in situ

photogenerated small Rh particles in a water/isopropanol mix-
ture. Similarly, Rh and Pt metal particles deposited on TiO2 by
means of photoreduction exhibited c-SMSI, as was evidenced by
XPS depth analysis of Rh/Ti and Pt/Ti ratios.208 Chen et al. also
achieved the encapsulation of Pd NPs with a TiOx overlayer and
suppression of CO adsorption upon UV irradiation.191 The
mechanism is believed to involve the generation of photo-
induced electron–hole pairs and the formation of Ti3+ species,
oxygen vacancies Ov, and interfacial Pd–Ov–Ti3+ sites, affording
c-SMSI in Pd–TiO2. It was found that the suboxide overlayer can
be removed by oxidative high-temperature treatment and
induced again by means of UV treatment, and the procedure
could be extended to Pd/ZnO and Pt/TiO2.141

Not only high-energy UV light can be used to induce over-
layer formation. Near-infrared ultrafast laser impulses were
used by Zhang et al. on a Pt/CeO2 system to demonstrate CeOx

suboxide diffusion on the surface of Pt NPs.209 It was proposed
that high-intensity confined fields at the interface between the
oxide support and supported metal particles were responsible
for oxygen vacancy formation. The possibility of c-SMSI with
‘‘non-reducible’’ oxides was also shown in the work.

6. Characterization of MSI-related
properties

The influence of MSI on the catalytic properties of heteroge-
neous catalytic materials is widely accepted across the litera-
ture. However, the diversity of observed phenomena, including
the strong intercorrelations of different physicochemical para-
meters causing such effects, as well as the often-encountered
lack of definition or characterization of such terms, compli-
cates the imagination of any unified theory able to address all
aspects of MSI. This is exemplified by the spread of works in the
field with a more qualitative character.

We have thus far established that the degree and nature of
the observed MSI effect is dependent largely on the electronic
properties of the metal and MO support. The observed effects
span from predominantly electronic for smaller metal particle
sizes, to having a larger possible contribution to nanoparticle
morphology and catalyst reconstruction more closely con-
nected to geometric effects. Encapsulation or/and new phase
formation at the interface of metal NPs and support can occur,
which is strongly affected by the values of the metal particle
work function, as well as the enthalpy of formation of the oxide
of the metal. Particle size and shape are also affected by MSI.
We understand that this entire picture is highly complex and
dynamic, and infinite variations exist, leading to the expression
of MSI in different ways. Yet, we would preferably still be able to
characterize not just the type, but also the extent of MSI. This
line of thought will be followed in this section, starting with
measurement methods for characteristics directly describing
the AM–MO interaction energy, as well as descriptors of elec-
tronic structure, means to classify the quantity of electronic
redistribution, the formation of new phases, particle size
and geometry, and finally, overlayer formation (encapsulation,
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c-SMSI), see Fig. 18. The discussed possible methods of MSI
quantification aim to help make our conclusions more rigorous
and the corresponding theory more holistic.

6.1. Direct measurement of MSI strength

The interaction energy between a metal atom and oxide support
can be measured experimentally as a heat of adsorption by
means of microcalorimetry. The technique allows measuring
interaction energies for vast classes of materials; however, the
drawback of the method is a lack of structural information
about the material at different metal coverages. The technique,
for example, was used in the study of Cu/MgO, Cu/MoOx, and
Cu/WOx systems.210 The dependency of adsorption energy on
metal coverage had a non-trivial nature; however, in all three
cases, the energy of Cu sublimation was approached. The
results proved that the Cu–Cu interaction was stronger than
that of the Cu–MO bonds in all of the systems, but it did not
reveal the reasons for the observed complex interaction energy

vs. coverage dependence. The technique was further improved
by the group of Campbell and was considered, in combination
with He+ low-energy ion scattering, as a means to determine
AM–MO adhesion energy.211

Adhesion energy can be determined from precise knowledge
of nanoparticle morphology and surface energies using Wulff
construction.212 Worren et al. studied Cu clusters grown on an
Al2O3 surface using scanning tunneling microscopy.213 They
observed the formation of hexagonal metal clusters of 2–5 nm
width. Using Wulff construction and theoretical values of sur-
face energies for different crystal facets of Cu, they calculated
the adhesion energy to be 2.8 J m�2. The shape of crystals and
width-to-height ratio can also be found using HRTEM. Giorgio
et al. studied Au deposited on TiO2 and MgO and revealed that
adhesion energy, calculated using Wullf-Kaishev equations,
was higher for TiO2 supports.214 One of the benefits of using
HRTEM is its capability to use environmental cells, which
enables the study of variations in adhesion energies and

Fig. 18 (A) Characteristics of MSI as a function of the dispersion, and the predominant observed effect (electronic, geometric). Electronic redistri-
bution, as a predominantly electronic effect, is observed for particles of different sizes with EMSI reported for nanoparticles and clusters, and CMSI
separately distinguished for SACs due to the high influence of local coordination by support atoms, i.e., by geometric effects. Higher influence of
geometric effects, such as local coordination, redistribution of atoms, and change of particle morphology is observed in case of the influence of MSI on
particle size, new phase formation, encapsulation, and wetting behavior. (B) Characterization techniques along the same axes as in panel (A) which
can be used to characterize such properties. Photoemission spectroscopy (PES), Kelvin probe, X-ray absorption near edge spectroscopy (XANES)
and near ambient pressure-XPS are used to characterize the electronic structure of the materials and charge redistribution; diffraction and micro-
scopy techniques are more used to characterize geometric restructuring induced by MSI, while probe molecule spectroscopy techniques are used
for various kinds of characterizations. (C) Schematic representation of the electromagnetic spectrum, used in different techniques for MSI charac-
terization, in wavelength and eV, as well as the probable transitions corresponding to this spectrum, from vibrational excitations, to electronic, and
core-hole.
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corresponding alterations in the shape of supported NPs under
different temperatures and environments. This was demon-
strated in the research.215

Surface interfacial energy can also be determined using the
Young–Dupre equation, for which knowledge of contact angle
between metal and oxide, as well as surface energies of metal
and oxide, must be known. An estimation of the adhesion
energy between Au particles and TiO2 support was made by
Zhang et al. using scanning electron microscopy (SEM).216 Au
was deposited on the surface of TiO2 under ultra-high vacuum
conditions. The average thickness of metal particles was mon-
itored using a quartz crystal monitor in proximity to the
sample. The average width of particles was determined using
SEM. Using information about the average height and width of
particles, the authors estimated the contact angle and then
estimated the interfacial energy.

6.2. Charge redistribution measurement

The degree of charge redistribution is arguably the descriptor
that best describes the breadth of expected MSI, as explained in
Section 3.1, and will also be shown in Section 7.2. Conventional
high-resolution scanning transmission electron microscopy
(STEM) images can be used to provide valuable atomic-scale
information. However, the technique is not typically sensitive
to properties related to extended electrostatic fields. Multi-
dimensional STEM (e.g., 3D- or 4D-STEM) can overcome this
limitation, allowing for the visualization of internal electric
fields and corresponding potentials and charge densities, mak-
ing it a particularly powerful technique to characterize MSI
effects.217–219 In 4D-STEM, the center of mass of the electron
beam intensity probes the momentum transfer from the speci-
men to the electron probe and, as such, can give insight into
internal fields (Fig. 19A). Recently, Zachman et al.220 deployed
HAADF-STEM to observe the atomic-level structure and sub-nm
scale charge distribution in an Au/SrTiO3 model catalyst sys-
tem. In this system, Au NPs were found to be negatively
charged, while a positively charged region extended from the
Au particle edge over B2 nm of the surrounding SrTiO3

support, as would be expected to compensate for the transfer
of negative charge to the particle (Fig. 19B).220 DFT calculations
confirmed charge transfer from the SrTiO3 support to the Au
NP, leading to an overall negative charge on the particle and a
positive charge on the support. The technique, differential
phase contrast scanning transmission electron microscopy
(DPC STEM), has the advantage of visualizing electric field
distribution on an atomic scale, thus being a promising tech-
nique for mechanistic studies. It is still, however, in its infancy
and several limitations were highlighted in a recent review on
the topic.221

Several examples of the use of XPS to show charge redis-
tribution in heterogeneous catalysts exist. For example, shifts
in the core binding energy in the spectrum of Pt 4f were used to
demonstrate electron transfer from carbon and boron carbide
supports to Pt particles.222 The authors observed a negative
shift of 0.6 eV of the Pt 4f peaks in Pt/BC with respect to
Pt/C, while the peak position corresponding to C 1s sp2 did not

change (Fig. 20A). The observed change was attributed to a
charge transfer towards the Pt nanoparticle from the BC

Fig. 19 (A) Schematic illustration of DPC STEM for the visualization of
electric (left) and magnetic (right) fields and their effects on the center of
mass of the electron beam. Adapted from ref. 221. Copyright 2021, Oxford
University Press. (B) HAADF-STEM and (C) bright field (BF)-STEM images
reconstructed from the 4D data. (D) Atomic-scale center of mass (CoM)
map with direction and strength indicated by color and intensity, respec-
tively (direction inverted from raw CoM to display features associated with
electric fields appropriately, since the beam electrons are negatively
charged). (E) Inverted dCoM map after application of a 4 Å Gaussian filter
to isolate nanometer-scale features from the underlying atomic-scale
information The particles appear negative in projection, with the surround-
ing support positive. Dashed lines represent the approximate particle
perimeters. Adapted from ref. 220.
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support (Fig. 20B). Up to 0.5 eV electron binding energy shifts
of Ti 2p and O 1s peaks were observed for NiFe/TiO2 catalysts
prepared by different methods.171 The authors explained the
observed shifts by either electron transfer from the support to
the metal for samples with higher electron binding energy,
or electron transfer from the metal to the support for samples
with lower electron binding energy. Usage of the method is
limited, however, due to the complications originating from
charging and differential charging effects for insulating supports.

X-ray absorption near edge structure (XANES) analysis can
be used to probe differences in electronic properties due to
MSI. Changes in the intensity of the absorption edge peak, also
called the white line (WL), in the width of the WL, or shift in the
energy of the absorption edge are the main features of XANES
spectra that are usually considered to be good descriptors of
electronic characteristics of AM/MO systems. Integration of the
area under the XANES features, for example, is a useful indi-
cator of the WL intensity. At the L-edge (excitation of 2s or 2p
electrons) of transition metals, the area under the WL corre-
sponds to the density of unoccupied d-states. Consequently, it
is sensitive to changes in oxidation state and variations in
electronic structure resulting from chemical bonding or charge
transfer processes.223 Ambiguity, however, exists in the litera-
ture of whether to assign changes in XANES spectra to adsor-
bate or charge transfer effects. Behafarid et al.224 studied a Pt/
Al2O3 system in H2 atmosphere at different temperatures and
were able to decouple the effects of adsorbate and support at
648 K because of the lowest effective residual hydrogen cover-
age at this temperature. Energy shifts at high temperatures
(relative to the Pt foil) were plotted against the number of AM
atoms in contact with the support. A linear correlation was

found, with the most significant shifts corresponding to nano-
particles with 2D shapes, such as those with the largest
interfacial areas.

CO chemisorption coupled with Fourier transform infrared
spectroscopy can yield additional information on the electronic
state and interfacial charge transfer between metal particles
and a support material.225 For example, bands of CO adsorbed
on exposed metallic Cu (2112 cm�1) and Cu oxides (2177 cm�1)
were both present in the Cu/LaTiO2 system after reduction.225

After a subsequent oxidative treatment, both bands exhibited a
blue shift, indicating that electrons reversibly transferred from
support to metal.

Maynes et al. investigated EMSI effects over Cu/TiO2 cata-
lysts using CO as a molecular probe to study charge transfer
between metal and support.123 They observed that cations with
an electron configuration similar to a group 18 element, such
as Ti4+, lack d-shell electrons. As a result, they do not display
p-electron back bonding with CO adsorbates. Therefore, inter-
actions between CO and such sites occur through electrostatic
and s-bonding interactions. Specifically, charge transfer hap-
pens from the lone pair on the carbon end of CO to the metal
cation in a s-coordination. This interaction increases the n(CO)
frequency compared to that of gas-phase CO. On the other
hand, metal cations with partially filled d orbitals can donate
electron density to the 2p* antibonding orbitals of CO. This
donation decreases the force constant of the C–O bond and
increases the C–O bond length, leading to a reduction in the
n(CO) stretching frequency compared to the gas-phase mole-
cule. Metal sites often exhibit a synergistic effect from these two
charge transfer mechanisms. CO adsorption itself is thus a
method to probe the nature of (CO) binding sites on the surface

Fig. 20 (A) XPS spectra of the C 1 s and Pt 4f region of the Pt/C and Pt/BC catalysts. Spectra are aligned to the graphitic C (sp2) peak at 284 eV; (B)
schematic of charge transfer across the support/catalyst interface due to Fermi level equilibration rationalizing relative shifts in the XPS Pt 4f and C 1s core
levels. Adapted from ref. 222.
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of a catalyst, which, in turn can yield information about the
available sites for reaction. The same authors used variable
temperature infrared (IR) spectroscopy to investigate the effect
of MSI.123 They measured CO adsorption energy on Ti4+ sites
and found that it is stronger in the presence of Cu, which they
attributed to EMSI effects (Fig. 21).

6.3. Electronic structure characterization

As alluded to throughout the article, the description of MSI
should begin with an understanding of the electronic structure
of the AM component and the MO support. Parameters related
to the electronic structure that are important for characterizing
MSI include valence and core electron properties, conductive
(insulating) properties such as the CBM, VBM, and band gap,
and finally, those relating to the work function and surface
energy. It is therefore important to briefly outline the primary
techniques used for characterizing the electronic structure of
metals and metal oxides, bearing in mind that most of these
methods were originally developed, and still most widely
applied, in semiconductor physics.

The most widespread technique to determine the band gap
of semiconductors is from optical absorption measurements.
The simplicity of the equipment and experimental setup likely
led to its prevalence in the literature. In this technique, a linear
and steep increase in the Tauc plot (typically a change in
absorption coefficient plotted as a function of the photon
energy) of the absorption spectrum is extrapolated to the point
where it intersects the x-axis. This point represents the onset of
the transition of an electron from the valence band to the
conduction band and corresponds to the band gap value. Both
the construction procedure and limitations of this technique
are well-described in a recent review.226 The accuracy of the
method is largely determined by the proper choice of the linear
region which can be as narrow as 10 meV.227 To address this
issue, Zanatta derived a new expression to fit absorption
spectra using the sigmoid-Boltzmann function and showed
that it presents a more accurate way for band gap determi-
nation.227 The values of the band gap of thin oxides can also be
determined by analyzing the energy loss signals of O 1s

photoelectrons.228 The photoexcited electrons suffer inelastic
losses due to plasmon and band-to-band excitations. On the
spectrum, one can generally see a broad peak corresponding to
the electron inelastic plasmon loss, which is 20–25 eV away
from the core level energies. The beginning of electron excita-
tion from the valence band to the conduction band can also be
detected at an energy level separated by the band gap (Eg) from
the core level peak, which can be used to determine the
band gap value (Fig. 22A).229 Miyazaki used the technique to
determine the band gap value of SiO2 film grown on Si
monocrystals.230

Secondary electron cutoff (SEC) in ultraviolet photoemission
spectroscopy (UPS) can be used to determine the work function
of oxides.168 In the technique, the work function is determined
as in eqn (5):231

efm = hn � (Emeas
K,max � Emeas

K,min) (5)

where Emeas
K,max is the maximum measured kinetic energy of an

electron emitted from the Fermi level, and Emeas
K,min is the mini-

mum measured kinetic energy in the photoelectron spectrum
(i.e., the zero of the kinetic energy scale relative to the sample),
as shown in Fig. 22B.

For semiconductors, the Fermi level typically falls within the
band gap. This means that it must be measured from a metal
sample that is in electrical contact with the semiconductor
sample, where the Fermi levels are aligned.231

The work function can also be measured using Kelvin probe
force microscopy. As an atomic force microscopy (AFM) tip
approaches the sample surface, an electrical force arises
between them due to differences in their Fermi energy levels.
Fig. 22C illustrates the energy level diagram for the tip and
sample surface. When separated, the vacuum levels are aligned,
but the Fermi energy levels differ. For equilibrium, the Fermi
levels must align if the tip and sample surface are close enough
for electron tunneling. Once in electrical contact, the Fermi
levels will align through electron flow, bringing the system to
equilibrium and causing both the tip and sample surface to
become charged and the Fermi energy levels to be aligned, but
the vacuum energy levels are no longer the same. An electrical

Fig. 21 (A) Van’t Hoff plot of variable temperature IR spectroscopy (VTIR) data to evaluate DHads of CO on Ti4+ for TiO2 aerogel support (blue circles) and
Cu/TiO2 aerogel (brown squares). (B) center of CO–Ti4+ IR peak (in cm�1) vs. temperature in VTIR experiment for both Cu/TiO2 and TiO2 aerogels. Error
bars indicate 1 standard deviation from triplicate measurements. Error bars smaller than the symbols are not visible. Adapted with permission from ref.
123. Copyright 2020, American Chemical Society.
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force acts on the contact area which can be nullified. When an
external bias of equal magnitude but opposite direction is
applied, it neutralizes the surface charge at the contact area.
The amount of external bias needed to cancel out the electrical
force equals the difference in work function between the tip
and the sample. Consequently, if the work function of the tip is
known, the work function of the sample can be determined.232

The unoccupied band structure of a semiconductor can be
studied using inverse photoemission spectroscopy in which an
electron, having kinetic energy Ek, is introduced to the sample,
and the energy of the evolved photon upon electron relaxation
is measured (Fig. 23(A and B)).233 The two techniques, UPS and
inverse photoemission spectroscopy, are often used together
to get a comprehensive picture of the conduction band of
inorganic semiconductors.234

Besides work function and MO band gap, the VBM and CBM
positions of an oxide support material are of great importance.
The widespread method of band edge position determination
in semiconductor physics is based on flat band potential
measurement by means of Mott–Schottky analysis. The method
is based on electrochemical impedance spectroscopy measure-
ment of a semiconductor/electrolyte interface and determina-
tion of space charge capacitance. As a result, the flat-band
potential and charge carrier density can be obtained, and the
position of the CBM can be calculated as schematically illu-
strated in Fig. 24, using the Mott–Schottky equation (eqn (6))

for undoped or low-doped n-type semiconductors:236

1

C2
SC

¼ 2

ee0eA2Nd
V � Vfb �

kBT

e

� �
(6)

where CSC – space charge capacitance, e, e0 – permittivity of MO
semiconductor film and vacuum, respectively, e – electron
charge, A – exposed surface area, Nd – charge carrier density,
Vfb – flat-band potential, kB – Boltzmann constant, T – absolute
temperature.

However, common pitfalls should be avoided using this
method as recently described.157 UPS155 and photocurrent
onset potential158 are also used for this purpose, although
these characterization techniques are not used in heteroge-
neous catalysis studies.

6.4. Alloy and mixed oxide characterization

The formation of mixed metal oxides or alloys between the AM
and the metal of the support is a commonly observed phenom-
enon in MSI. X-ray-based characterization techniques are uti-
lized to study such phenomena. X-ray absorption spectroscopy
can offer a fundamental understanding of the local coordina-
tion environment and structure of supported metal catalysts.
For example, Wu et al. performed DFT simulations combined
with extended X-ray absorption fine structure (EXAFS) fitting to
provide insights into the interactions between Pd and Fe3O4.159

The authors employed wavelet transform EXAFS to differentiate

Fig. 22 (A) Schematic view of the energy loss process of the photoelectrons from core levels. Adapted with permission from ref. 229. Copyright 2015,
Japanese Journal of Applied Physics. (B) He Ia (hn = 21.22 eV) valence band spectrum of an Ar+ sputter-cleaned Au film on Si(100). The spectrum was
collected with a photoelectron take-off angle (y) of 901 and with a �10 V bias (Vb) applied to the sample. The kinetic energy scale has already been
corrected for the applied bias. The high intensity peak at low kinetic energy corresponds to the SEC region of the spectrum. Emeas

K,max (Fermi level) and Emeas
K,min

are as shown. The inset of the figure shows the corresponding schematic energy level diagram for the sample and spectrometer. Adapted with
permission from ref. 231. Copyright 2010, Elsevier. (C) Electronic energy levels of the sample and AFM tip for three cases where tip and sample are
separated by a distance with no electrical contact; tip and sample are in electrical contact; and external bias is applied between tip and sample to nullify
the CPD and, therefore, the tip-sample electrical force. Adapted with permission from ref. 232. Copyright 2011, Elsevier.
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between Pd–Pd and Pd–Fe bonds, and used this information to
further confirm alloy formation at the interface by means of
DFT calculations. The continuous Cauchy wavelet transform
(CCWT) provides a means of visualizing the XAS results in
three dimensions: the wavevector (k), the interatomic distance
uncorrected for phase-shifts (R0), and the CCWT modulus
(representing the continuous decomposition of the amplitude
terms).237,238 Interpreting these complex-valued results can be
challenging, and incorrect or overly simplistic interpretations
can lead to misleading conclusions. Findings should always be
validated with other methods or datasets, and sensitivity ana-
lysis should be performed on parameter choices to ensure
robustness of the X-ray scattering techniques, like wide angle
X-ray scattering (commonly known as X-ray diffraction, XRD) or

small angle X-ray scattering, which are sensitive to relatively
long-range periodicity. Small crystallites (i.e., smaller than
2–2.5 nm, containing a few hundreds of atoms) or amorphous
particles cannot readily be detected with XRD; however, the
technique is highly sensitive to the formation of crystalline
phases. For example, the formation of an alloy resulting from
the strong interaction between the metal atom and the cation of
the support oxide can be detected, given that its quantity is
more than several percent.96,153,190 Beck et al. examined the
behavior of a Pt/TiO2 catalyst in an oxidation-reduction gas
environment with, among other techniques, in situ XRD.96

Under an oxidative atmosphere, the Ti surface layer oxidized
and locally formed a Pt–Ti alloy with the Pt particle. A shift in
the Bragg reflection of Pt could be observed towards higher
angles after reduction at 600 1C, as the incorporation of Ti into
the Pt crystal structure caused lattice contraction. Moreover, the
average unit cell contracted from 3.921 to 3.919 Å after
reduction at 600 1C, based on Pawley fitting (fitting of the
observed diffraction peaks).190

Raman spectroscopy is a vibrational spectroscopy technique
that can detect inorganic–organic interactions that generally
occur at low wavenumbers, e.g., metal–C and metal–O bonds, as
opposed to infrared spectroscopy. It can also be used to detect
surface defects and metal–oxygen or metal–metal bonds at the
molecular scale.239 The sensitivity of the technique can be
increased by several orders of magnitude using advanced
methods, e.g., surface-enhanced Raman spectroscopy, or
shell-isolated nanoparticle-enhanced Raman spectroscopy.240

6.5. c-SMSI characterization

By far the most discussed form of MSI is encapsulation, and
several review articles specifically discuss experimental techni-
ques for the characterization of, predominantly, this c-SMSI
effect.15,34,39,44,46,48,161,162 The first evidence of c-SMSI was the
suppression of chemisorption,21,41,42,54 and this method is still
widely used as a characterization technique for the identifi-
cation of c-SMSI in supported metal nanoparticle catalysts.
In the initial approximation, the ratio of hydrogen adsorbed
per metal atom on the catalyst (H/M) to the hydrogen adsorbed
per metal atom when the catalyst is reduced at low tempera-
tures can be used as an approximate measure of the extent of
metal encapsulation, noting that not all exposed sites may

Fig. 23 (A) Energy level diagram of inverse photoemission spectroscopy.
Typical energy values for the measurement in the near ultraviolet region
are also indicated. (B) Schematic diagram of the experimental setup which
implements the concept displayed in panel A. Adapted with permission
from ref. 235. Copyright 2012, Elsevier.

Fig. 24 Schematic diagram of constructing the band-edge position via Mott–Schottky at a single-frequency analysis. Adapted from ref. 236.
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adsorb the same quantity of H.182 Zhao et al. observed that H/Pt
and CO/Pt ratios decreased from 0.24 to 0.04 and from 0.13 to
0.03 for catalysts reduced at 200 and 500 1C, respectively,
demonstrating the suppressed chemisorption of H2 and CO,
attributed to metal surface coverage by suboxide overlayers.154

The ‘‘ease’’ of c-SMSI formation for different AM/MO systems can
be quantified by the rates of hydrogen adsorption inhibition over
time. Hideaki showed that the H/Pt ratio over Pt/V2OB, Pt/TiO2,
and Pt/Nb2O5 decreased linearly as a function of the square root
of the catalyst reduction time.241 However, the rate of the
decrease was different for the systems, and the ease of c-SMSI
was deduced to be on the order Nb2O5 4 TiO2 4 V2O5.

Quantification of the c-SMSI state, as well as the tendency of
one oxide to form an overlayer over another, are possible by
employing a combination of chemisorption and spectroscopic
techniques. Vannice et al. first used CO adsorption coupled
with IR spectroscopy to detect c-SMSI in a Pd/TiO2 catalyst,66

and the observed decrease in adsorbed CO band intensity has
since become a commonplace tool to identify encapsulation, as
well as specific properties of the c-SMSI state such as the
variation of exposed metal sites during pretreatments.194,195,225,242

For example, Znd+ sites were proposed by the emergence of a peak at
2125 cm�1 in a Cu/ZnO:Al catalyst.242 Raman spectroscopy was also
used to characterize the encapsulation of CeO2-supported Pt cata-
lysts, as the adsorbed CO peak position and intensity varied with the
reduction temperature applied.190

Electron microscopy has played a large role in the identifi-
cation and explanation of encapsulation.243,244 Bernal et al.44

wrote a dedicated review of the study of c-SMSI interactions
using electron microscopy techniques. In recent years, through
the development and application of nanoreactors, in situ
HRTEM has been applied to track the formation of overlayers
at controlled elevated temperatures and in different gaseous
environments.96,141,154,197,204,245 For example, an amorphous
layer was observed to start evolving near the metal/oxide inter-
face in a Pd/TiO2 system under reducing conditions (H2

(5 vol%)/Ar at 1 atm) at 250 1C, which then covered the surface
of Pd nanoparticle after reaching 500 1C (Fig. 25).141 EELS,
often performed together with TEM, can provide information
on chemical speciation at the nanoscale, which can provide
additional chemical information about the formed overlayer.
Operando electron microscopy coupled with vibrational spectro-
scopy was used recently to show that the reduction temperature
applied to achieve the c-SMSI state (i.e., 400 vs. 600 1C) affects
the subsequent preservation of the overlayer under reaction
conditions for CO and CO2 hydrogenation.204 The catalyst
reduced at 600 1C retained some of the overlayers under
reaction conditions, which affected the reaction mechanism
to favor carbon–carbon coupling through the provision of a
‘‘reservoir’’ of carbon species.

Petzoldt et al.246 investigated c-SMSI on Pt/TiO2 catalysts
with near ambient pressure-XPS under different oxidizing and
reducing conditions to study the impact of the various treat-
ments on the TiO2 support. The Ti 2p doublet binding energy
and shape corresponded to that of stoichiometric TiO2 both at
room temperature and directly after reaching 527 1C. However,

prolonged annealing in ultrahigh vacuum induced the for-
mation of a shoulder at low binding energy of the Ti 2p3/2

peak, which was attributed to a substoichiometric c-SMSI
overlayer.246

7. Effects of MSI on catalytic
performance

MSI influences a catalyst from its synthesis, through activation,
to its life and death (see also Fig. 17), resulting in noticeable
changes in its performance. The physicochemical properties of
support materials and their interactions with the AM constitu-
ent, including support surface area, phase, surface chemistry,
and particle size, can all change as a function of the synthesis,
activation, active phase, and deactivation. Such properties of a
catalyst define MSI, and, in turn, their interrelation influences
all stages of catalyst operation dynamically, and at greatly
varying time scales during catalyst lifetime. It is quite difficult
to compare the individual or unique effects of MSI on the
catalytic performance directly. For example, it is nearly inevi-
table to obtain different metal particle sizes and shapes after
synthesis when using equal synthesis parameters but a differ-
ent support due to MSI. The comparison of the effect of support
properties on the catalytic performance of such series will be
influenced by exposed site differences. It cannot be related
to support effects on their own. This implies that to properly
study the effect of MSI on catalytic properties of interest, it is
essential to tune synthesis parameters for each AM/MO pair so
that the properties of interest are as comparable as possible, for
example, nanoparticle size. However, the aspect ratio or shape
can change significantly for similar particle sizes depending on
the support or the synthesis procedure, exposing different sites
or facilitating electronic redistribution differently. All these
slight differences are likely to influence the observed catalyst
stability, selectivity, and activity. In the below subsections, we
will discuss what we believe to be the most noteworthy demon-
strations thereof and recent literature explicating them.

7.1. Effects of MSI on catalyst stability

The stability of a catalyst constitutes its resistance to deactiva-
tion, as well as its ability to withstand possible regeneration
procedures after deactivation. Deactivation is generally caused
through one or a combination of three general mechanisms:
first, loss of active material, for example, through coalescence,
leaching, or promoter depletion; second, blockage of active
sites, for instance, through poisoning, or the deposition of
coke; and finally, modification of active sites via, for example,
phase changes.247 All these mechanisms can be affected by
different types of MSI to a different extent and should ideally be
accounted for during catalyst design.

Finding the balance of high dispersion and high stability
can be done by optimizing the metal–support interactions. This
was done in a Co/CeZrO4 system by varying the size of the
support particles. It was observed that support particles of
intermediate particle size (i.e., B20 nm) lead to higher
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dispersion of metallic cobalt compared to both smaller and
larger support particle sizes. This optimum metal–support
interaction led to optimal stabilization of the Co NPs during
reduction, in turn leading to higher catalytic activity and
stability during CO2 hydrogenation.173

The strength of MSI can affect the redox properties of the
active phase, leading, for example, to reduction (or oxidation) at
different temperatures during the activation step and/or during
reaction. Beale and coworkers showed that Co NPs supported
on SiOx/Si(100) and rutile TiO2(110) substrates showed

markedly different reduction and sintering resistance
properties.248 SiOx/Si(100)-supported Co NPs have weaker inter-
action and were fully reduced upon a H2 reduction treatment,
whereas the TiO2(110)-supported counterpart was only partially
reduced by the same treatment. In the former case, however, the
NPs migrated and agglomerated during reaction, while for the
latter the interaction was observed to be so strong that Co atoms
spread at and below the surface. The concept of the induction of
stronger support interactions can be manipulated to (re)gain a high
degree of dispersion by performing consecutive calcination and

Fig. 25 Formation and removal of TiOx overlayers on a Pd nanocrystal in Pd/TiO2. Sequential in situ observations, first under reducing conditions (H2 (5
vol%)/Ar at 1 atm) of the Pd/TiO2 sample at 250 1C (A), then 500 1C for 10 min (B); next, under oxidizing conditions (150 Torr O2) at 250 1C for 8 min (C),
then 15 min (D), and then at a final stable state at 500 1C (E); finally, under reducing conditions again (H2 (5 vol%)/Ar at 1 atm) at 500 1C for 5 min (F). (G)
and (H) are higher magnification ABF and HAADF images, respectively, of a section of part (B) showing the TiOx double layer. (I) and (J): EELS spectra
extracted from a line scan of another Pd particle, shown in (I), under H2 (5 vol%)/Ar at 1 atm and 500 1C, and Ti3+ and Ti4+ reference spectra acquired from
LaTiO3 and TiO2. Adapted with permission from ref. 141. Copyright 2016, American Chemical Society.
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reduction treatments either as an activation procedure or as a
regeneration procedure, which was shown to improve the disper-
sion of NPs.249,250

The surface geometry of the supports can play a crucial role
in the stability of the catalyst. For example, Pd NPs loaded on either
a (100) (more coordinated) or (001) (more undercoordinated) facet
of ZnO showed markedly different sintering properties.251 Pd
particles on the (100) facet grew from 1.1 to 5.7 nm after calcination
at 600 1C, while on the (001) facet they retained their size. This
phenomenon explains the trends in the performance of the Pd
catalysts in CO oxidation reaction supported on ZnO nanorods and
nanosheets, where the latter had a higher degree of (001) facets and
showed activity and stability enhancement.

Al2O3 is a particularly often seen example illustrating the
effects of support surface chemistry on catalyst stability due to
the possibility of exposing unsaturated penta-coordinated
Al3+

penta to the surface, which allows for strong binding of
heteroatoms.252–254 Al3+

penta sites have been shown by Kwak
et al. to allow for the formation of atomically dispersed Pt sites
at low loadings on g-Al2O3 (100) facets, where the cation was
believed to bind to five oxygen atoms in total, three of which
from the alumina. Such undercoordinated sites, in addition to
allowing for higher dispersion, also lead to higher stability.
This was shown in a study where several different Pd-based
bimetallic NPs were synthesized using Al2O3 with a high
abundance of Al3+

penta sites, which was shown to decrease the
mean metal particle size as compared to a commercial Al2O3

support, and to suppress sintering.252 In another study on Ru/g-
Al2O3 catalysts, an increase of Lewis basicity of the g-Al2O3

surface was observed following a high-temperature treatment
during COx methanation, where OH species were formed on
either hexa- or penta-coordinated Al sites on the surface. Such
induced Lewis basicity, combined with higher mobility of the
Ru species at high temperatures, leads to the formation of flat
Ru NPs with higher sintering resistance.176

Finally, the formation of overlayers, c-SMSI, can greatly
influence catalyst stability. The balance between blocking of
active surface area and stabilization, however, is delicate.
De Jong and coworkers showed that for Ni/Nb2O5 catalysts, Ni
particle growth during CO hydrogenation into C5+ hydrocar-
bons could be prevented by partial reduction of the Nb2O5

support.255 When the support was not co-reduced, deactivation
occurred rapidly via the formation of highly mobile nickel
subcarbonyl species (Ni(CO)x).

7.2. Effects of MSI on activity and selectivity

It is well-understood that the binding energy of specific reaction
intermediates with AM surfaces typically largely determines the
observed catalytic activity and selectivity in supported metal cata-
lysts. Such binding energy is roughly correlated to the electronic
properties of the metal particle, such as the d-band center of the
metal surface, according to the Bell(Brønsted)-Evans Polanyi prin-
ciple. Therefore, EMSI and CMSI effects on activity and selectivity
arise because the orbital energies, or d-band center, and Fermi level
of the AM are, in turn, strongly affected by the degree of electronic
redistribution between the metal and the MO support. However, it

is not only these electronic effects that can influence catalytic
activity and selectivity. The geometric changes or restructuring,
such as rearranging metal atoms or exposing different facets,
altering particle size and shape, and forming new phases, along
with c-SMSI, have correlated but distinct effects on intermediate
binding energy. These effects can either positively or negatively
impact the overall performance. The important distinction between
the latter versus the former is that geometric changes can affect
different reaction intermediates in a notably different manner.20

Electronic promotion of the ZnO support with trivalent
promoters, Al3+ and Ga3+, led to a decreased apparent activation
energy and reaction order in H2 over Cu/ZnO catalyst in the
reverse water gas shift reaction, while the reverse effect was
observed for Mg2+ doping.256 The promoters thus tuned the
electronic properties of ZnO, which in turn affected the degree
of charge transfer between the copper metal and the support
material. For atomically dispersed Pt/CoFe2O4 catalysts that
were soaked in water, H-bonding at the Pt–O–Fe inter-
face resulted in reduced charge transfer from the metal to the
support, showing high sensitivity of SACs to local coordina-
tion.132 This led to an increase in methane oxidation activity of
over 50 times.

Jenness and Schmidt tried to generalize the influence of
supports on surface reaction elementary step thermodynamics
for Rh-based Fischer–Tropsch catalysts.177 They stated that if
Nproducts 4 Nreactants (e.g., a dissociation reaction), and the
support tends to increase adsorbate binding with respect to
the pure metal case, the exothermicity of the corresponding
elementary step will increase. The same support will decrease
the exothermicity of association reactions. The tendency of a
particular support to strengthen or weaken adsorption will
depend on MSI and the degree of charge redistribution. A
negative effect of MSI was shown for Au/TiO2 catalysts used
in CO oxidation, where decreased reaction activity was observed
with an increased presence of bulk oxygen defects, which the
authors argue result in electronic redistribution that lowers the
CO adsorption strength.257 Similar effects were observed for Pd
NPs on Mo-doped TiO2 supports, which showed a decrease in
the CO2 methanation rate with respect to Pd/TiO2.185

Changing the shape and size of the support particles is a way
to influence the degree of MSI and, thereby, the resulting AM
particle size.173,258 The influence of the morphology of the
support on the metal nanoparticle morphology was demon-
strated by studying Pd/CeO2 catalysts where CeO2 octahedrons,
cubes, and rods were used. The activity in CH4 catalytic oxida-
tion was found to be highest for octahedrons. It is worth
noting, however, that high activity was due to the presence of
the abundant Pd2+ sites, which was not the case for other
morphologies, and that support morphology, therefore, did
not directly influence the activity; structural changes in the
active phase did.259

The above examples relate predominantly to the effect of the
support on the properties of the AM constituent and how, in
turn, that can influence catalytic activity and selectivity. There
are, however, several examples of reactions that do not exclu-
sively take place on the AM but in which the reaction
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mechanism includes species adsorbed or activated on the
support. In general, catalytic systems benefit from oxygen
vacancies in terms of catalytic activity, especially when the
MO support is actively involved in the catalytic cycle. For
example, H2 reduction of TiO2-supported catalysts can generate
oxygen vacancies in the form of coordinatively unsaturated
cations close to metal species, which can work in tandem with
the AM constituent during catalysis.195,260,261 In order to tune
the availability of these vacancies, CeO2 with different crystal
shapes (rods, cubes, octahedrons, and polyhedrons) and
exposed facets (100), (110), and (111) were deployed in CO2

hydrogenation in combination with Pd. It was found that Pd
supported on CeO2-rods with exposed (110) facets had the
lowest oxygen vacancy formation energy. As such, the catalytic
activity of the CeO2-rod-supported Pd was highest as the
abundantly available oxygen vacancies functioned as CO2

adsorption and activation sites.262 In another example, Zhong
and co-workers recently showed that oxygen vacancies in
reduced TiO2 boosted MSI between Cu and TiO2, forming a
new interface that facilitated the activation of CO2 molecules
and promoted the formation of the proper reaction intermedi-
ates for methanol formation.195

Encapsulation of metal particles by a support overlayer, i.e.,
c-SMSI, may be expected to affect a reaction by loss of accessible
active surface sites, which hinders the adsorption and reaction
of reactants and intermediates.182 For example, high-
temperature reduction treatment of a Ru/TiO2 catalysts resulted
in a decrease in the CO methanation activity.263 However,
several examples exist where the activity of encapsulated AM
phases is increased by encapsulation.31,264 For example, Zhang
et al.195 observed that small N2O molecules could penetrate the
TiO2�x surface layers on Cu/TiO2�x catalysts and interact with
the Cu NPs. They suggested the overlayer formation to be only
partial or to contain cracks and pores allowing the passage of
reactant and product molecules.

The reaction mechanism can benefit from the local avail-
ability of suboxide overlayers. For example, the c-SMSI overlayer
in a Ni/TiO2 system was used to tune C–C formation in a
reaction that typically only produced C1 products: CO2 metha-
nation over nickel.265 The effect was later further explained by a
combination of operando HRTEM and diffuse reflectance infra-
red Fourier transform spectroscopy, showing that the overlayer
formed after the high-temperature reduction was restructured
under reaction conditions, exposing highly active Ni/TiOx inter-
facial sites.204 On these sites, it was proposed that the TiOx can
serve as a C-species reservoir, which can react with carbon
species on Ni to yield C–C coupling products with higher
intrinsic activity. The presence of an overlayer can thus impact
catalytic activity and selectivity through a number of different
mechanisms.266

7.3. Quantitative assessment of MSI effects

Based on the discussion, it is evident that there is a wide range
of effects resulting from metal–support interactions that can
impact catalytic activity. These effects include changes in the
electronic structure of the active sites, alterations in the shape

of the metal nanoparticle, reduction of exposed surface area
due to encapsulation, phase transformation, and even active
involvement of the support material in the reaction mecha-
nism. These effects depend on specific details that are often not
fully reported, such as support particle size, crystalline phase,
impurity content, surface functionalization, flow path of the
reactor, and so on. As a result, it is difficult to identify
consistent trends related to metal–support interactions across
experimental results in the literature.

Despite the expected difficulty in comparing catalyst activity
between studies in literature due to the factors noted above, we
analyzed the recent literature on CO2 hydrogenation catalysis,
compared the surface specific activities (turnover frequencies,
TOF) at different temperatures, and calculated the correlation
of several bulk parameters related to MSI, such as discussed in
this article, and particularly in Section 3.1. In this exercise, we
face two possible challenges that are not easily distinguishable:
minor but important details influencing activity are not prop-
erly reported, or our models to explain the effect of MSI on
activity are not entirely accurate. Nevertheless, it can possibly
provide valuable insights into whether a means to rationalize
MSI effects may be MSI-adjusted activity descriptors (like the d-
band center adjusted for interaction with the support) versus
non-adjusted parameters (such as the d-band center of the
metal alone), as well as the extent of such contributions on
activity. Surface specific activities (TOF) were gathered or
calculated from experimental literature reports and are sum-
marized in Table S3 (ESI†). Fig. 26A shows the TOF versus the
particle size as 1/r, as the TOF is expected to be proportional to
the number of active sites, which decreases with 1/r for differ-
ent reaction temperatures. It is seen and well-understood that
the TOF scales predominantly with the temperature. According
to what was discussed in Section 3.1, it would be interesting to
understand the correlation of the expected re-equilibration in
electronic structure determined predominantly by the work
function of the metal and the CBM of the MO. That is, when
a nanoparticle comes in contact with a MO and electronic
redistribution occurs, the d-band may shift, become more
narrow, and become less filled, which will be dependent on
the specific electronic configuration of the metal. As the d-band
center of a metal (EC) is reported with respect to the EF of the
metal,74 and is an often cited descriptor of adsorption strength
(and therefore catalytic activity), electronic redistribution due
to overlap of the CBM with the jM should affect the d-band
center of metals disproportionately for positive DWF (i.e., low
CBM relative to jM). We can attempt to capture such a re-
equilibration crudely by normalizing the d-band center energy
accordingly (EC-adj).

Fig. 26(B and C) show the normalized TOF per temperature
(i.e., for each temperature, the maximum TOF was determined
and scaled to 1), plotted against the d-band center of the
metal,74 and the adjusted d-band center, which takes into
account the possible interaction of the AM and MO. This was
calculated by taking the difference in the CBM of the MO and
the work function j of the AM (DWF) with respect to the
vacuum, after which the resulting equilibration of the Fermi
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level of the metal (EF-MSI) was calculated if CBMMO 4 jM. The
adjusted d-band center was then calculated taking EF-MSI and
the reported d-band center of the elemental AM as reported.74

The normalization of the re-equilibrated EF-MSI of the metal,
as calculated here, is, as such, a grave oversimplification.
It must again be noted here that general electronic values for
the metals and supports were taken from literature, and
individual outliers such as dopants or functionalization of
supports are clearly not accounted for.

Fig. 27 shows the Pearson correlation coefficients of the
surface-normalized activities against particle size as 1/r, the
d-band center EC, the EF-MSI, and the adjusted d-band center
ECadj for CO2 hydrogenation activities reported at different
temperatures. The d-bandadj has the highest of a set of poor
to moderate correlation coefficients to the reported TOF at
200 1C. This indicates a moderate correlation in this parameter

that connects the highest amount of different electronic MSI
considerations (alignment of the metal and MO electronic
structure, as well as the following probable position and
adjustment of the d-band center energy), which might influ-
ence activity. EF-MSI and EC show a lower but still moderately
positive correlation. At higher reaction temperatures, all corre-
lations become worse, and the best correlation can be found
with particle size (yet this can still only be described as a low
correlation). The decrease of correlation with an increase in
temperature is likely to be caused by several factors, including a
larger error in the differences in the data due to measurement
setups, the likely larger contribution from overlayers with
diverging effects, and so forth. While particle size seems to
have a higher correlation to the TOF at 300 and 350 1C than at
200 1C, it is interesting indeed that at lower temperatures, the
electronic structure parameters adjusted for MSI is better

Fig. 26 Turnover frequencies (TOF) of different supported catalysts in the CO2 hydrogenation reaction as a function of (A) reaction temperature and
particle size (1/r), (B) plotted against the d-band center of the metal, and (C) plotted against the adjusted d-band center of the metal as a function of
the difference between the metal work function and the conduction band minimum of the MO. (B) and (C) are normalized to the maximum value
observed per T.

Fig. 27 (A) Pearson correlation coefficients calculated by evaluating the surface-normalized activities for literature values of CO2 hydrogenation
catalysts with respect to metal particle size (as 1/r), the d-band center (EC), and the adjusted d-band center energy (EC-adj) based on the difference in
conduction band minimum of the MO and work function of the metal (DWF), the adjusted Fermi energy of the metal if 0 4 DWF (EF-MSI), and the original
position of the d-band center EC. (B) Pearson correlations, now calculated with the linearized (adjusted) d-band center, as the expected trend would
resemble a volcano plot. The values used for the calculations are listed in Table S3 (ESI†).
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correlated.267 The results of this exercise shown in Fig. 26 and
27 underline the need for systematic, large-scale experimental
studies, which would be greatly aided by automation and data
chemistry. This could allow for the further development of
more accurate theory and vice versa.

8. Conclusions and future
perspectives

Fundamentally, different MSI effects can arise at the ends of
the particle size spectrum. For large particles, encapsulation
and/or new phase formation at the interface can occur, which is
significantly influenced by the metal work function and the
enthalpy of formation of the metal oxide. This scenario is
complex and dynamic, with MSI manifesting in diverse ways.
Smaller particles, clusters, and atoms appear to display unique
MSI characteristics, primarily due to the quantized nature of
their energy levels.

The small number of truly varying, fundamentally different
effects causing different observed MSI effects, however, as we
argue, cannot support the large degree of subclassifications
introduced in recent literature. Several studies cited in this
Review have introduced new subclassifications of MSI. The
degree of electronic perturbation of atoms and clusters led to
terms such as ‘‘electronic metal–support interactions’’ and
‘‘covalent metal–support interactions’’, which indeed are con-
ceivably different to encapsulation – despite each of them being
explained by the direction and degree of electronic interaction, be it
(predominantly) covalent or ionic, or of metal nature, which is
correlated to (subsequent) morphological or geometrical properties
of importance (nanoparticle shape, size, phase, alloy formation, site
exposure, and so forth). Further subclassifications were introduced
in literature based on the type of environment or procedure that
induces the observed effects (e.g., oxidative treatment rather than
reductive, or the influence of reactants), and additional subclassi-
fications arose by varying what was classified as the ‘‘active’’
nanoparticle (metal versus metal oxide) and what constituted the
support (metal versus metal oxide).

It is likely, however, that the observed phenomena can be
largely understood by the degree of alignment between the
work function (or orbital energies) of the metal (atom, cluster)
and the conduction band minimum of the metal oxide,
although such an assessment could only very primitively be
done due to the large degree of variation between studies
throughout the literature, as well as likely unreported experi-
mental parameters. A large, systematic study comparing several
different combinations of metals and metal oxide catalysts
along several different activation step types, as well as reac-
tions, could greatly increase our understanding of the contri-
bution of MSI effects where automation and machine learning/
artificial intelligence can play an important role. Indeed, much
of the basic theory discussed in this review was developed only
for a handful of systems, predominantly on TiO2 with platinum
group metals, which, as we discussed in Section 3, is not

directly fully able to explain some of the recently observed
phenomena such as overlayer formation in SiO2.

Advances in characterization techniques have recently been
demonstrated, aiding in our understanding of the observed
effects. Particularly, operando spectroscopy and microscopy
(i.e., studying the reaction under realistic reaction conditions
while quantifying the reaction products) techniques have
advanced significantly. It has only recently unequivocally been
shown that overlayers (c-SMSI) can be both unstable and
completely removed during catalysis, even under mild condi-
tions (200 1C), or (partially) sustained up to at least 400 1C. Such
techniques will further help, for example, to gain a better
understanding of the role and nature of charge transfer,
particularly necessary for non-classical systems.

Among further possible future research directions, we sug-
gest the following:

– Rationally influencing the activity of supported metal
catalysts through MSI, from nanoparticles to the non-
scalability (quantum) regime:

In catalyst systems with ever-increasing complexity, disen-
tangling the effect of the different fundamental phenomena
surrounding MSI is highly complex. They can be predominantly
electronic or geometric, as mentioned – which arguably affect
the exponent of the rate equation. However, it is not unreason-
able to attempt to further distinguish (and manipulate) MSI
effects, for example, through manipulating or dissecting the
effects of confinement, which can have a (decoupled) contribu-
tion also in the prefactor of the rate equation. It is possible that
in the future, researchers will be able to separate the electronic
and geometric effects of catalysts in a rational way, for example,
by resonance catalysis or ‘‘programmable’’ catalysis. This could
lead to surpassing the current limitations of catalysis imposed
by the scaling relationships or compensation effect, which are
the often-observed linear dependencies between the catalyst
activity and the prefactor or exponent.

Whether a catalytic reaction involves the breaking or for-
mation of s- vs. p-bonds traditionally determines the expected
‘‘structure sensitivity’’ trend, either increasing with decreasing
metal particle size (for s-bonds) or increasing with metal
particle size (to a certain maximum, for p-bonds) as there is
an energetic benefit to a certain degree of coordination for the
cleavage or making of p-bonds, as several studies cited in this
Review have shown. To optimize the utilization of ‘‘single atom
catalysts’’ across reactions where p-bonds should be cleaved, it
is crucial to properly stabilize (coordinate) these bonds with the
support’s sites, which gives another avenue to decouple geo-
metric and electronic effects.

High-temperature reductive treatments usually lead to oxy-
gen vacancy formation and/or transformation in reducible oxide
support in addition to forming c-SMSI with metal nanoparticles.
Manipulating oxygen defects in oxide supports is a tool to direct
the electron density. This concept can be extended to the design
of other (non-oxide-supported) catalysts, such as sulfur- or carbon-
based materials, by engineering defect sites. However, as men-
tioned, to effectively do this, better methods to characterize or
quantify (the contribution of) oxygen defects are needed.
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– Improving characterization through theory and in situ/
operando characterization:

There is a strong focus in the literature on the intrinsic
properties of either the metal constituent or the metal oxide
support, such as the work function. More attention can be given
to, for example, dynamic adsorbate-induced effects. Theoretical
models are often still limited to simple reactions and simplified
systems, unlike experimental studies, in which the effects
contributing to observations are difficult to deconvolute, e.g.,
due to minor impurities or adsorbates taking part in interac-
tions; force field-based studies focusing on mesoscale systems
incorporating (dynamic) adsorbate interactions will further
enhance understanding.

To fully make use of the potential of MSI in catalyst design
and optimization, the dynamics of MSI and how to leverage
them must be characterized and manipulated.

As a final remark, a comprehensive and coherent under-
standing of the factors influencing the interaction strength
between metal–support pairs to an extent that allows us to
tune catalytic activity through MSI from first principles, parti-
cularly in clusters and atoms, still requires significant efforts.
Such generalized understanding is likely not aided by the
proliferation of subclassifications. Characterizing and referring
to the underlying physical phenomenon or phenomena causing
the observed effects is preferred.
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