Three-dimensional morphology of the interface between micro porous layer and catalyst layer in a polymer electrolyte membrane fuel cell†
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Interfaces between the different layers in proton exchange membrane fuel cells are expected to influence transport properties and therefore cell performance. So far the interface between micro porous layer (MPL) and catalyst layer (CL) has been difficult to investigate due to its nanometer scale morphology. We apply focused ion beam scanning electron microscopy tomography with pore contrasting via atomic layer deposition to reconstruct a representative volume of 5.1 μm × 1.5 μm × 4.5 μm containing CL, MPL and the interface. We find that platinum in the CL results in brighter SEM image intensities, compared to the MPL. This allows (i) estimating the extension of the interfacial region (530 nm), (ii) evaluating Pt-content homogeneity in the CL and (iii) calculating the individual roughnesses for the CL (102 nm) and for the MPL (129 nm). We further calculate porosity, pore sizes, and oxygen diffusivities. Thus, we find that the values of the parameters of the interfacial region are between those of the CL and the MPL, meaning that on the investigated scale, the interface is a homogeneous transitional region. A representativeness analysis shows that our reconstructed volume is sufficiently large concerning all calculated parameters.

In order to obtain information about transport and morphology, a three-dimensional reconstruction of the interfacial region (IR) is needed for CCMs as well as for GDEs. Such a three-dimensional dataset of an interface can be used to either validate modelling assumptions or to interpret experimental results. Several reconstructions showing exclusively the CL16–19 or the MPL16–20 are available in literature where the individual roughness of CL and MPL at the interface has been measured and used for virtual reconstruction of a CCM–GDL sandwich. In a recent study X-ray tomography with a voxel volume of (2 μm)3 was employed in order to visualize gaps between CL and MPL in a CCM–GDL sandwich.21 The roughness measurements suggest that the interface between the CL and the MPL exhibits large gaps that originate from pressing the two rough surfaces onto each other which was confirmed by. In these large pores liquid water is expected to accumulate. However, the surface investigation methods are not able to image the interface in the actual application-relevant state, i.e. the final sandwich (see Fig. 1a and b). While X-ray tomography is indeed capable of imaging the interface in the assembled state, the resolution is not sufficient for imaging the morphology in the range of the carbon particles in the CL and MPL (~40 nm). As GDEs recently gained importance due to record power densities of fuel cell fabricated with GDEs and directly deposited membranes,23–25 we extend the knowledge of CL/MPL interfaces in GDEs by applying a combination of atomic layer deposition (ALD) and focused ion beam scanning electron microscopy tomography (FIB-SEM tomography). This approach allows to image and analyse the interface between assembled CL and MPL in a volume of 5.1 μm.
× 1.5 µm × 4.5 µm with voxel volumes of (3 nm)³. Thus the morphology in the range of the carbon particles can be examined and the interface generated by spray-coating the CL onto the MPL investigated. In this study we use a conditioned GDE, serving as a baseline for future investigations.

FIB-SEM tomography is a prominent and well known method in materials science to reconstruct sample volumes with up to 40 µm side length. In order to investigate a large quantity of samples in a reasonable amount of time using FIB-SEM tomography, highly porous samples must be infiltrated. We have recently shown a novel infiltration method on a CL reconstruction, where we used ALD as infiltration method. ALD infiltration is not limited to CLs. We have proven its suitability for other carbon based porous materials, e.g. carbon binder domains in batteries. By employing ZnO ALD, a high contrast between pores, carbon and Pt particle loaded carbon is achieved. Additionally a large number of samples can be infiltrated simultaneously. By employing ALD infiltration and FIB-SEM tomography, producing datasets with several µm edge lengths and a resolution of 3 nm is feasible. Since these settings allow investigating porous carbon structures on the scale of the carbon structures themselves (40 nm carbon spheres, ~100 nm pores), in the application-relevant assembly and additionally in a large volume, this method was used for the reconstruction of a spray-coated CL/MPL interface.

**Experimental section**

**Sample preparation and infiltration**

The investigated sample was prepared by coating gas diffusion electrodes (Paxitech SAS, 0.5 mg Pt cm⁻², 70% Pt/C) with directly deposited membranes as described in. The coated electrodes were then assembled in a fuel cell and equilibrated at 80 °C, 90% relative humidity, ambient pressure with 0.25 l min⁻¹ hydrogen and 0.5 l min⁻¹ oxygen. To access the interface of the catalyst layer and the microporous layer, the membrane electrode assembly was nitrogen freeze fractured. To ensure clean broken edges, the carbon fibres of the gas diffusion layer were gently peeled off in beforehand. The directly deposited membrane, being very well attached, served as a support for the remaining fragile layers. The excavated interface was then coated using ALD with a 100 nm ZnO film by cyclic application of diethyl zinc and water at 50 °C in a vertical-flow, hot-wall reactor (OpAL, manufactured by Oxford Instruments) as described in ref. 30.

**FIB/SEM tomography**

FIB-SEM tomography was made using a Zeiss Auriga 60 dual beam comprising 676 FIB tomography slices. Tomography was conducted at 30 kV accelerating voltage and 20 pA beam current with a slice thickness of 9 nm. SEM images were
acquired at 5 kV and a pixel size of 3 nm using an in-lens (IL) and a secondary electron detector (SE2). For sample surface protection, a Pt layer was deposited on top of the sampling volume. Subsequently lines were engraved to render slice thickness checking possible. The total reconstructed volume was 5.1 μm × 1.5 μm × 4.5 μm.

Image processing and calculations
Images were aligned using self-programmed MATLAB (Mathworks)\(^{11}\) functions. Image enhancement and segmentation were conducted using Fiji;\(^{32}\) first the grey value histograms were adjusted using a quantile based normalization, then three-dimensional statistical region merging was applied. The resulting images were binarized using threshold according to visual judgment. After removing unconnected solid parts (island filtering) and manual correction, the sampling volume was divided into three sub-regions to facilitate individual fine corrections. To segment the interfacial region (IR), we applied a large minimum filter and multiplied the result with the segmented dataset. It was thus possible to discriminate clearly between dark regions (MPL) and bright regions (CL) in the interfacial region. The images of the SE2 and the IL detector showed a good contrast between the Pt particles loaded CL and the MPL. We quantified this contrast by calculating the difference of mean grey value of the CL and MPL for both detectors divided by the maximum intensity. Results are presented in the results section. The SE2 images lack contrast between ZnO and Pt particle loaded carbon, which was the reason that we mainly used the IL images for segmentation. Size distributions were determined based on the method presented by Delerue et al.,\(^{13}\) implemented in MATLAB. O\(_2\) diffusivities were calculated using the Bosanquet solver implemented in the finite element solver GeoDict.\(^{34}\) The solver calculates the Knudsen (through random walk) and bulk diffusivity (by solving for Laplace’s equation) in the pore space of the FIB/SEM reconstruction. Local porosities and the roughness were calculated using MATLAB. The calculated roughness corresponds to the arithmetic mean value of the distances from a surface point to a plane, fitted to the individual surfaces.

Results and discussion
The present reconstruction is 5.1 μm × 1.5 μm × 4.5 μm large (Fig. 1c), with a voxel volume of (3 nm)\(^3\) and it contains part of the CL, a mixed CL/MPL region denoted interfacial region (IR) and part of the MPL. With the described approach we are able to differentiate between CL, MPL and pore space.

Grey values and pore sizes
As can be seen in Fig. 1d, the ALD infiltration technique facilitates the discrimination between pores (triangles mark bright ZnO areas and insufficiently filled pores) and solid (stars mark darker grey areas). The insufficiently filled pores are deleted using island filters accompanied by manual assessment of the filter decisions. A differentiation between CL (left in Fig. 1d) and MPL (right) is also possible, since the CL appears brighter in the SEM images due to the presence of Pt particles, which feature greater secondary electron yield than carbon only. This is quantified in Fig. 2a, where the mean grey value (from 0 to 255) is shown. The mean grey value is averaged in the y- and z-direction, resulting in a mean grey value across the interface. The dependence of grey value and Pt-loading is first used to estimate the spatial extension of the IR (white region in Fig. 2a): the IR is 530 nm thick. Secondly, the mean grey value across the interface can be used to verify the homogeneity of the Pt-distribution. Overall the Pt-distribution appears homogeneous. However the two detector images give slightly different information: while the SE2 images suggest a homogeneous Pt-distribution along the CL, the mean grey value from the IL images shows that the Pt-content decreases when approaching the IR, with a 10% decrease in mean grey value. As the secondary electrons are guided through an electromagnetic lens system into the IL detector, only the SE2 detector images are considered for quantitative results, yielding a homogeneous Pt-particle distribution.

From the mean grey values, the contrast of CL and MPL can be quantified and compared. We find that the contrast in the SE2 detector images (0.13) is slightly better than in the IL detector images (0.11). However, the ZnO-CL contrast is better.

Fig. 2  (a) Mean grey value versus x-position of the reconstruction. (b) Mean porosity (black line) and mean pore sizes (red line) versus x-position of the reconstruction.
in the IL images, which is the reason for using these images for reconstruction.

To quantify the morphology of the IR with respect to the CL and the MPL, we calculate porosity and mean pore size (diameter) across the interface. The global porosities of the three regimes are 53% for the CL, 56% for the interfacial region and 60% for the MPL. The local porosities and pore sizes across the interface are shown in Fig. 2b. The three regimes differed in mean porosity and mean pore sizes. The IR showed a larger porosity and mean pore size than the CL but lower values than the MPL. The IR also showed the smallest variance in porosity, suggesting a rather homogeneous morphology on the investigated length scale. The plots also reveal large cavities in the MPL increasing the local porosity and local mean pore size strongly as expected from MPLs. The most important result is that the IR does not show any significantly larger pores than the MPL in the investigated region.

Roughness

As mentioned before, the Pt content of the CL allows distinguishing between CL and MPL. With this information at hand the roughness of CL and MPL can be evaluated separately. As a measure of roughness we use the arithmetic mean value of the absolute distance value between surface points to a plane fitted through all surface points. The plane is fitted through this point cloud with a least square fit using MATLAB. This plane represents the base plane, as in optical profilometry, which then allows using the average roughness definition from British standards. We thereby find that CL and MPL have average roughnesses of 102 nm and 129 nm respectively. These values are not comparable with roughnesses from literature, which are commonly calculated or measured on a much larger scale (e.g. for the MPL 5.35 μm²), where CL and MPL exhibit significant cracks and holes increasing the roughness drastically. In fact, the found nano-roughness is complementary to larger scale roughnesses and can therefore be used in combination.

Oxygen diffusivity

In order to quantify the transport behaviour, we calculate O₂ diffusivity in all three main directions for each region separately (MPL, IR, CL), for a combination of CL and MPL only (CL + MPL) and for the entire reconstruction (CL + IR + MPL). This allows evaluating the impact of the IR on diffusion across the layers. The calculated diffusion coefficients are shown in Table 1. We found that the IR itself does not significantly influence the diffusivity, especially in the direction where molecules have to pass the IR (x-direction): the dataset with a removed IR (CL + MPL) exhibits a very similar diffusion coefficient, 1.87 × 10⁻⁶ m² s⁻¹, compared to the coefficient of the entire dataset (CL + IR + MPL) 1.89 × 10⁻⁶ m² s⁻¹. As the calculation of transport parameters should not depend on the size of the underlying reconstruction, we perform a representativeness analysis. That is, calculating the transport parameters for increasing sub-volumes. The results are shown in Fig. 3.

Table 1  O₂ Bosanquet diffusivities for CL, MPL, CL + MPL and for the entire dataset (CL + IR + MPL). The bulk diffusivity in the simulation was 2.09 × 10⁻⁵ m² s⁻¹

<table>
<thead>
<tr>
<th>CAT</th>
<th>IR</th>
<th>MPL</th>
<th>CL + MPL</th>
<th>CL + IR + MPL</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>y</td>
<td>z</td>
<td>x</td>
<td>y</td>
</tr>
<tr>
<td>D/10⁻⁶ m² s⁻¹</td>
<td>1.40</td>
<td>1.43</td>
<td>1.37</td>
<td>1.59</td>
</tr>
</tbody>
</table>

Fig. 3  Dependence of the calculated transport parameters on the size in z-direction of the reconstruction. All calculated parameters converge, however at different sizes in z-direction.
Representativeness

In order to study how the calculated parameters depend on the size of the reconstructed volume, we calculate the Knudsen, bulk and Bosanquet diffusivities, the porosity and the mean pore size for differently sized subvolumes of the reconstruction. The deviation from the reference value (the value of the entire reconstruction) is plotted against the size in z-direction, along the IR. The bulk diffusivity converges for z-sizes larger than 300 voxels, which is also the case for the mean pore size. The Knudsen diffusivity, and thus also the Bosanquet diffusivity, however started converging at a z-size value of 800 voxels. The porosity hardly changes throughout the whole range of reconstruction sizes.

These results show that representativeness strongly depends on the calculated transport parameter. It is thus necessary to conduct such an analysis when calculating different parameters. The results here imply that our reconstruction is large enough for feasible characterization of the pore morphology and transport through the interfacial region.

Conclusions

We successfully employ ALD infiltration and subsequent FIB-SEM tomography on a CL/MPL interface of a gas diffusion electrode. We are able to discriminate not only between pore and solid, but also between CL and MPL due to the Pt particle loading of the CL and resulting image contrast in the electron microscope images. We calculate O2 diffusivity and find that the interfacial region does not differ significantly from the CL or MPL and is a homogeneous transitional region between CL and MPL. We further check and approve representativeness for all calculated parameters. For future studies we strongly recommend the use of both SEM detectors: the inlens (IL) detector exhibits high contrast between pores and solid, while the contrast between MPL and CL is higher in the secondary electron (SE2) detector. A combination of the two can e.g. be used to segment a CL/MPL interface with lower Pt particle content. This work shows the first measurement of the nano-roughness of a CL/MPL interface. Our roughness results are complementary to existing macroscopic measurements of GDEs and can be combined in order to virtually create an interface. As a next step we suggest reconstructing the CL/MPL interface of a CCM and transport through the interfacial region.
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