Inferring large-scale gene regulatory networks using a low-order constraint-based algorithm
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Recently, simplified graphical modeling approaches based on low-order conditional (in-)dependence calculations have received attention because of their potential to model gene regulatory networks. Such methods are able to reconstruct large-scale gene networks with a small number of experimental measurements, at minimal computational cost. However, unlike Bayesian networks, current low-order graphical models provide no means to distinguish between cause and effect in gene regulatory relationships. To address this problem, we developed a low-order constraint-based algorithm for gene regulatory network inference. The method is capable of inferring causal directions using limited-order conditional independence tests and provides a computationally-feasible way to analyze high-dimensional datasets while maintaining high reliability. To assess the performance of our algorithm, we compared it to several existing graphical models: relevance networks; graphical Gaussian models; ARACNE; Bayesian networks; and the classical constraint-based algorithm, using realistic synthetic datasets. Furthermore, we applied our algorithm to real microarray data from Escherichia coli Affymetrix arrays and validated the results by comparison to known regulatory interactions collected in RegulonDB. The algorithm was found to be both effective and efficient at reconstructing gene regulatory networks from microarray data.

Introduction

Massive accumulation of genome-wide gene expression data for many organisms presents an opportunity and a challenge to elucidate gene regulatory networks (GRNs) controlling various biological processes. Graphical models are probabilistic tools to analyze and visualize conditional dependencies between random variables, and have the potential to identify, systematically, transcriptional regulatory interactions from a compendium of microarray expression profiles. Such models include relevance networks (RNs), graphical Gaussian models (GGMs), low-order conditional dependence models and Bayesian networks (BNs). BNs are capable of identifying non-linear causal relationships between genes using statistical methods. The causal relationships derived from this approach can portray information embedded in microarray data in a manner that is intuitive and familiar to biologists. Generally, a BN is a graphical representation of the relationship (dependence) between multiple interacting entities. This graphical representation is more commonly called a directed acyclic graph (DAG). The nodes or vertices of a DAG represent the random variables in the network, e.g. genes, while the edges connecting the vertices represent the causal influence of one node on another. BN-based GRN inference involves searching through multiple possible DAGs for the one that best represents the observed data. This task is also called BN learning. However, in most typical microarray experiments, the number of genes analyzed far exceeds the number of distinct expression measurements. This situation challenges BNs both conceptually and computationally. The main problem with BN learning is that the number of the possible DAGs increases super-exponentially with the number of nodes (genes) in the network, and thus only a small subset of all possible DAGs can be tested. More importantly, an inaccurate estimation of conditional dependencies leads to a high rate of false positive and false negative relationships in the final results. An interpretation of the BN graph within the Markov framework (see details in the next section) is rather difficult. Gene expression databases typically contain measurements for thousands of genes, but most existing algorithms for learning BNs do not scale to such high-dimensional datasets. There are some exceptions, which use hybrid approaches to improve computational efficiency. However, the often-exercised discretization they employ leads to information loss, which can influence considerably the results obtained. This is corroborated by a previous study on the popular BN method, which demonstrated that this approach tends to perform poorly on microarray data.
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To circumvent these problems, simplified graphical models, such as RNs, GGMs and low-order conditional (in-)dependence models, have received attention for practical use.\textsuperscript{12–14} RNs (or co-expression networks) are the simplest approach, and are constructed by computing a similarity score for each pair of genes, e.g., the correlation or mutual information between expression profiles. If similarity is above a certain threshold, the pair of genes is connected in the graph, if not, it remains unconnected. RNs are relatively easy to calculate and reasonably accurate, even when the number of genes is much larger than the number of samples. The results from RNs agree well with functional similarity,\textsuperscript{15} and many co-expression relationships are conserved over evolution supporting the conclusion that they represent biologically-meaningful networks.\textsuperscript{2} However, RNs contain only limited information about the underlying biological mechanisms since the effect of other genes on the relationship between two genes is ignored. For example, from similarity of expression profiles alone, we cannot distinguish between direct and indirect relationships. In contrast, GGMs can identify a direct correlation between two genes after accounting for the impact of all other genes in the model. In this mode, each gene pair is tested for conditional independence (CI) given the data from all other genes. From these tests, one can tell if the correlation between two genes is direct or mediated through other genes. A problem with GGMs is that full conditional models are hard to estimate if the number of samples is small compared to the number of genes.\textsuperscript{3,16} Low-order conditional independence models do not consider the effects of all other genes on the correlation between any two genes. This facilitates the study of dependence patterns in a more complex and exhaustive way than with only pair-wise correlations (complex and exhaustive way than with only pair-wise
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classification, in the worst case, all possible combinations of the conditioning set need to be examined which would require
an exponential number of tests. Consequently, it is hard to apply the PC-algorithm to large gene expression datasets.
Therefore, we developed an algorithm that estimates causal relationships based on a low-order constraint-based approach,
in which low-order CI tests rather than full-order CI tests are required. The algorithm has high computational efficiency but
still finds most causal relationships.

Methods
Definitions and preliminaries
To illustrate our new algorithm, some formal notions, definitions and assumptions are needed, which can be found in
most books on BNs.\textsuperscript{18}

Let $V$ denote a non-empty finite set of random variables. A Bayesian network (BN) for $V$ is defined by a pair $(G, \Theta)$. The
structural model is a directed acyclic graph (DAG) $G = (V, E)$, in which nodes represent variables in $V$ (in BN, variable and
node can then be used interchangeably) and the set of edges $E$ is all edges between nodes in $V$. We use the notation $X \rightarrow Y$
if and only if there is a directed edge between two nodes $X$ and $Y$, and $X \leftarrow Y$ if and only if there is an undirected edge
between $X$ and $Y$. The parents of a node $X$ (written $\text{Parents}(X)$) is the set of nodes that have directed edges to $X$. The adjacency
set of a node $X$ in graph $G$, denoted by $\text{Adjacencies}(X)$, are all nodes that are directly connected to $X$ by an edge.
The elements of $\text{Adjacencies}(X)$ are also called neighbors of $X$ or adjacent to $X$. We call the set of edges connecting the $k$
non-descendants $X$ is called a descendant of $X$, and $X$ is called an ancestor of $Y$ if there is a path from $X$ to $Y$, and $Y$
is called a non-descendant of $X$ if $Y$ is not a descendant of $X$. For each node there is a probability distribution at
that node given the state of its parents in $G$, denoted by $P(\text{Parents}(X))$. $\Theta$ are parameters specifying all these
probabilities. BNs follow the Markov condition, stating that given its parents each variable is independent of its non-descendants.
Under the Markov assumption, each BN specifies a decomposition of the joint distribution over all distributions of the nodes, in
a unique way: $P(V) = \prod_{X \in V} P(X|\text{Parents}(X))$.

It is necessary to give a brief description of the conditional independence (CI) relation. $X$ and $Y$ are said to be conditionally independent
given $S$ (where $X \in V, Y \in V$ and $S \subseteq V\setminus\{X, Y\}$) if $P(S) \neq 0$ and one of the following holds: (1) $P(X|Y, S) = P(X|S)$ and $P(X|S) \neq 0$, $P(Y|S) \neq 0$; (2) $P(X|S) = 0$ or $P(Y|S) = 0$. This CI relation is denoted by $R(X, Y|S)$. A CI
relation is characterized by its order, which is simply the number of variables in the conditioning set $S$.

A criterion called $d$-separation captures exactly the CI relationships that are implied by the Markov condition. We
say $X$ and $Y$ are $d$-separated by a node set $S \subseteq V\setminus\{X, Y\}$ in $G$ if every path between $X$ and $Y$ is blocked by $S$. A path between $X$
and $Y$ is blocked by $S$ if one of the following holds: (1) $W \in S$ and $W$ does not have converging arrows along the path
between $X$ and $Y$, or (2) $W$ has converging arrows along the path and neither $W$ nor any of its descendants are in $S$. Here,
we say a node $W$ has converging arrows along a path if two edges on the path point to $W$. A probability distribution $\Theta$
on $V$ is said to be faithful with respect to a graph $G$ if conditional independencies of the distribution can be inferred from
so-called $d$-separation in the graph $G$ and vice-versa. More precisely, faithfulness of $\Theta$ with respect to $G$ means: for any
$X, Y \in V$ with $X \neq Y$ and any set $S \subseteq V\setminus\{X, Y\}$, $X$ and $Y$ are
conditionally independent given $S$ if and only if node $X$ and node $Y$ are $d$-separated by the set $S$.

The nodes $W$, $X$, and $Y$ form a $v$-structure in a DAG $G$ when $X \rightarrow W \leftarrow Y$ is the subgraph of $G$ induced by $W$, $X$ and $Y$. Two DAGs are equivalent if and when they represent the same $d$-separation statements. The equivalence class of a DAG $G$ is the set of DAGs that are equivalent to $G$. Even given an infinite number of observations, we cannot distinguish among the different DAGs of an equivalence class. Using published results, we can characterize equivalent classes more precisely: two DAGs are equivalent if, and only if, they have the same skeleton and the same $v$-structures. The skeleton of any DAG is the undirected graph resulting from ignoring the directionality of every edge. A common tool for visualizing equivalence classes of DAGs is a partial directed acyclic graph (PDAG), which is a graph that contains both directed and undirected edges. There may be more than one PDAG that correspond to the same equivalence class because extra undirected edges can be oriented sometimes. Thus, completed PDAG (CPDAG) is proposed to represent an equivalence class uniquely. The CPDAG corresponding to an equivalence class is the PDAG consisting of a direct edge for every compelled edge in the equivalence class, and an undirected edge for every reversible edge in the equivalence class. A directed edge $X \rightarrow Y$ is compelled in $G$ if for every DAG $G'$ equivalent to $G$, $X \rightarrow Y$ exists in $G'$. CPDAGs are also called maximally oriented graphs. Several orientation rules can be used to generate a CPDAG. The connections (edges) in a BN can be used to interpret causal relationships between nodes.

**Algorithm**

In this section, we present a new algorithm for learning a PDAG from a database $D$ with $n$ nodes and $m$ cases (called sample size). In our case, $D$ represents a microarray dataset with $n$ genes and $m$ measurements/chips. The algorithm adopts similar procedures to those used in the classical PC-algorithm but requires only low-order CI tests and is, therefore, named a low-order PC-algorithm, or LPC. This LPC-algorithm consists of two phases: CI tests and an orientation phase. Only low-order CI tests are performed in our algorithm because their results are more reliable than higher-order tests. In the CI definition, to test $P(X|S)$, if there are many variables in the conditioning set $S$, there may be very few examples in the dataset that satisfy a particular value assignment for $S$, and $P(X|S)$ may be inaccurate if there is noise in the examples. Similar issues may occur for $P(X|Y,S)$. Thus, the high-order CI tests are hard to estimate if the sample size is small. The other benefit of low-order tests is restrained computational complexity. To guarantee that causal relationships inferred by this algorithm are correct, we perform extra tests in the orientation phase. The formal pseudocode of the LPC-algorithm is presented in Appendix A (Table 2). In this algorithm, it receives a dataset $D$, significance level $\epsilon$, and maximal order $k$ of CI tests as input, and returns a PDAG as output.

In the first phase, $G$ is initiated as a fully connected undirected graph. For example, suppose we have a simple DAG with only five nodes (Fig. 1a), a complete graph is produced (Fig. 1b) in the first step of our algorithm. Then, iterative CI tests are performed for each connected node pair given a node subset $S$ taken from neighbor nodes of the connected node pairs. Under the DAG faithful assumption, correlations or non-correlations, direct or indirect correlations between node pairs can be distinguished by CI tests. In this procedure, we used $\text{dep}_D(X,Y|S)$ as a measure of the strength of the conditional dependence between $X$ and $Y$ given $S$ with respect to $D$. In order to decide if $I(X,Y|S)$ is true or not, $\text{dep}_D(X,Y|S)$ runs a partial correlation coefficient calculation when $D$ is continuous and then uses $\epsilon$ as the significance level. In our algorithm, the partial correlation coefficient calculation follows the method previously used and is described in Appendix C.

For a given connected node pair $X$, $Y$ in Fig. 1b, the conditioning set is taken from neighbors of $X$ or $Y$, i.e., any subset $S$ ($S \subseteq \text{Adjacencies} \left( G, X \right)$). The size of $S$ ($|S|$) is the

![Diagram](https://example.com/diagram.png)
order of CI tests and is controlled by \( l \) in our algorithm. Thus, in this case, 0-order CI test \( \text{dep}_D(T, Y; \emptyset) \) is performed when \( l = 0 \). The 1st-order CI tests \( \text{dep}_D(T, Y; X) \), \( \text{dep}_D(T, Y; W) \) and \( \text{dep}_D(T, Y; Z) \) are performed when \( l = 1 \). For 2nd-order CI tests \( (l = 2) \), \( \text{dep}_D(T, Y; W, Z) \), \( \text{dep}_D(T, Y; W, X) \) and \( \text{dep}_D(T, Y; X, Z) \) are performed. All the connected node pairs in \( G \) are checked given \( l \) (lines 3–12 of Table 2). The order of CI tests is iteratively increased from 0 to the maximal order \( k \). In this procedure, if a connected node pair \( T \) and \( Y \) are conditionally independent given \( S \), then the edge between \( T \) and \( Y \) will be removed and \( S \) will be recorded into \textit{Sepset}, which is used to store the conditioning set.

From our example in Fig. 1, suppose we set \( k = 2 \), from \( d \)-separations given in Fig. 1a, \( X \)-\( W \) can be broken from 0-order tests because \( \delta(X, W | \emptyset) \). No link can be broken from 1st-order CI tests and thus Fig. 1d is unchanged. \( \{X, Z\} \) blocks each path between \( T \) and \( W \) and each path between \( T \) and \( Y \), that is, \( \delta(T, W | \{X, Z\}) \) and \( \delta(T, Y | \{X, Z\}) \). Thus, \( T-W \) and \( T-Y \) are removed after 2nd-order CI tests (Fig. 1e), and the conditioning sets are saved (i.e., \textit{Sepset}(T,W) = \{X,Z\} and \textit{Sepset}(T,Y) = \{X\}). This procedure is repeated until the order of CI tests \( l \) is increased to \( k \) or no more conditioning sets can be found (lines 2–14 of Table 2). The highest order of CI tests is limited by \( k \) specified by the user, thus avoiding an exponential increase in the number of CI tests with the number of neighbors. After the first phase, the skeleton of a PDAG (Fig. 1e in our example) is generated and the weights of all edges are assigned the minimal conditional dependence values for each node pair calculated from all the CI tests.

In the second phase, orientation rules are applied to orient the graph skeleton. First, the v-structures are determined (lines 15–19 of Table 2) for triple nodes \( X, Y \), and \( Z \), if \( X \), and \( Y \) and \( Z \) are connected while \( X \) and \( Z \) are not connected and \( Y \notin \text{Sepset}(X, Z) \), then we can infer directionality \( X \rightarrow Y \leftarrow Z \) (any one of the three alternatives \( X \rightarrow Y \rightarrow Z, X \rightarrow Y \leftarrow Z \), and \( X \leftarrow Y \rightarrow Z \) will lead to \( \delta(X, Z; Y) \) and \( Y \in \text{Sepset}(X, Z) \), and thus cause a contradiction). In our example, we have \( \delta(X, W | \emptyset) \), \( Z \notin \emptyset \) and \( \min(|\text{Adjacencies}(G,X); \{Z\}|, |\text{Adjacencies}(G,Z),\{X\}|) = 2 \) and \( \min(|\text{Adjacencies}(G,W); \{Z\}|, |\text{Adjacencies}(G,Z),\{W\}|) = 1 \), thus \( X \rightarrow Z \) and \( W \rightarrow Z \) can be inferred according to the v-structure rule in our algorithm. Similarly, \( X \rightarrow Y \) and \( W \rightarrow Y \) can be inferred. The other four orientation rules are given in lines 21–24 of the LPC-algorithm (Table 2). Next, the orientation rules (R1–R4) are repeatedly used (lines 20–25 of Table 2) to determine the directions of undirected edges until no more edges can be oriented. The basic idea is to make sure that all other undirected edges also can be oriented based on the DAG assumption. The details can be found in Appendix A (lines 21–24 of Table 2). According to the orientation rule 1 (line 21 of Table 2), \( Z \rightarrow T \) can be determined (Fig. 1g) because \( W \rightarrow Z \) and \( Z \rightarrow T \) while \( W \) and \( T \) are not connected and \( |\text{Adjacencies}(G,T); \{Z\}| = 1 (\leq k) \). According to the orientation rule 2 (line 22 of Table 2), by satisfying \( X \rightarrow Z \) and \( Z \rightarrow T \) and \( \min(|\text{Adjacencies}(G,X); \{T\}|, |\text{Adjacencies}(G,T); \{X\}|) = 1 (\leq k) \), we can infer \( X \rightarrow T \). No other rules can be applied in this case. Fig. 1h is the final structure inferred from the LPC-algorithm.

In the second phase, the key point of the LPC-algorithm is that the neighbor number for linked node pairs is checked before applying each orientation rule, i.e., \( \min(|\text{Adjacencies}(G,X); \{Y\}|, |\text{Adjacencies}(G,Y); \{X\}|) \leq k \) given the node pair between \( X \) and \( Y \) must be satisfied. This is a non-trivial step that must be completed before applying the orientation rules in the second phase. The goal of this step is to ensure that the orientation rules in the second phase are still correct when only 0–k low-order CI tests are performed in the first phase. Theoretical proofs of soundness are provided in Appendix B. Thus, we can extend the use of the classical constraint-based algorithm to datasets with large variable numbers because only polynomial runtime is used. The number of CI tests in the first phase is bounded by \( O((n^4 - 4n^3 + 7n^2 - 4)/4) \) in the worst case when \( k = 2 \) and time efficiency is maintained. This is particularly important for microarray data when the number of genes is much higher than the number of samples because conditional dependencies are generally hard to estimate with only limited samples and high orders.\(^{17,22}\)

Because only low-order CI tests are performed, some false edges may be retained in the skeleton and some directions are missed. This is the price that the LPC-algorithm pays to reduce runtime. Note that if \( k \) is increased to \( n - 2 \), the LPC-algorithm is equivalent to the classical PC-algorithm. Thus, the LPC-algorithm can be viewed as a special case of the PC-algorithm.

**Results**

Because we have insufficient knowledge to construct complete, large-scale models of real gene regulatory networks, it is necessary to employ simulated datasets with known network structures to test novel algorithms.

**Synthetic data**

To assess the performances of our algorithm, we compared it to several existing methods, using well-defined synthetic datasets. We followed previous studies\(^ {22,23} \) to generate hypothetical or synthetic data, using the reaction kinetics-based system of coupled non-linear continuous time ODEs introduced in ref. 24. Gene expression levels are taken as state variables \( x_i, i = 1, \ldots, n \). The influence on the transcription of each gene due to all other genes is described by the \( n \times n \) (sparse) matrix of adjacencies \( G \), and the rate law for mRNA synthesis of a gene is obtained by multiplying together the sigmoidal-like contributions of the genes identified as its inhibitors and activators. Consider the \( i \)-th column of \( G, i = 1, \ldots, n \), and choose randomly a sign to its non-zero indices in this column. Denote by \( j_1, \ldots, j_h \) the indices with assigned positive values (activators of the \( i \)-th gene) and by \( k_1, \ldots, k_h \) the negative ones (inhibitors of the \( i \)-th gene) in the \( i \)-th column of \( G \). The ODE for \( x_i \) is then

\[
\frac{dx_i}{dt} = V_i \prod_{j \in \{1, \ldots, h\}} \left( 1 + \frac{A_j^{b_j}}{A_j^{b_j} + \theta_j^{b_j}} \right) \prod_{k \in \{1, \ldots, k\}} \left( \frac{\theta_k^{b_k}}{\theta_k^{b_k} + I_k} \right)
\]

\[-\lambda_i x_i\]

where the activator \( A_j \) and inhibitor \( I_k \) act independently of each other. \( V_i \) is a basal rate of transcription, i.e., when there is no action of inhibitors or activators. The constants \( \theta_j \) and \( \theta_k \) represent concentrations at which the effect of the activator or
inhibitor is half of its saturating value. The exponents $h_i$ and $h_k$ are the activation and inhibition Hill coefficients and $x_i$ the degradation rate constants. We set $\theta_i$ and $\theta_k$ as 100, $V_i$, $h_j$ and $h_k$ as 1, $x_i$ as 0.1.23

For fairness of directed graph comparisons under BN frameworks, we used DAGs as the network structures. It will not affect the conclusions for the evaluation of undirected graphs if other structures are chosen (such as scale-free networks—see results in the ESI†). We generated 10 DAGs with 100 nodes, which have different topology structures but have a fixed edge number of 500. The maximal degree of a node in these DAGs is 10. For each $G$, seven different datasets with different sample sizes (10, 20, 50, 100, 200, 500 and 1000) were generated separately using the above formula. To further evaluate the performances of our algorithm under other network structures, we also generated 10 scale-free networks with feedback loops. The test results for scale-free networks are presented in the ESI†.

Evaluation

In order to evaluate our algorithm, we compared it to several others that are commonly used, including GGMs, BNs, PC, RNs and ARACNE4 (an algorithm based on low-order CI tests). The implementation of GGM, the BN learning method, PC and ARACNE were taken from ref. 3, 4, 22, and 25 respectively. We chose the BN learning method used in ref. 25 because it can accept continuous data and is a scoring and tests). The implementation of GGM, the BN learning method, whereas, AUC(PvsR)s of RN stabilized and of GGM decreased with sample sizes above 200. This indicates that LPC and PC at very low sample size but their performance improves relatively little when sample sizes increase. GGM achieved best performance overall in the AUC(PvsR) evaluation. This can be attributed to a small sample stable estimation procedure used in GGM for genomic data with small sample sizes.3

From TP for fixed FP tests (Fig. 2b), the performances of LPC and PC were better than other methods at sample sizes of 100 and 1000, while GGM outperformed all other algorithms at other sample sizes. The average AUC(PvsR)s were low when sample sizes were only 10, 20 and 50, meaning that very few TPs were captured in such cases. In terms of AUC(PvsR)s, the performances of LPC, PC and BN improved steadily with increasing sample sizes, whereas, AUC(PvsR)s of RN stabilized and of GGM decreased with sample sizes above 200. This indicates that simple graphical models (such as RNs) can detect connections well, and better than the sophisticated models LPC and PC at very low sample size but their performance improves relatively little when sample sizes increase. GGM achieved best performance overall in the AUC(PvsR) evaluation. This can be attributed to a small sample stable estimation procedure used in GGM for genomic data with small sample sizes.3

From TP for fixed FP tests (Fig. 2b), the LPC-algorithm was superior to RN, GGM, ARACNE and BN at almost all sample sizes and was also slightly better than PC. Overall, LPC and PC outperformed RN, ARACNE and BN in this test. For ARACNE, the major reason for its poor performance was the non-linear similarity measures employed, which were less precise for this simulated data. This is also corroborated by a previous study.23

Evaluation of undirected graphs

Although the main goal of the LPC-algorithm is to identify a directed network, the skeleton itself already contains interesting information. Hence, initially, we compared the LPC-algorithm to other methods without directions. Since genetic networks are sparse, i.e., most gene pairs are not connected by a direct regulatory link, the numbers of true negative (TN) instances ($N_{TN}$) far exceed the true positive (TP) numbers ($N_{TP}$). Traditional receiver operator characteristic (ROC) analysis is insensitive to the false positive rate (1-specificity: $N_{FP}/(N_{FP} + N_{TN})$) and, therefore, inappropriate for the final area-under-the-curve (AUC) calculation. Therefore, we adopted the Precision versus Recall (PvsR) curves and the TP number with fixed FP numbers as measures of the quality of network reconstruction. For a PvsR curve, precision ($N_{TP}/(N_{TP} + N_{FP})$) is plotted against the recall ($N_{TP}/(N_{TP} + N_{FN})$), where precision and recall are computed over a range of pruning thresholds, then AUC value is obtained as a measurement score, with higher scores indicating better performance. Each of the five reverse engineering methods compared in this study generates a matrix of scores associated with the edges in a network. These scores are of different nature: absolute values of Pearson correlation coefficients for RNs, partial correlation coefficients for GGMs, LPC and PC, marginal posterior probabilities for BNs and conditional mutual information for ARACNE. However, all these scores define a ranking of edges. We compared each weight matrix with the real adjacency matrix DAGs under different thresholds. The mean values of AUC(PvsR) and TP for a fixed acceptable FP (here 20) run over 10 datasets under equal conditions at same sample sizes are presented in Fig. 2a and b.

From the AUC(PvsR) evaluation (Fig. 2a), the performances of LPC and PC were better than other methods at sample sizes of 100 and 1000, while GGM outperformed all other algorithms at other sample sizes. The average AUC(PvsR)s were low when sample sizes were only 10, 20 and 50, meaning that very few TPs were captured in such cases. In terms of AUC(PvsR)s, the performances of LPC, PC and BN improved steadily with increasing sample sizes, whereas, AUC(PvsR)s of RN stabilized and of GGM decreased with sample sizes above 200. This indicates that simple graphical models (such as RNs) can detect connections well, and better than the sophisticated models LPC and PC at very low sample size but their performance improves relatively little when sample sizes increase. GGM achieved best performance overall in the AUC(PvsR) evaluation. This can be attributed to a small sample stable estimation procedure used in GGM for genomic data with small sample sizes.3

From TP for fixed FP tests (Fig. 2b), the LPC-algorithm was superior to RN, GGM, ARACNE and BN at almost all sample sizes and was also slightly better than PC. Overall, LPC and PC outperformed RN, ARACNE and BN in this test. For ARACNE, the major reason for its poor performance was the non-linear similarity measures employed, which were less precise for this simulated data. This is also corroborated by a previous study.23

Evaluation of directed graphs

LPC, PC and BNs, yield directed graphs and we compared their predicted graphs with true graphs to evaluate the quality of structure prediction. We adopted the structure hamming distance (SHD) metric to evaluate the predictive powers of these methods. Briefly, the SHD counts the number of edge insertions, deletions, and flips required to convert the estimated PDAG into the correct representation (CPDAG) of the original DAG.20 Thus, a large SHD indicates a poor fit, while a small SHD indicates a good fit. SHD comparisons are presented in Fig. 2c, while the distribution of structure errors, such as the numbers of missing, extra, and flipped edges are shown in Fig. 2d-f.
In terms of SHD metrics, the LPC-algorithm performed similarly to the PC-algorithm and much better than BN. LPC outperforms PC for sample sizes greater or equal to 100 while it performs worse than PC for sample sizes smaller than 100 (Fig. 2c). The major prediction errors for both methods were from missing edges, the numbers of which varied from ~480 to 220 at different sample sizes. This indicates that some associations are difficult to detect by partial correlation calculations. The LPC-algorithm produced more spurious edges than the PC-algorithm (Fig. 2e) and fewer missing edges (Fig. 2d), presumably because higher-order CI tests were not performed in LPC. PC is slightly better than LPC in direction prediction (Fig. 2f), as more directions are missed when only limited-order CI tests are performed as in LPC. Overall, however, prediction accuracy of LPC was similar to that of PC (Fig. 2e).

In both tests described above, the BN learning method performed poorly compared to other methods as most edges were not be recovered by this method (Fig. 2d and e). Apart from the reasons mentioned above, we presume that the implementation of the BN learning method is very restrictive for some data types because it is based on the multivariate Gaussian assumption. Scoring and searching methods for continuous data are further stumbling blocks for the BN community because they are computationally expensive and lack the causality-related theoretical correctness guarantee.

**Effects of order on the LPC-algorithm**

We evaluated the effect of the order \( k \) chosen in the LPC-algorithm on computational expense and quality as follows. The number of CI tests performed is indicative of the computational effort spent for this algorithm. Using simulated datasets with varying sample sizes, we calculated the average number of CI tests per sample size \( k \) varied from 0 to 9 or the highest order reached in the algorithm at each sample size (Fig. 3a). The average numbers of CI tests versus the order \( k \) for different sample sizes (SS in short) are plotted in Fig. 3a. The error bars represent one standard deviation across 10 datasets at each sample size. For SS = 10 and 20, the highest orders reached in the LPC-algorithm are only 4 and the numbers of CI tests are much lower than other sample sizes. The numbers of CI tests
are basically unchanged after \( k \) is above 2 for SS = 10 and 20, thus, the curves for those sample sizes (SS = 10, 20 and 50) are almost flat and indistinguishable in Fig. 3a because they overlap. The highest order varied according to sample sizes, indicating that increased sample sizes increase sensitivities and help identify more hypothetical neighbors for each node. For datasets with low sample sizes (10, 20, 50 and 100), there was little increase in the number of CI tests with increasing \( k \) (Fig. 3a). However, CI test numbers increased substantially with increasing order \( k \) at big sample sizes (200, 500 and 1000). Setting \( k = 2 \) reduced the numbers of CI tests by 26.2%, 63.5% and 81.5% for datasets with sample sizes of 200, 500 and 1000, respectively. Clearly, low-order tests can reduce computational time significantly for sample sizes greater than 200.

To confirm the time efficiency of our LPC-algorithm, runtime comparisons were done on a Pentium Xeons, 2.33 GHz and 4 GB RAM running Windows XP. The average processor times for estimating the CPDAG under different sample sizes are given in Table 1. For every sample size, the LPC-algorithm ran faster than PC on average. The difference increased with higher sample sizes. The explanation for this is that the relative number of CI tests is reduced in our algorithm, compared to PC, at higher sample sizes (Fig. 3a and Table 1), while this is not the case for the PC-algorithm, which has no limit on \( k \). We do not list runtime for the BN learning method because it is much slower than LPC and PC. The BN method required more than 2 days to complete the same tests for each sample size.

Notice that this test was based on moderate-sized networks of 100 nodes each. Many more CI tests would be spared by our LPC-algorithm compared to the PC-algorithm when networks are scaled up to several thousand nodes. However, due to the computational complexity, it was not feasible to perform these tests using the PC-algorithm (or set \( k \) values high in the LPC-algorithm) for networks having over 1000 nodes.

We also examined the effect on performance of limited \((0-\bar{k})\) order CI tests in LPC. We compared average SHD measurements at different orders, i.e., \( k \) is varied from 0 to 9 (Fig. 3b). From Fig. 3b, we can see that the average SHDs are decreased considerably after initial low-order CI tests (when \( k \) is varied from 0 to 4 at most). For SS = 10, 20, 50 and 100, the SHD remains constant after \( k > 2 \). Even for the sample size 1000, the SHD are not improved further for \( k > 4 \). This shows that the major performance improvement of LPC comes from low-order CI tests. SHD values decreased with increasing order, although performance improved only from order \( k = 1-3 \). Little was gained by increasing to higher-order \((k > 4)\) CI tests at all sample sizes. Therefore, limitation of our algorithm to order 2 or 3 is justified on the grounds of greater efficiency.

![Fig. 3](image-url)

The average numbers of CI tests performed in the LPC-algorithm over 10 independent DAGs when the order \( k \) is varied from 0 to 9. The average numbers and standard deviations (error bars) are shown in (a). The average SHDs and their standard deviations from the LPC-algorithm versus the order \( k \) are plotted in (b). Each sample size (SS) is depicted by one color curve (see legend) in these two sub-figures.

### Table 1

Average processor time for estimating graph structures (in seconds, with standard errors in brackets at each sample size). Maximal \( k \) in PC means the highest order of CI tests performed in the PC-algorithm.

<table>
<thead>
<tr>
<th>Sample size</th>
<th>LPC (( k = 2 )) (seconds)</th>
<th>PC (seconds)</th>
<th>Maximal ( k ) in PC</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.11(0.38)</td>
<td>1.39(0.07)</td>
<td>4</td>
</tr>
<tr>
<td>20</td>
<td>1.09(0.41)</td>
<td>1.41(0.06)</td>
<td>4</td>
</tr>
<tr>
<td>50</td>
<td>1.23(0.46)</td>
<td>1.41(0.07)</td>
<td>6</td>
</tr>
<tr>
<td>100</td>
<td>1.46(0.45)</td>
<td>1.78(0.65)</td>
<td>9</td>
</tr>
<tr>
<td>200</td>
<td>2.74(0.50)</td>
<td>11.24(15.11)</td>
<td>10</td>
</tr>
<tr>
<td>500</td>
<td>36.7(38.31)</td>
<td>138.99(106.99)</td>
<td>12</td>
</tr>
<tr>
<td>1000</td>
<td>641.10(757.97)</td>
<td>1430.92(1380.84)</td>
<td>14</td>
</tr>
</tbody>
</table>
**Escherichia coli network inference**

To test the ability of LPC to scale up to thousands of genes in a dataset, we applied our algorithm to real microarray data. We downloaded *E. coli* gene expression data from M3D (http://m3d.bu.edu/norm/). This dataset consists of 445 arrays from 13 different collections corresponding to various treatments, including different growth media, environmental stresses (e.g. DNA damaging drugs, pH changes), genetic perturbations, and growth phases. The experiments were all carried out using Affymetrix GeneChip *E. coli* Antisense Genome arrays, containing 4345 gene probe-sets. Since transcription factors (TFs) are the primary regulators of gene expression in a cell, we used 328 validated or computationally-predicted transcription factors (TFs) as prior knowledge, and only links between these 328 TFs and all other genes (including TF–TF links) were allowed for the initial graph pattern used by the LPC-algorithm, instead of the fully connected graph. We set \( k = 3 \) and \( \alpha = 0.001 \) for this inference.

We used the *E. coli* K12 transcriptional network compiled in the RegulonDB database version 6.3\(^28\) as the ‘true’ network, from which we derived a directed graph of 3071 interactions. We then compared our predicted gene interactions to the true network. All 16884 gene pair edges resulting from LPC analysis were oriented (see results in the ESI\(^1\)). Importantly, only 2.9% of gene pairs were directed from non-TF to TF genes. In other words, 97.1% of all predicted relationships were directed from TF genes to other genes, including other TF genes, as expected. Among all the predicted gene interactions, 208 are validated by known regulatory relations listed in RegulonDB. Of these, 199 TFs were predicted correctly to regulate known target genes, while the direction of interaction between TFs and known target genes was incorrectly predicted in only 9 cases.

We compared the performance of LPC with CLR, a state-of-the-art method used for gene network reconstruction that performed well in a large-scale benchmark evaluation.\(^{29}\) When we selected the same number of gene pairs (16 884) from CLR analysis, based on top-ranking, 209 true interactions were recovered. Therefore, the performance of LPC (208 true interactions in our case) was comparable to that of CLR in terms of undirected graph prediction. However, CLR can only predict an undirected network while our LPC-algorithm can also infer the direction of edges connecting nodes (genes). We did not compare our results to those of two recent studies\(^{30,31}\) using the same *E. coli* dataset because these previous studies used (semi-) supervised learning methods to infer TF–gene regulations. In other words, additional prior data were used to train the prediction models, making comparisons with our method of unsupervised learning unfair. It is important to note that the level of prior knowledge for *E. coli* is unmatched in most other species, which would severely handicap supervised approaches in more complex or less-studied species.

**Discussion**

The motivation for this work was to develop a time-efficient algorithm for GRN reconstruction from genome-wide transcript data, as a basis for hypothesis generation and experimental testing. Theoretical proofs and the results of evaluation tests show that our LPC-algorithm is useful for network inference. This new algorithm is computationally scalable to high-dimensional datasets, does not require discretization of transcript levels, and can predict causal relationships. The algorithm is a good alternative to BN learning methods for large-scale GRN reconstruction.

As part of our analysis of publicly available *E. coli* transcriptome data, a sub-network consisting of the 50 most significant gene interactions predicted by our algorithm was generated (Fig. 4). Importantly, the majority of predicted regulatory relationships have been demonstrated experimentally in the past, as documented in RegulonDB (blue arrows), while others are not included in the current version of RegulonDB (marked in grey in Fig. 4). However, additional published data are consistent with regulatory relationships between some of the latter: *nac*, *glnK* and *amtB* are involved in responses to nitrogen starvation;\(^{32–34}\) and *FliA* is a sigma factor that is necessary for transcription of class 3 flagellar genes, such as *flgK*.\(^{35}\) Furthermore, the sigma factor FecI and the membrane proteins ExxB and ExdB act in coordination for iron uptake.\(^{36,37}\) Thus, there is good agreement between this subset of our LPC-predicted GRN and previous experimental data that established gene interactions in *E. coli*. More importantly, novel gene regulatory relations predicted by our LPC

---

![Fig. 4](image-url) The top 50 transcriptional regulatory relationships inferred by LPC. Directed edges that have experimental support in RegulonDB release 6.3 are indicated by blue arrows, edges that are not yet supported by data in RegulonDB are depicted in grey, and known edges with incorrectly predicted directions are depicted as undirected blue lines. TFs are marked by red circles and regulated genes by green circles. Line width is proportional to the Fisher’s Z-transformed partial correlation value returned by LPC.
algorithm should guide experimental work to confirm and expand GRNs, not only in *E. coli*, but in the many other organisms for which little experimental information beyond genome and transcriptome data is available.

One reason for the apparent success of the LPC algorithm in reconstructing *E. coli* genetic networks is that GRNs are sparsely connected in most cases, i.e., there are far fewer directly connected genes for each gene than the total number of genes minus one. Therefore, the LPC-algorithm can infer most causal relationships in GRNs based on low-order CI tests.

All methods that attempt to reconstruct GRNs based on transcriptome data are subject to false positive and false negative errors arising from biological and computational sources. For example, the regulatory link between a TF and its target genes, whether it is positive or negative, will be missed (false negative) if transcriptional regulation of the TF is not the primary level of control for that gene/protein.

Thus, if the TF gene is constitutively-expressed and post-translational modification of the TF protein is the primary means by which TF activity is regulated, then a correlation between transcript levels of the TF gene and its target gene may not exist, and a regulatory link between the two genes never established, at least in wild-type cells. This may be less often the case in prokaryotes, where TF genes are often part of the operons that they control, than in eukaryotes, where this is not the case. Genetic approaches, especially the use of mutants defective in specific TF genes could help to overcome this problem. Use of transcriptome data from defined TF mutants in our LPC should help to reveal regulatory relationships that are hidden in wild-type data.

False positive inferences of regulatory relationships can arise when co-expressed genes are confused as co-regulated. Consider, for instance, two TFs involved in distinct signaling pathways with different roles, different environmental stimulation, and different target genes. If, in a given set of experiments the target genes have similar expression profiles, they will be falsely considered as co-regulated (false positive). Moreover, either of the two TFs could be mistaken as the common regulator of all the target genes, based on the limited experimental data, leading to a false inference of transcriptional regulation. To avoid such problems, more informative experiments should be selected, or alternate data sources such as promoter sequence information or ChIP-on-chip data should be incorporated with microarray data to enhance GRN inferences.

False positive and false negative associations between genes can also arise from the computational methods and parameters employed. Obviously, the threshold that is set for CI tests between two genes will have a major impact on the predicted GRN, with a higher threshold reducing the number of false positives and increasing the number of false negatives. This is a problem for all algorithms that rely on statistical treatment of data, including the LPC-algorithm. With the accumulation of known regulatory relationships with gene expression data, it is expected that optimal threshold values could be determined wisely. Similar to the PC-algorithm, another limitation of the LPC-algorithm is that false negatives arising from statistical tests cannot be corrected at a later stage and will lead to spurious final results.

Another source of errors in predicted GRNs are the statistical assumptions that are made, which may not correctly reflect the nature of the regulatory relationship between some genes. For example, the DAG assumption for transcriptional regulation does not accommodate more complex relationships, such as feedback loops. This is, in fact, a shortcoming of all static BN learning methods. Nevertheless, from the two phases of the LPC-algorithm, the undirected graph returned from the first phase still makes sense even for the feedback loop situation. Previous studies showed that conditional independencies are still sound even in directed cyclic graphs (DCGs) within linear models. Thus, the undirected graph from LPC would identify regulatory connections between genes. The simulation tests over scale-free networks with feedback loops also support this notion (in the ESI).

The second phase of our algorithm may wrongly assign or fail to assign directions to edges when the DAG assumption is broken. However, due to the sparseness of connections in a GRN, our algorithm is still able to recover causal relationships when local network structures satisfy the assumptions in BNs. Furthermore, if sufficient time-series microarray data are available, the LPC-algorithm can be extended to dynamic BN models to overcome feedback loop problems encountered in the DAG assumption. As GRN simulation technology continues to mature (such as inclusion of the interampattenness property to explain feedback loops), and suitable experimental time-series microarray data become available, it will be interesting to test the ability of our approach to model synthetic and real GRNs containing feedback loops.

Appendix A: pseudocode of the LPC-algorithm

The formal pseudocode of the LPC-algorithm is presented in Table 2.

Appendix B: proofs for the LPC-algorithm

The correctness of causal relationships identified by the LPC-algorithm is guaranteed in Theorem 1. The lemmas are per definition important since they are needed to prove the theorem.

**Lemma 1**

In a faithful BN, let \( G = (V, E) \) be a DAG and \( X, Y \in V \). Then if \( X \) and \( Y \) are \( d \)-separated by some set, they are \( d \)-separated either by the set consisting of neighbors of \( X \) or the set consisting of neighbors of \( Y \).

**Proof**

Clearly, if \( X \) and \( Y \) are adjacent in \( G \), no set \( d \)-separates them as no set can block the path consisting of the edge between them.

In the other direction, suppose \( X \) and \( Y \) are not adjacent. Either there is no path from \( X \) to \( Y \) or there is no path from \( Y \) to \( X \) for otherwise we could have a cycle. Without loss of generality, assume there is no path from \( Y \) to \( X \). We will show that \( X \) and \( Y \) are \( d \)-separated by the set \( \text{Adjacencies}(G, Y) \setminus X \) consisting of neighbors of \( Y \). Consider any path \( \pi \) between
Table 2 Low-order PC-algorithm: LPC

<table>
<thead>
<tr>
<th>Input:</th>
</tr>
</thead>
<tbody>
<tr>
<td>D: a dataset containing n nodes in m cases</td>
</tr>
<tr>
<td>k: the highest order can be performed in CI tests</td>
</tr>
<tr>
<td>ε: the threshold for CI tests</td>
</tr>
<tr>
<td>Output:</td>
</tr>
<tr>
<td>G: the partial directed graph over n nodes</td>
</tr>
</tbody>
</table>

/* Phase 1: learn a graph skeleton */
Form a complete connected undirected graph G with n nodes;
Create the two-dimensional n × n arrays Sepset;
1: t = 0;
2: repeat
3: repeat
4: Select a new ordered pair of node X, Y that are adjacent in G such that |Adjacencies(G, Y){Y}| ≥ t;
5: repeat
6: choose a new S ⊆ Adjacencies(G, Y){Y} with |S| = t;
7: if depS(X, Y) ≤ ε then
8: Delete edge X and Y in G,
9: Save S in Sepset(X, Y) and Sepset(Y, X);
10: end if
11: until edge X and Y is deleted or all S ⊆ Adjacencies(G, Y){Y} with |S| = t have been tested
12: until all ordered pairs of adjacent variables X and Y such that |Adjacencies(G, Y){Y}| ≥ t and S ⊆ Adjacencies(G, Y){Y} with |S| = t have been tested for conditional independence
13: t = t + 1;
14: until there is no adjacent nodes X, Y satisfying |Adjacencies(G, Y){Y}| ≥ t or t = k
/* Phase 2: Orientation */
15: for each triple of nodes X, Y, Z such that the pairs X, Y and pairs Y, Z are each adjacent in G but the pair X, Z are not adjacent in G
16: if min(|Adjacencies(G, Y){Y}|, |Adjacencies(G, Z){Z}|) ≤ k and min(|Adjacencies(G, X){X}|, |Adjacencies(G, Y){Y}|) ≤ k and Y ⊆ Sepset(X, Z) then
17: orient X—Y—Z into X→Y<Z,
18: end if
19: next
20: repeat
21: R1 Orient Y—Z into Y→Z whenever there is a certain Y such that X and Z are nonadjacent and min(|Adjacencies(G, Y){Y}|, |Adjacencies(G, Z){Z}|) ≤ k;
22: R2 Orient X—Y into X→Y whenever there is a chain X→Z→Y and min(|Adjacencies(G, X){X}|, |Adjacencies(G, Z){Z}|) ≤ k;
23: R3 Orient X—Y into X→Y whenever there are two chains X—Z→Y and X—W→Y such that Z and W are nonadjacent and min(|Adjacencies(G, X){X}|, |Adjacencies(G, Y){Y}|) ≤ k;
24: R4 Orient X—Y into X→Y whenever there are two chains X—Z→W and X—W→Y such that Z and Y are nonadjacent and min(|Adjacencies(G, Z){Z}|, |Adjacencies(G, Y){Y}|) ≤ k;
25: until no more edges in G can be oriented

Lemma 2
In a faithful BN, let G = (V, E) be a DAG and X, Y ∈ V and |Adjacencies(G, X){X}| ≤ |Adjacencies(G, Y){Y}| ≤ k. Then if X and Y are d-separated by some set, they are d-separated by a set S such that S ⊆ Adjacencies(G, X){Y} and |S| ≤ k.

Proof
Follows from Lemma 1, if X and Y are d-separated by some set, they are d-separated by a subset (denoted as S) of Adjacencies(G, X){Y}. Since |Adjacencies(G, X){X}| ≤ |Adjacencies(G, Y){X}| and |Adjacencies(G, X){Y}| = k, the cardinality of any subset of Adjacencies(G, X){Y} is no more than k because |Adjacencies(G, X){Y}| = k. Hence X and Y are d-separated by the set S such that S ⊆ Adjacencies(G, X){Y} and |S| ≤ k.

Theorem 1 (soundness)
Under faithful assumption, the set of all undirected edges returned by the LPC-algorithm is a superset of undirected edges in the CPDAG. Any directed edge created by the LPC-algorithm is a directed edge in the CPDAG.

Proof
The first phase of our algorithm is similar to the PC-algorithm, only difference is only 0-k order CI tests were performed (in line 14 of Table 2). The edges in skeleton can be broken by higher-order CI tests in the PC-algorithm will be kept in the LPC-algorithm. All the edges broken by 0-k order CI tests in the LPC-algorithm also can be broken by the PC-algorithm. Follows from Th. 5.1, Ch. 13 in ref. 17 which claims the correctness of the skeleton from the PC-algorithm. Hence, the set of all edges returned by the LPC-algorithm is a superset of edges in the CPDAG.

In the second phase of the LPC-algorithm, for each orientation rule, the numbers of adjacencies of each node per node pair (denoted by X and Y) are examined (in line 16 and lines 21–24 of Table 2), it follows from Lemma 2 and min(|Adjacencies(G, X){X}|, |Adjacencies(G, Y){Y}|) ≤ k, without loss of generality, X and Y is also adjacent in CPDAG because otherwise the edge between X and Y are removed by 0-k order CI tests in the phase 1. The conditions of all the orientation rules in phase 2 are still satisfied. It follows from Theorem 2 in ref. 21 that all the orientation rules are still sound. Hence, all the directed edges inferred from the orientation phase in LPC are also presented in CPDAG.

Appendix C: partial correlation calculations
For conditional independence (CI) tests used in our algorithm, we followed the partial correlation calculation used in ref. 17 and 22, that is, the sample partial correlation ρ, for any Z ∈ S,

$$\rho_{X,Y|S} = \frac{\rho_{X,Z|S} - \rho_{X|S} \rho_{Y|S} \rho_{Z|S}}{\sqrt{(1 - \rho^2_{X|S}) (1 - \rho^2_{Y|S})}}$$  (1)

The zeroth-order partial correlation ρ_{X,Y|0} is defined to be the regular Pearson correlation coefficient ρ_{X,Y}. Actually, the
k-th order partial correlation (i.e., with |S| = k) can be easily computed from three (k − 1)th order partial correlations. Thus the sample partial correlation \( \rho_{X,Y|S,Z} \) can be calculated recursively by using eqn (1).

For testing whether a partial correlation is zero or not, we apply Fisher's Z-transformation of the partial correlation:

\[
\sqrt{m - 3} |Z(X, Y|S)| > \Phi^{-1}(1 - \alpha/2) \tag{2}
\]

Classical decision theory yields the following rule when using significance level \( \alpha \). Reject the null-hypothesis \( H_0(X,Y|S): \rho_{X,Y|S} = 0 \) against the two-sided alternative \( H_A(X,Y|S): \rho_{X,Y|S} \neq 0 \) if

\[
Z(X, Y|S) = \frac{1}{2} \log \left( \frac{1 + \rho_{X,Y|S}}{1 - \rho_{X,Y|S}} \right) \tag{3}
\]

where \( \Phi(\cdot) \) denotes the cumulative distribution function of a Gaussian distribution with zero mean and unit standard deviation and \( m \) is the sample size. Thus, the left-hand side of eqn (3) is used as \( \text{dep}_p(X,Y|S) \) and the right-hand side of eqn (3) is used as the threshold \( \varepsilon \) in LPC.
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