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Barcoding of nano- and micro-particles allows distinguishing multiple targets at the same time within

a complex mixture and is emerging as a powerful tool to increase the throughput of many assays.

Fluorescent barcoding is one of the most used strategies, where microparticles are labeled with dyes

and classified based on fluorescence color, intensity, or other features. Microparticles are ideal targets

due to their relative ease of detection, manufacturing, and higher homogeneity. Barcoding is

considerably more challenging in the case of nanoparticles (NPs), where their small size results in

a lower signal and greater heterogeneity. This is a significant limitation since many bioassays require the

use of nano-sized carriers. In this study, we introduce a machine-learning-assisted workflow to write,

read, and classify barcoded PLGA–PEG NPs at a single-particle level. This procedure is based on the

encapsulation of fluorescent markers without modifying their physicochemical properties (writing), the

optimization of their confocal imaging (reading), and the implementation of a machine learning-based

barcode reader (classification). We found nanoparticle heterogeneity as one of the main factors that

challenges barcode separation, and that information extracted from the dyes' nanoscale confinement

effects (such as Förster Resonance Energy Transfer, FRET) can aid barcode identification. Moreover, we

provide a guide to reaching the optimal trade-off between the number of simultaneous barcodes and

classification accuracy supporting the use of this workflow for a variety of bioassays.
Introduction

Particle-based biochemical assays are cornerstones of molecular
diagnostics, materials, and drug discovery, as well as in vivo and in
vitromolecule and cell tracking.1One of the current focuses in this
eld is to make these assays high-throughput to increase their
speed and the number of tests you can perform per unit of time.
An approach to achieving high-throughput assays is to label the
particles of interest with readable tags (barcodes), to distinguish
them within a mixture, and runmultiple assays simultaneously in
‘one-pot’.2,3 In the past decades, several strategies have been
proposed for information encoding, e.g., morphological,4,5

magnetic,6 DNA,7 optical,8 or hybrid/multi-modal9–12 barcoding
systems. Among these, optical-based methods are widely used,
since they offer a high number of codes, multiple encoding
parameters, and fast and robust decoding methodologies that can
be easily implemented in most applications.3 Fluorescent-based
barcoding is the most widely used optical modality, with the
preferred encoding element being the uorescent spectra and
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intensity. Depending on the chosen optical probe and read-out,
other features can also be exploited, such as lifetime,13 phase-
angle,14 or probe kinetics.15 Unlike intrinsic properties, the inten-
sity varies with probe concentration, with different intensity levels
achievable by varying the amount of uorophore per particle.

To date, uorescent barcoding has been mostly applied to
microparticles16,17 due to their high encoding capacity, homoge-
neity, and ease of fabrication and labeling.18,19 The high encoding
capacity is mainly attributed to their large volume or surface area
available to host a high number of optical probes at a wide range
of concentrations, which translates into several narrow and
separable intensity levels. Moreover, detection and uorescence
quantication inmicroparticles can be easily achieved due to the
high signal-to-noise ratio (SNR) and large size.

However, in applications where particles are used as labels to
study cells and biological processes (e.g., cell labeling, single-
virus intracellular trafficking, or receptor tracking20–23), nano-
particles (NPs) are preferred or even required. Downscaling
objects frommicro to nano is not trivial, and barcoding NPs has
been proven to be remarkably more challenging. A smaller
volume results in less available space to incorporate probes
when compared to their micron-size counterpart. This is
translated in lower and narrower ranges of intensities, low SNR,
and the aggravation of energy transfer processes due to the
proximity of dyes within the matrix (e.g., aggregation-caused
Nanoscale Adv., 2023, 5, 2307–2317 | 2307
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quenching (ACQ) and Förster Resonance Energy Transfer
(FRET), among others). Moreover, nanoparticles are intrinsi-
cally more heterogeneous, since small variations in size can
lead to big changes in properties. Finally, dye incorporation
oen inuences nanoparticle surface properties, especially
when dyes are conjugated to the surface. Since NP reactivity,
interaction with the environment, and biological performance
are highly inuenced by surface properties, preserving the NP
surface is pivotal in many applications, such as drug delivery.
Some strategies have been successfully proposed to improve the
ACQ of encapsulated dyes (e.g., modifying the dye with a coun-
terion prior to encapsulation24), but less attention has been
given to extracting information from the energy transfer
processes in dye-loaded particles25 or even using machine
learning to distinguish different classes or populations.9,26

In this work, we want to explore the challenges in the engi-
neering, imaging, and identication of individual uorescent
nano-barcodes, which preserve their properties aer dye
incorporation. As a model carrier, we choose Poly Lactic-co-
Glycol Acid–Poly Ethylene Glycol (PLGA–PEG) NPs, a widely
used biocompatible material in countless biomedical applica-
tions because of its low toxicity, biocompatibility, and biode-
gradability.27 We encapsulated all possible combinations of
three conventional spectrally separated dyes at one of three
intensity levels (zero, low, high); leading to a total of 26 barc-
odes. Within this framework, we explored the feasibility and
challenges of barcoding per intensity level and color combina-
tion. We found out that nanoparticle heterogeneity is the main
limiting factor, even for monodisperse particles with <0.1
polydispersity index (PDI) by dynamic light scattering (DLS). We
also observed that barcoding by color combinations gives rise to
more distinct ngerprints than barcoding by intensities of the
same color. We also hypothesized that information related to
energy transfer and spectral overlap can increase the accuracy of
the barcode identication. For this, we implemented a multi-
channel-detection strategy, which collected not only informa-
tion about direct excitation and emission, but also about cross-
excitation and cross-emission. To enable the identication of
barcodes, we trained a machine learning classier, or barcode
reader, which was capable of classifying individual nano-
particles. We then investigated how the accuracy of the classier
increased by systematically removing the less precise classes.
With this information, we studied the tradeoff between the
number of barcodes and the classication accuracy, thereby
providing a guide to choose the proper barcoding strategy
depending on the application. We believe that this approach
and the fundamental understanding provided in this work
could aid in the design of barcode schemes that can be easily
integrated into a variety of uorescent bioassays to increase
their throughput.

Results and discussion
Barcoding strategy scheme

In this work, we report a workow to write, read, and classify
uorescently barcoded nanoparticles at a single-particle level,
as schematically reported in Fig. 1a. PLGA–PEG NPs were
2308 | Nanoscale Adv., 2023, 5, 2307–2317
formulated by bulk nanoprecipitation, encapsulating different
mixtures of three spectrally-separated organic dyes (DiO, DiI,
DiD) in three specic concentrations (0, 1 mM, 10 mM or zero,
low, high) yielding 26 possible combinations or N classes
(Fig. 1b), according to N = nm − 1, where n is the number of
intensity levels and m the number of dyes. For each barcode
(class), more than 2.000 single nanoparticles were imaged with
confocal microscopy in six channels (designated with Greek
letters a–z), which were dened based on the spectral properties
of the dyes (Fig. 1c), capturing not only the characteristic signal
of individual dyes (direct excitation and emission) but also the
spectral overlap and interactions between dyes (e.g., cross-
excitation, cross-emission, FRET, and other non-radiative
interactions), given our optical set-up. The resulting confocal
images were analyzed to extract the integrated intensity and
sigma of the tted Gaussian for each nanoparticle. With this
reading procedure, we obtained 14 features for every individual
nanoparticle that were then analyzed using Principal Compo-
nent Analysis (PCA) and a machine learning classication
algorithm (Fig. 1d) to assign every detected particle to the
correct class.
Particle formulation and ensemble characterization

The rst challenge to successfully engineer barcoded nano-
particles is the incorporation of the probe into the carrier in
a way that yields sufficient signal to be detected without per-
turbing key properties, such as size and surface chemistry. To
preserve the carrier surface, we chose dye encapsulation over
surface conjugation. This method is also more time- and cost-
effective, since probe incorporation is achieved in situ in
a single step, during the formulation process of the NPs by bulk
nanoprecipitation.

However, not every dye will incorporate with the same effi-
ciency. PLGA–PEG is a block co-polymer that self-assembles into
nanospheres with a hydrophobic core (PLGA) and a hydrophilic
surface (PEG). Previous work in our group studied the relation
between Encapsulation Efficiency (EE) and physicochemical
properties of three conventional red dyes (DiD, NileRed, Doxo-
rubicin), and found that EE was increased with the degree of
hydrophobicity of the dye.28 For this work, we chose the dye with
the highest EE (DiD), and we added to the color panel two more
dyes of the same family with similar chemical structures and
properties (DiO, DiI). Apart from EE, it is important that the dye
keeps its uorescence once incorporated into the core since
uorescence is highly inuenced by the matrix. To assess dye
encapsulation, we formulated PLGA–PEG NPs with a range of
dye concentrations from 0.1 mM to 100 mM and measured
uorescence intensity with bulk spectroscopy (Fig. S1†), and
single-particle intensity with Total Internal Reection Fluores-
cence (TIRF) microscopy (Fig. S2†). These results conrmed dye
encapsulation and particle detection at a single-particle level.
Ensemble results (bulk spectroscopy, Fig. S1b†) showed an
increase in uorescence with an increase in dye concentration
until saturation around 50 mM. Aer this value, increasing the
concentration of added uorophore leads to a marked decrease
in intensity, which likely occurs due to energy transfer processes
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 (a) General workflow from Poly Lactic-co-Glycol Acid (PLGA) Poly Ethylene Glycol (PEG) nanoparticles (NPs) formulation to machine
learning classification. (b) Dye encapsulation scheme of the 26 barcodes proposed using three moderately separated optical dyes (DiO, DiI, DiD)
at three concentration levels (0, 1 mM, 10 mM or zero, low, high) to form single, dual, or triple mixtures. (c) Schematic representation of the six
detection channels based on spectral properties of the dyes (a–z): including three main channels – a (DiD, 638 ex., 648–750 em.), b (DiI, 552 ex.
563–620 em.) and d (DiO, 488 ex., 498–538 em.) – and the three additional channels (g, 3, z) to capture spectral overlap and dye interactions. (d)
Illustration of feature extraction (intensity and sigma of the fitted Gaussian) from confocal raw images (a–z), and classification of the nano-
barcodes based on those features.
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such as Aggregation-Caused Quenching (ACQ). Finally, we
checked whether dye encapsulation inuenced nanoparticle
properties by DLS and zeta potential (Fig. S3†). We conrmed
that carrier properties did not vary signicantly with the addi-
tion of dye. Based on the previous results, the dyes DiO, DiI and
DiD were chosen to be encapsulated in three intensity levels 0, 1
and 10 mM inside PLGA–PEG NPs, yielding the 26 possible
combinations depicted in Fig. 1b. Bulk physicochemical char-
acterization of these barcodes is available in the ESI† (Table S1,
Fig. S4 and S5†).
Single-particle optical characterization

The second challenge is the detection and quantication of the
barcoded nanoparticles. To optimally image individual nano-
barcodes on a glass substrate, they must be immobilized on
the surface to avoid uctuations in the uorescence signal due
to Brownian motions. Second, they should be distributed at
© 2023 The Author(s). Published by the Royal Society of Chemistry
a medium-to-low density of particles per Field Of View (FOV) to
ensure that the detected signal originates only from one
particle. Finally, a sufficient SNR is required for proper identi-
cation: techniques such as Confocal microscopy or TIRF
possess enough sensitivity to achieve proper SNR values for
detection and later quantication.

As every object is below the diffraction limit of light, nano-
particles appear as bright spots, with a corresponding point
spread function (PSF), whose size is inuenced by the wave-
length of the excitation light, the numerical aperture of the
objective and the actual size of the object.29 Based on theoretical
calculations, we estimated the Full Width at Half Maximum
(FWHM) of our nanoparticles to be around 200 nm, about twice
as big than the particles' “real size”. We used this value as
a reference for proper identication of single nanoparticles.
Confocal microscopy was chosen as the imaging modality for
the barcoded nanoparticles due to the capability to resolve
Nanoscale Adv., 2023, 5, 2307–2317 | 2309
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Fig. 2 (a) Representative confocal images of barcode 12 (10 mM DiO, 10 mM DiI) in channels a–z and merged channel (400% zoomed in):
barcoded nanoparticles appear as point spread functions that can be fitted to a Gaussian function and which intensity and sigma can be
quantified. (b) Distribution of intensities and sigma values of the nanoparticle population for each of the six acquisition channels (a–z) and the
merged one. The resulting 7 values of intensity and sigma per particle constitute the 14 features that can be used in the machine learning
algorithm to discriminate barcodes/classes.
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single nanoparticles as a PSF with a good SNR (Fig. S6†), and the
possibility to implement a multi-channel detection strategy, by
dening specic laser-detection window combinations
(channels).

As schematically depicted in Fig. 1c, we dened six acquisi-
tion channels, each of them designated with a Greek letter (a–z).
Three of the channels (a, b, d) collect the direct uorescence
signal of each of the three uorophores at their optimal exci-
tation wavelength: a for DiD, b for DiI, and d for DiO. The other
three additional channels (g, 3, z) aim to capture a combination
of spectral overlap and possible dye interactions: g for DiI cross-
emission or bleed-through, DiD cross-excitation, DiI–DiD
energy transfer; 3 for DiO cross-emission or bleed-through, DiI
cross-excitation, DiO–DiD energy transfer; and z for DiI-cross
emission due to energy transfer from DiO or DiI cross-
excitation. Depending on the dye combination, we expect to
detect different patterns across the six channels. For instance,
when having one of the three dyes present, we expect to collect
most of the signal from the corresponding main channel, and
a variable fraction of this signal from the additional channels.
This way, we aim to capture the optical ngerprint of the bar-
coded nanoparticles and to investigate whether information
2310 | Nanoscale Adv., 2023, 5, 2307–2317
related to energy transfer and optical overlap is useful to sepa-
rate the barcode populations, and to which extent.

For quantication and feature extraction from the acquired
images (Fig. 1d), we used ThunderSTORM,30 an Image-J plug-in
generally used for single molecule analysis. This soware
identies the centroid of each PSF, ts it to a Gaussian function
and extracts the integrated intensity and sigma (width of the
function at half height) for each detected spot. As not every
particle will appear in every channel, all channels are merged
into a reference channel (Fig. 2a), which is used to nd the
coordinates of every particle in the FOV and assign them an ID.
The particle coordinates are then used to match the corre-
sponding values of intensity and sigma of the same particle in
each of the acquisition channels. Finally, the resulting dataset
includes: NP ID, its coordinates, barcode (class) and the corre-
sponding 14 features (7 intensity values and 7 sigma values
extracted from the six acquisition channels and the merged
channel) (Fig. 2b).

Fig. 2 shows representative confocal images and the corre-
sponding quantication of barcode 12, a dual mixture of DiO
and DiD at high intensity. As expected, most of the uorescence
intensity was collected from two of the main detection channels
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 Principle Component Analysis (PCA) of single barcoded nanoparticles: three-dimensional plots of principal components 1, 2 and 3 with (a)
all 26 barcodes colored, (b) single colors colored, and (c) single and dual colors (Dil–DiO mixtures) colored. The variances explained by the
different principal components (PC) are: PC1 = 80.4087%, PC2 = 13.0798% and PC3 = 5.6811%. Different perspectives on the PCA plot can be
found in Fig. S8† and online.

Paper Nanoscale Advances

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

3 
M

ar
ch

 2
02

3.
 D

ow
nl

oa
de

d 
on

 1
0/

16
/2

02
5 

11
:2

9:
48

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
corresponding to DiO and DiI (b and d, respectively), a fraction
of signal from the additional channels (g, 3, z), and no intensity
from the DiD channel (a). The intensity measured in channel g
could be mainly attributed to DiI cross-emission or bleed-
through, whilst in channel z cross-emission and cross-
excitation of DiI are likely to be the most contributing factors.
Ultimately, in channel 3, that combines the excitation laser of
DiO with the emission window of DiI, a fraction of themeasured
intensity could be attributed to DiO bleed-through and DiI
cross-excitation and to the energy-transfer between these two
uorophores. FRET is possible when dyes are in close proximity
(within 10 nanometers from each other) and their emission and
excitation spectra overlap, which would be the case of the
encapsulated dyes, being DiO the donor and DiI the acceptor.

Interestingly, when looking at single-particle intensity
distribution, we noticed a signicant overlap between two
different intensity levels of the same uorophore, whilst in bulk
these intensity levels seem to be very well separated (Fig. S7†).
This heterogeneity can also be seen in the distribution of
intensities in Fig. 2b. Heterogeneity in size and features
becomes critical when evaluating single nanoparticles and only
becomes evident when analyzing particles at a single-particle
level. We believe that the variations in intensity between
nanoparticles with the same signature (barcode/class) could be
attributed to a variety of factors. Firstly, even though our
© 2023 The Author(s). Published by the Royal Society of Chemistry
nanoparticles are considered highly monodispersed (PDI < 0.1),
small uctuations in size can have a considerable inuence on
the effective encapsulation of the dye (since the dye concen-
tration varies with r3 of the particle). In addition, dye encap-
sulation is a stochastic process and, during this process, the
dyes can be oriented in diverse ways, some of which can favor
their aggregation through p–p stacking causing quenching of
the probe. Finally, interaction between dyes leads to
phenomena like FRET, inuencing the uorescent signal.

The non-linearity of dye–dye and dye–matrix interactions, as
well as the heterogeneity between particles, challenges the
classication of nano-barcodes. Among these “undesired” dye
interactions, multicolor FRET is generally seen as the main
impediment to discriminate dye-loaded particles, since no
mechanistic model can describe the phenomenon in its
complexity.25 One could also try to minimize or virtually elimi-
nate some of these effects by tuning the optical setup (e.g.
excitation source, emission lters) or by establishing intensity
thresholds to lter the signal coming from these interactions,
which in turn would result in loss of signal and information.
However, we hypothesized that the information related to these
phenomena can be exploited to our advantage to encode and
decode the barcodes using machine learning. This type of
methodology allows us to nd patterns within data that are not
intuitive or clear for humans.
Nanoscale Adv., 2023, 5, 2307–2317 | 2311
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Fig. 4 Machine learning barcoding strategy. (a) Model training workflow, the model training and comparison step (together with the training and
testing set split) and the top model optimization, were performed 26 times, discarding the least precise each time. (b) Accuracy fluctuation
analysis of the machine learning model according to the number of classes. Red lines indicate the chosen model, using 10 barcodes and
obtaining an overall accuracy of ∼86%, a sensitivity of ∼83% and a precision of ∼86%. All top-models in each iteration were optimized to report
their accuracy. (c) Confusion matrix of barcode identification, using a multi-layer perceptron classifier. The diagonal indicates the number of
correct barcode classifications. (d) Accuracy fluctuation analysis according to the number of features, discarding them in order of importance, as
shown in the table on the right. The feature importance order was obtained from the second-best performing model (light gradient boosting
machine). Feature importance is calculated by the amount that each attribute split point improves the performance measure, weighted by the
number of observations the node is responsible for. Non-optimized models were used for this test, thus the difference in the final accuracy
shown in the graph.
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Optical ngerprint visualization

Before training a machine learning algorithm for classication,
the 14 features previously acquired per particle were turned into
a 14 dimensional dataset. The 14-D data was visualized in a 3D
space using Principal Component Analysis (PCA, Fig. 3), in
which a single dot corresponds to an individual barcoded
nanoparticle.

The visualization of the complete set of 26 barcodes (Fig. 3a)
highlights the discussed heterogeneity and overlapping
between classes. Despite this heterogeneity, the classes seem to
have a preferential orientation in this space. Fig. 3b displays the
six single-color barcodes (DiO, DiI, DiD) at low or high inten-
sities (1, 10 mM). The three colors seem to align forming an axis
towards a common vertex. The low intensity barcodes seem to
be more localized in space, closer to this central vertex, where
they overlap with the high intensity population that also
displays a higher spread. This increased heterogeneity in
intensity with increasing dye concentration can also be
observed in the intensity histograms (Fig. S7†). Interestingly,
dual mixtures of DiO and DiI appear in a plane between their
two corresponding single colors (Fig. 3c). Moreover, the higher
the amount of one color in the mixture, the closer the barcode
gets to that single color. For instance, barcode 8 (1 mM DiO, 10
2312 | Nanoscale Adv., 2023, 5, 2307–2317
mMDiI) is closer to barcodes 3–4 (DiI-only), while barcode 11 (10
mM DiO, 1 mM DiI) is closer to barcodes 1–2 (DiO-only). The
same trend can be observed with DiI–DiD and DiO–DiD
mixtures. This rational organization in space may be used for
anticipating the position of new barcodes and guiding the
design of new combinations. Despite this seemingly predictable
orientation of barcode populations in space, there is
a substantial overlap between barcodes that challenges their
identication. As discussed earlier, the intrinsic heterogeneity
of nanoparticles in size and dye encapsulation together with
energy transfer phenomena hinder barcode identication.
Therefore, the establishment of an automated machine
learning classicationmethod to identify the barcodes becomes
crucial for data that cannot be easily separated visually.
Machine learning classication and barcode reader

To identify and classify the barcodes, we developed an auto-
mated barcode reader, utilizing machine learning (Fig. 4).

First, as the real data is heterogenous in the amount of
samples per class, we wanted the dataset to reect this as such
an unbalanced dataset (that is, the number of observations per
class is not equal, Table S2†), containing the 26 barcodes with
14 features (7 intensity values, 7 sigma values from the channels
© 2023 The Author(s). Published by the Royal Society of Chemistry
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Fig. 5 Barcode reader proof-of-concept test on virtually generated mixtures of barcoded nanoparticles (without labels). (a) Barcode reader
workflow: we input unlabeled barcodes (from unseen data) into the model to identify them. (b–e) Barcode reader results. Class predictions are
represented in a confusion matrix, correct classifications are found in the diagonal and misclassifications in the off-diagonal cells. Different
mixtures with distinct levels of difficulty were tested: (b) easy (barcodes 2 and 6), (c) medium (barcodes 1 and 3), (d) hard (barcodes 7 and 9) and (e)
all the barcodes together. (f–i) Histograms showing the frequency of class predictions for each mixture. The correct class is highlighted in
orange; however, this does not mean the classifications shown in that column are all correct, false positives may be included.

Table 1 Channel optical specifications

Channel
Laser line
(nm)

Detection window
(nm)

a 638 648–750
b 552 563–620
g 552 648–750
d 488 498–538
3 488 562–620
z 488 648–750
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and the merged channel). The dataset was rst standardized
using Z-scores to accommodate variance, and then randomly
split into a training set (80%) and a testing set (20%) in
a stratied way. The data was used to train and compare een
© 2023 The Author(s). Published by the Royal Society of Chemistry
machine-learning models using Pycaret (v2.3.4).35 All models
were evaluated using a ten-fold cross-validation protocol. We
compared a total of een approaches, of which six were linear
and nine non-linear (Table S3†). These classiers were sorted on
accuracy (Table S4†), that is, the number of correct predictions
divided by the total number of predictions (Table S5†). As
a result, the top-three classiers were: Multi-Layer Perceptron
(MLP 31), Light Gradient Boosting Machine (LGBM31), and
Random Forest (RF32), and their accuracies on the 10-class
model, described below, before tuning were ∼83%, ∼80 and
∼79%, respectively. The top classier (MLP) is a neural network,
which are computational models based on the structure of the
human brain, where neurons compose the multiple processing
layers. To test whether the information extracted from the
multi-channel acquisition helped the classication of the
barcodes, we repeated the analysis using only the features
Nanoscale Adv., 2023, 5, 2307–2317 | 2313
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extracted from the three main acquisitions channels (a, b, d),
which led to a drop in the accuracy of more than 20% (Table
S6†). This conrmed the value of this multi-channel strategy to
exploit information from “undesired” phenomena such as
spectral overlap, and radiative and non-radiative interactions
(dye–dye, dye–matrix) without explicitly making a mathematical
model for it.

We then investigated the trade-off between the number of
classes and the accuracy of the optimized top model (Fig. 4b).
On one hand, different applications of our barcode reader may
need stricter accuracy, which would be achievable only with
fewer classes. On the other hand, some other applications
would benet from having more classes, even if that means
a drop in accuracy. Starting with the general model of 26
barcodes, we re-run the computational workow twenty-ve
more times, and performed backward class elimination, i.e.,
we dropped one class at a time (the one with the worst model-
based precision (Table S4†) and re-trained the model
(Fig. S12†). For each subset of investigated classes, we analyzed
the performance of the top algorithms based on accuracy. As
expected, decreasing the number of classes improves the
performance of the model. The accuracy of the model starts at
100% when evaluating one, two or three classes and decreases
almost linearly with the addition of new classes until it reaches
65% when taking all 26 classes. For later implementation in
a uorescent-based assay, one may evaluate which target accu-
racy is required for the intended application and choose the
corresponding number of classes. Therefore, our barcode
reader can be customized to the application's needs by lowering
or increasing the accuracy to include more or fewer classes.

For further demonstration of the barcode reader, we selected
a model with a good trade-off between accuracy and the number
of included classes, for a generic application: the 10-class model
with an accuracy of 86.24% (Table S7†). The barcodes in our
nal model consisted of one single color (barcode 1), eight dual
colors (barcodes 12–18, barcode 21), and one triple-mixture
(barcode 25). The hyperparameters optimized while tuning
the model can be found in Table S8,† these were automatically
selected by Pycaret when using the tune_model function. The
resulting confusion matrix is shown in Fig. 4c. Most barcodes
are correctly classied: out of the total 10 classes, 6 are classied
with a precision of over 80%, while the rest barely go below 70%.
For example, barcodes 7 and 9 are the most confused, with
a precision of 73% and 69%, respectively (Fig. 4c).

Then, to get more insights into our barcode reader, we per-
formed a feature importance analysis (Fig. 4d). Although we
chose an MLP for our application, as it achieved the highest
accuracy (>85%), neural networks are a rather opaque model.48

Therefore, for this analysis, we took the second-best performing
model (LGBM), an improved algorithm of a decision tree, which
accuracy is close to that of the neural network (∼80%) and is
more interpretable. Feature importance here is calculated by
the amount that each attribute split point in the decision tree
improves the performance measure, weighted by the number of
observations the node is responsible for. The resulting feature
importance plot (Fig. S9†) highlights that most of the infor-
mation is encoded in the intensity values, as the model accuracy
2314 | Nanoscale Adv., 2023, 5, 2307–2317
is close to saturation before adding the sigma values. The
merged values of both intensity and sigma are the most
predictive features, followed by the intensity of channels a, b, 3,
g and d, in this order. In the future, we aim to implement
explainable AI approaches that could describe neural
networks.33 Moreover, we also evaluated the number of obser-
vations per class needed to reach the maximum accuracy of the
model (Fig. S10†). The results show that 1000 observations (i.e.,
NPs) are enough to reach the target accuracy of the given
dataset. The information obtained from these evaluation tests is
relevant to planning and building future datasets based on this
system: for instance, by adding an extra uorophore (color),
changing or adding intensity levels, or even reducing screening
time.

Finally, we performed a ‘real-life’ test of the barcode reader
(Fig. 5). Using the confusion matrix in Fig. 4c, we identied
which classes were harder to separate (less precise) and easier to
separate (more precise). Based on that, we used external data
(unseen by the trained model and unlabeled) to make four sets
of virtual mixtures, mimicking different real-life situations. The
mixtures combined several barcodes in the same ratio accord-
ing to the following criteria: barcodes that were usually
confused and therefore hard to separate (classes 7 and 9),
hardly ever confused and therefore easy to separate (classes 2
and 6), found in the average of confusion (classes 1 and 3) and,
nally, all of them (classes 1–10). Fig. 5a summarizes the
workow followed for this performance test, Fig. 5b–e display
the corresponding confusion matrixes and Fig. 5f–i show the
histograms with the frequency of predictions for each class in
each mixture. The barcode reader performance varied depend-
ing on the mixture, reaching an accuracy of 75% for the ‘harder’
mixture (most confused classes), up to 95% of accuracy for the
‘easier’ mixtures (less confused classes). Overall, the model
performed as expected with an average accuracy of 85%.

This output (Fig. 5f–i) can be useful to identify the most
frequent hits within a mixture. An example of a setting in which
this methodology can be found useful is the eld of drug
delivery. For instance, candidate nanocarriers with varying
surface properties could be evaluated simultaneously in bio-
logical systems using this barcode strategy, since the dye is
encapsulated, and the surface remains undisturbed.34

Conclusions

Despite the great interest of dye-loaded polymeric nanoparticles
as barcodes for biological assays, a limited number of codes are
available due to spectral overlap, energy transfer, self-
quenching, and the intrinsic heterogeneity of nanoparticles.
Some strategies have been successfully exploited to minimize
self-quenching and improve encapsulation efficiency of poly-
meric nanoparticles. In contrast, less attention has been
directed to the use of data analysis techniques like machine
learning to improve separation of barcodes, or to exploit
information related to optical artifacts and ‘undesired’
phenomena such as energy transfer.

In this paper, we presented a workow to write, read and
classify optically barcoded polymeric nanoparticles with un-
© 2023 The Author(s). Published by the Royal Society of Chemistry
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altered surface properties. This strategy is based on dye-loaded
nanoparticles, multi-channel detection and machine learning
classication. With the resulting barcode reader, we were able
to distinguish all 26 classes with an accuracy of ∼65% and 10
selected classes with an accuracy of ∼85%. Depending on the
accuracy required by the specic application of the nano-
barcodes, one can choose a barcode reader model with more
classes (less accurate but increased throughput) or fewer classes
(more accurate but reduced throughput). We observed that
heterogeneity between particles remains one of the main factors
that compromise the separation of nano-barcodes, which
makes differentiation of barcode populations by intensity levels
more challenging than separation by colours. Therefore, the
proposed barcode scheme could be extended by incorporating
more dyes (in the near-UV or far-red) into the pool. There are
also a few opportunities to increase accuracy of the classier, by
improving homogeneity of nano-carriers (in size and/or
encapsulation), or by measuring other optical properties such
as uorescence life-time, as additional features for the
classier.

Overall, we envision that this strategy can be easily imple-
mented in the current pipeline of several bioassays to increase
their throughput, accelerating time-consuming processes by
testing different batches simultaneously and reducing the
associated costs.
Experimental
Materials and reagents

All PLGA-based polymers were purchased from Akina Inc (USA):
PLGA polymer with 50 : 50 LA : GA ratio and Mn = 25–35 kDa
(#AP082); PLGA–PEG with 50 : 50 LA : GA ratio and Mw = 30 : 5
kDa (#AK102). Acetonitrile HPLC-grade was used as solvent for
the nanoprecipitation process. Cyanine dyes were acquired
from Sigma-Aldrich: DiO (#D275), DiI (#D3911), DiD (#D7757).
Dye stock solutions were prepared in acetonitrile at a concen-
tration of 1 mM.
Particle formulation and ensemble characterization

PLGA–PEG nanoparticles were formulated by bulk nano-
precipitation. Succinctly, a 10 mg ml−1 polymer mixture (35%
PLGA, 65% PLGA–PEG) with variable concentration of dye (1–10
mM) was prepared in acetonitrile (solvent phase). Nano-
precipitation was achieved by adding the polymer solution
dropwise to ultrapure water at a ratio solvent:anti-solvent of 1 :
10, under vigorous stirring (700 rpm) at RT. Solvent evaporation
was allowed overnight at 400 rpm, RT, protected from light in
a fumehood. Particle purication from non-encapsulated dye
was performed with a 10 kDa 0.5 ml Amicon-Ultra lter
following manufacturer's instructions.

Hydrodynamic radius was measured using Dynamic Light
Scattering (DLS) using a Zetasizer Nano-ZS (Malvern Pan-
alytical), with a 633 nm laser and 173° Backscatter detector.
Bulk uorescence was read using a Varian Cary Eclipse Fluo-
rescence Spectrophotometer (Agilent Technologies, USA), with
a monochromator that allowed excitation at 488, 552 and 638.
© 2023 The Author(s). Published by the Royal Society of Chemistry
Single particle characterization: confocal microscopy

For imaging, a 2000× dilution from the nanoparticle stock in
PBS 1× was loaded in a 30 ml custom-made ow chamber,
consisting of a glass microscope slide (Menzel Gläser, 76 × 26
mm, thickness 1 mm) and a coverslip (Menzel Gläser, no. 1.5,
24 × 24 mm, thickness 170 mm). Single nanoparticles were
imaged using a Leica HC PL APO 100×/1.4 oil-immersion
objective with a Leica DMi8 microscope with a confocal TCS
SP8 unit. Each sample was excited sequentially with a 488, 552
and 638 lasers at 0.5% of power, and the signal was recorded
with a hybrid detector Leica hyD1. The corresponding 6
channels (Table 1) were dened based on spectral properties
of the three selected dyes: the three main channels (a, b, d)
were dened by combining the optimal laser line for each
uorophore with the corresponding emission window –

a (DiD, 638 ex., 648–750 em.), b (DiI, 552 ex. 563–620 em.) and
d (DiO, 488 ex., 498–538 em.) – and the three additional
channels (g, 3, z) were proposed by pairing the excitation line
of one uorophore with the emission window of other (as long
as the emission l was longer than the excitation), in order to
collect information related to spectral overlap, dye interac-
tions, etc.

Each 16 bit image in the 6-channel sequence had a size of
504 × 504 pixels, a pixel size of 92.45 nm in X and Y, and was
acquired with a scan speed of 400 Hz lines per second (0.8
frames per second), 16-line average and 1.0 airy unit.

Raw images were processed with ImageJ (NIH, USA) soware
and ThunderSTORM plug-in.30 First, the six images of each
sequence were merged into a reference image and Thunder-
STORM was used to nd the centroid of each point spread
function (coordinates x,y) and extract the Gaussian-tted
intensity and sigma.

Then, with MATLAB R2019a (MathWorks), each PSF/
localization on the reference image was matched to the corre-
sponding localization in the individual channels using their
coordinates (shortest Euclidean distance in a radius of 120 nm).
The resulting report includes 7 values of intensities and 7 values
of sigma (6 channels + reference channel) for each observation
(PSF/localization), a total of 14 features. For each barcode or
class, 10–15 elds of view (FOVs) were analyzed to build our
dataset (with a minimum number of 2000 observations (parti-
cles) per class (barcode)).
Optical ngerprint visualization: principal component
analysis (PCA)

To visualize 14-D data, principal component analysis (PCA)
was used to reduce the dimensionality of our data and
investigate possible patterns in a 2D and 3D space. This
analysis was run with MATLAB R2021a's ‘pca’ function,
using the Singular Value Decomposition (SVD) algorithm to
center the data, and a matrix containing the 14-feature
values of at least 2000 observations from each barcode or
‘class’ as input argument. As a result, the function returns
the coefficient matrix (where columns correspond to the
coefficients for one principal component in descending
order of component variance), the principal components
Nanoscale Adv., 2023, 5, 2307–2317 | 2315
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scores, and the principal components variances. Using the
scores for each of the top 3 principal components, we were
able to plot the PCA gures.
Machine learning classication and barcode reader

Preprocessing. The original unbalanced dataset, consisting
of 14 features (6 intensity values, 6 sigma values, and the cor-
responding merged values), was standardized using Z-scores
prior to training. The datasets were split into a training set
(80%) and a testing set (20%) in a stratied way, to maintain the
original unbalance of the classes.

Algorithms and training. PyCaret (v2.3.4)35 was used to
compare models built-in in Sci-kit Learn (v0.24.2), select the
best performing one, and optimize it. The models trained and
compared during this process were: multi-layer perceptron
classier,36 light gradient boosting machine,31 random forest
classier,32 extra trees classier,37 support vector machine38

(both radial and linear kernel), logistic regression,39 K-
neighbors classier,40 decision tree classier,41,42 linear
discriminant analysis,43 ridge classier,44 naive bayes,45

quadratic discriminant analysis46 and Ada boost classier.47 A
total of 26 different sub-sets from the original dataset were
used, excluding each time the least precise class, aer model
training.

Model validation. Aer selecting the model with the optimal
number of classes, it was optimized and evaluated. The opti-
mization process was focused on increasing the accuracy of the
model; the metrics optimized were doubling the size of the
hidden layers in the MLP classier and changing the learning
rate from ‘constant’ to ‘adaptive’ (Fig. S12b and c†). This tuning
process is done automatically by calling the function “tune_-
model” in Pycaret, which by a process of trial and error in 10
iterations, adapts hyperparameters to obtain a better perfor-
mance. The model was validated with ten-fold cross-validation.
To evaluate the performance of the algorithm, metrics based on
the confusion matrix were exploited: accuracy (Table S4†) and
precision (Table S4†). And the nal model was chosen based on
its accuracy.

Furthermore, the lack of chance correlation was veried
using Y-scrambling (Fig. S11†), this analysis is performed by
randomly shuffling the target column of the dataset while
keeping the input features unchanged, so the features do not
match their label anymore, and retraining the model and
noting its accuracy. This procedure is repeated 100 times.
Data visualization and graphics

MATLAB R2021a (MathWorks) and Origin 2020 (OriginLab
Corporation, Northampton, MA, USA) were used for data visu-
alization. Schematic gures were created with https://
BioRender.com.
Data availability
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at: https://github.com/n4nlab/BarcodedNanoparticles.
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