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Unravelling Mn4Ca cluster vibrations in the S1, S2

and S3 states of the Kok–Joliot cycle of
photosystem II†

Matteo Capone, *‡ Gianluca Parisse, Daniele Narzi and
Leonardo Guidoni *

Vibrational spectroscopy serves as a powerful tool for characterizing intermediate states within the Kok–

Joliot cycle. In this study, we employ a QM/MM molecular dynamics framework to calculate the room

temperature infrared absorption spectra of the S1, S2, and S3 states via the Fourier transform of the

dipole time auto-correlation function. To better analyze the computational data and assign spectral

peaks, we introduce an approach based on dipole–dipole correlation function of cluster moieties of the

reaction center. Our analysis reveals variation in the infrared signature of the Mn4Ca cluster along the

Kok–Joliot cycle, attributed to its increasing symmetry and rigidity resulting from the rising oxidation

state of the Mn ions. Furthermore, we successfully assign the debated contributions in the frequency

range around 600 cm�1. This computational methodology provides valuable insights for deciphering

experimental infrared spectra and understanding the water oxidation process in both biological and

artificial systems.

1 Introduction

Photosystem-II (PSII) is the photosynthetic protein involved in
the water oxidation reaction, responsible for the widespread
presence of molecular oxygen in Earth’s atmosphere. This
critical step of photosynthesis powered only by sunlight is still
widely discussed for its central role in biomimetic processes
for (photo)catalytic water splitting processes (i.e. artificial
photosyntesis).1–4 The reactive pocket of the protein consists
of a manganese-calcium cluster (Mn4Ca) bound together by
m-oxo bridges. Four electrons have to be removed from the
Mn4Ca cluster to achieve the potential required to oxidize two
water molecules. These four consecutive oxidation events,
occurring along five steps of the so-called Kok–Joliot cycle
(namely, S0–S4),5 result in conformational and redox changes
of the cluster and the neighbouring residues. Both theore-
tical6–12 and experimental13–18 studies have been conducted
to characterize the structures of the cluster and the neighboring

residues in the different steps of the catalytic cycle. In the last
decades, crucial geometrical information has come from
extended X-ray absorption fine structure,19,20 and in the last
years from X-ray crystallography21–23 that has been able to
explore states different from the dark-adapted S1. In addition,
the electron paramagnetic resonance (EPR) studies provided
fundamental insights into the OEC structure, especially the
presence of two interconvertible structures24–27 associated with
open and closed cubane fashions with relevant catalytic impli-
cations suggested by several theoretical studies.28–31 The water
oxidation reaction has been also intensively studied via Fourier
transform infrared (FTIR) Spectroscopy. This technique gives
the possibility to unveil structural changes all along the Kok–
Joliot cycle, both in the metal cluster region and in the regions
of the manganese cluster ligands that are active in IR region.
Nowadays, the most used techniques to follow the reaction
centre (RC) evolution are the time resolved spectroscopy10,32

and the differential spectroscopy.33–42 In the latter, the absorp-
tion intensity of the Sn+1 state is subtracted from the Sn one,
i.e. S2 minus S1, highlighting the modification in the infrared
absorption due to the advance in the Kok–Joliot cycle.43–45

Unfortunately, the intrinsic complexity of the system makes
a clear assignment of the bands extremely challenging for the
low frequency region of the spectra (400–700 cm�1), which is
responsible for the intramolecular vibrations involving
Mn ions. Only a few bands were assigned as specific to some
general vibrations in the single S-state. By comparing the
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isotope-labeled water spectra (H18
2 O and D2O) and the normal

ones, the assignment of the bands at 606 cm�1 in S2 and at
625 cm�1 in S1 to a Mn–O–Mn vibrational mode involved in the
water exchange process inside the metal complex44,46–48 was
made. Additional refinement of the differential FTIR approach
using point mutations and isotopic labeling of the wild-type
PSII led to interesting insights for the understanding of experi-
mental data.38,48

This approach led to unambiguous identification of only one
carboxylate among all the ligands of the cluster: the terminal
Alanine-344.49 Conversely, most of the other point mutations did
not affect at all the differential spectra. Such observation gave rise
to the hypothesis that the first shell ligands may have a very small
contribution to the differential spectra, whereas more distant
residues could play a bigger role in the spectra.38 Nevertheless,
recent experiments proved that some mutations suggested in the
last decades are not compatible with the functioning of PSII,37 and
the actual presence of the mutation in the samples needs to be
confirmed. In this work we present a computational strategy to
identify the nature of the contributions to the infrared peaks
calculated along QM/MM molecular dynamics simulations of the
Kok–Joliot metastable states. This aims to help decipher the
experimental spectra of natural metal oxides and, eventually,
the artificial ones. In this context, the present work is focusing on
the low-frequency region, fingerprint of the Mn4Ca cluster modes.

2 Materials and methods
2.1 QM/MM system

The heavy atom positions chosen as the starting configuration
for our calculations are based on the structure from the crystal-
lographic data of the oxygen-evolving photosystem II at 1.9 Å
resolution (PDB ID: 3WU221). The dimer has been placed into a
DOPC membrane and solvated in TIP3P water. Then, 3 ns of
classical MD simulation with harmonic position restraints on
the heavy atoms of the protein, cofactors and crystal waters at
constant volume and temperature (T = 298 K) were carried out,
followed by 3 ns of MD simulation with the same harmonic
position restraints in NPT ensemble (T = 298 K and P = 1 bar) as
described in our previous work.50 Starting from the last step of
the position restrained classical MD trajectory in NPT ensem-
ble, a portion of approximately 40 000 atoms has been used for
the QM/MM calculations, including the Mn4CaO5 cluster, the
D1, D2, and CP43 protein domains, as well as the corres-
ponding cofactors, water molecules, and ions. The quantum
region treated at DFT level consists of the Mn4CaO5 cluster, the
first-sphere ligands (Asp170, Glu189, His332, Glu333, Asp342,
Ala344, and CP43-Glu354), the second-sphere residues (Asp61,
Tyr161, His190, His337, Ser169, and CP43-Arg357), and the
four water molecules directly bound to the metal cluster,
consistently with previous calculations (see Fig. 1).8,10,50–55

Additionally, the ten water molecules closest to the cluster
and the chloride anion nearby Glu333 are also included in
the QM region. The rest of the system is described by the
classical force field. The AMBER99SB force field56 was used to

describe the topology of the protein residues, while the co-
factors present in the structure were described by the general
AMBER force field (GAFF),57 as done in ref. 50 and 58. During
the QM/MM-MD the positions of the classical Ca atoms have
been constrained to the X-ray positions.

For the starting configuration of the QM region in the S1

state we used the optimized geometry in the oxidation and
protonation state associated with that state.11 For the S2 state
we used the optimized coordinates of the open cubane
conformer (named SA

2) as in other theoretical studies.28,29

Eventually, the geometry of the S3 state was obtained by
optimization after adding an hydroxide, and imposing all the
Mn ion as (IV) from the S2 open cubane structure.27,55 All the
three QM/MM calculations have been carried out using
the CP2K package in a mixed quantum/classical approach as
described elsewhere.59 The electrostatic coupling between the
classical and the quantum region of the system is treated by means
of fast Gaussian expansion of the electrostatic potential.60 The
ab initio molecular dynamics simulations have been carried out in
NVT ensemble for at least 30 ps, after 3 ps of equilibration, with a
time step of 0.5 fs. The system temperature has been stabilized
with a thermal bath at 298 K using the Nosé–Hoover algorithm61–63

with a time constant of 0.1 ps. The QM region is contained in
a cubic cell of side 28.0 Å, and it is described using the PBE
functional with Hubbard correction scheme,64–66 with a value of
U = 1.16 eV applied on the Mn ions, which was parameterized for
the same system in a previous work.50 We employed a plane-wave
expansion cutoff set to 320 Rydberg, using DZVP-MOLOPT-SR-
GTH Gaussian basis,67 as described in ref. 50. The ground spin
states for the three systems have been chosen consistently with
previous computational works28,29,39,55 and with the experimental

evidences:27,68 S = 0 for S1, S ¼ 1

2
for S2, and S ¼ 6

2
for S3.

Fig. 1 Structural sketch of Mn4Ca cluster and the respective spin/redox
for each studied state are shown in the left panel. In the right panels are
shown the residues included in the QM region for all the QM/MM
simulations.
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2.2 Vibrational modes analysis

The infrared absorption spectra of the simulated systems have
been calculated using the QM/MM ab initio MD trajectories by
means of Fourier transformation of the molecular dipole

-

D(t)
autocorrelation function following previous works:69–73

IIRðoÞ ¼
2pbo2

3cV

ð1
�1

dt ~DðtÞ � ~Dð0Þ
D E

expðiotÞ (1)

The calculated infrared spectra implicitly include both ther-
mal and anharmonicity effects in a classical fashion. Here, the
dipole autocorrelation function can be computed using the
dipole moment of the entire QM which is usually provided by
any simulation engine. However, this approach does not allow
to associate any spectral band with a specific molecular mode.
Thus, we chose a different approach for the dipole calculation
that also allows to evaluate the dipole fluctuation arising from a
specific molecular moiety (i.e. a protein residue or the Mn4Ca
cluster). In this framework, the total dipole moment for each
frame of the MD trajectories has been obtained from the
positions and charges of each particle in the system (both
nuclei and electrons). The positions of the nuclei during the
trajectory were taken from MD simulations. The charge of each
one is defined as the nuclear charge plus the charge of all the
core electrons, namely ‘‘nuclear valence charge’’ and reported
as Z0I in eqn (2). On the other hand, the positions of the
electrons along the trajectory were calculated using the Wan-
nier function center (WFC) method.69,70,74,75 This method
allows us to determine the fictitious position of each electron
as the highest probability of the maximum localized function of
Kohn–Sham orbitals. Also, the sum of the nuclear valence
charges Z0I

� �
from all the nuclei and all the WFC is equal to

the total charge of the system. Under these conditions, the total
dipole moment of throughout the MD trajectory can be
calculated as:

~DðtÞ ¼
XN
I

~RIðtÞ � Z0I � e
Xn
i

~riðtÞ (2)

In eqn (2), N and
-

RI(t) are respectively the total number and
positions for all the nuclei. As well, n and -

rI(t) are the same
quantities for the all the electrons, and e is module of the electron
charge. As a summation, this dipole can be easily divided in
components, allowing for the calculation of their respective dipole
auto-correlations. This approach provides a valuable tool for
spectral interpretation.69,72,74,76 A divisible dipole allows us to
identify very minute contributions (down to a single particle
contribution) to the system’s total dipole. By applying the
eqn (1) to the sub-section dipoles it is possible in principle to
calculate the analog of the infrared intensity for a selected moiety:

IiðoÞ ¼
2pbo2

3cV

ð1
�1

dt ~DiðtÞ � ~Dið0Þ
D E

expðiotÞ (3)

In eqn (3), Di (t) the partial dipole is obtained from the sum
of the particles of the i-region. This can represent a good
alternative to the zero-temperature decomposition method to

identify the nature of each spectral feature. However, in the
modeling of systems where the electron densities of different
regions across a partitioning strongly interact, the sum of all
the single Ii(o) intensities from each dipole components of the
system can significantly diverge from the IR spectrum calcu-
lated on the dipole of the entire system. This discrepancy arises
from neglecting the double counting for sub-dipoles in the
auto-correlation scheme. Which can lead to misleading inter-
pretations of the total spectra. To account for such effect when
a partitioning of the total dipole is done, the total theoretical
formulation has to be written as follows:

IIR ¼
Xm
i

IiðoÞ þ
Xm
i

I 0i ðoÞ

¼ 2pbo2

3cV

Xm
i

ð1
�1

dt ~DiðtÞ � ~Dið0Þ
D E

expðiotÞ
 

þ 2
Xm
io j

ð1
�1

dt ~DiðtÞ � ~Djð0Þ
D E

expðiotÞ
!

(4)

here m is the total number of partitions into which the total
system has been divided. If m = 1, then eqn (4) is equivalent to
eqn (1). Such a scheme guarantees equality between the calcu-
lated total IR intensity IIR and the sum of all the terms Ii(o)
from autocorrelation and I 0i ðoÞ terms from the correlation of
each sub-dipole i-th with the rest of the system. When the
subsystems are weakly interacting, thus the correlation term is
very small, the Ii(o) spectrum represents the effective infrared
absorption of the i-region; otherwise, the correlation terms
between Di and all the other partition Dj have to be included.
In order to develop an easy-to-use tool capable of processing
any small portion of a total dipole without neglecting correla-
tions, we propose a formulation in which the part of the total IR
spectra arising from a specific dipole fluctuation is calculated
as the Fourier transformation of the dipole correlation between

the i-th dipole (
-

Di(t)) and the total one (
-

D(0)).

IIR ¼
Xm
i

I 00i ðoÞ

¼ 2pbo2

3cV

Xm
i

ð1
�1

dt ~DiðtÞ � ~Dð0Þ
D E

expðiotÞ (5)

For the sake of brevity, we will refer to the results based on
the Fourier transform of the dipole–dipole correlation as
‘‘DCFT’’’. This formulation has the advantage that the sum of
all the I 00i produces exactly the total IR spectra of the entire
system. Nevertheless, as it is a quantity obtained from the
dipole–dipole correlation, it does not represents anymore an
infrared spectrum, but only the mathematical component aris-
ing from a specific molecular portion to the total spectrum.
In the correlation framework, negative peaks may appear in the
DCFT of a specific moiety. This effect is particularly strong in
the Mn4Ca DCFT (the green lines in Fig. 2), with several
negative peaks in the 1800–1200 cm�1 range. This is due to
the fact that the electron density, thus the dipole of such
selection, is heavily influenced by the rest of the system, in
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particular by the COO ligands. Therefore, the negative peaks
remove the double counting of the Mn4Ca dipole oscillation
due to other part of the system. These negative peaks also
indicate where the auto-correlation scheme would struggle to
distinguish the contributions from different molecular moi-
eties. In the present study, we selected all the particles belong-
ing to each discussed moiety with a VMD77 script. All the WFC
within a certain distance from each nuclei of the selection have
been assigned to that moiety. The mandatory requirement is
that all the WFC in a selection remain within the same dipole
partition throughout the entire simulation. Such result has
been obtained with a distance threshold of 1 Å for all the
partitioning. For all the analyses, both total spectra calculations
and DCFT, the dipoles calculated from eqn (2) have been used.
In order to assess the robustness of our data we carried on a
convergence test over the timescale of our simulations and
found that the total theoretical spectra can be considered as
converged after B20 ps of simulation. A detailed discussion of
the convergence of the spectra is reported in the ESI† (Section 1
and Fig. S1–S5).

3 Results and discussion
3.1 Theoretical total spectra

The calculation method of the infrared spectra is based on the
Fourier transform of the total dipole autocorrelation function
(eqn (1)).69–73 In this way, it is possible to calculate the
theoretical IR spectra of the reaction core of the PSII, which
is fully included in the QM region using the total dipole of the
quantum region. Fig. 2, report by black curves the calculated IR
spectra S1, S2, and S3 states. It is important to keep in mind that
only these spectra, calculated with FT of the total dipole

autocorrelation, can be directly compared with the experi-
mental IR spectra. All the other plots originate from dipole
correlation FT (DCFT) of the local dipole fluctuations of a
portion of the QM region. Thus, they are only meaningful for
the identification of the single vibrational modes. For the sub-
system analysis we selected the regions whose experimental
assignments have been most discussed in the literature: the
Mn4Ca cluster (green lines in Fig. 2), the first shell COO ligands
of the cluster all together (red lines in Fig. 2), the second shell
ligands Asp61 (blue lines), and eventually, the TyrZ-His190
couple (pink lines). The dipole of such partitions of the system
have been calculated as described in the Method section.
In the present work, only the Mn4Ca DCFT will be additionally
partitioned and discussed in detail. The total spectra, as
expected, show the most significant intensities in the region
of the symmetric/asymmetric stretching of the COO ligands
(i.e., 1200–1800 cm�1 range), and also in the low-frequency
region associated with the manganese oxides vibrational modes
(i.e., 400–700 cm�1 range). However, this first separation of the
total dipole into large portions still leads to a challenging
interpretation of the single peaks in both mid and low fre-
quency regions. Further analysis of the Mn4Ca cluster finger-
print region will be discussed in the next sections.

3.2 Theoretical differential spectra

Assuming that the major modifications of the photosynthetic
protein along the Kok–Joliot cycle take place in the first and
second shell ligands, that have been considered in our model, it
can be possible to estimate the differential FTIR spectra between
the S-states.35 In Fig. 3, the differential spectra obtained by
subtracting the total spectra (black curves reported in Fig. 2) are
compared with experimental data from Kimura and coworkers.46

These spectra cover the range between 680 to 400 cm�1, where
most of the bands corresponding to the Mn–O vibrational modes
of the catalytic cluster can be found. The reported differential

Fig. 2 Theoretical infrared intensities (black lines) and sub-systems dipole
correlation FT of the states S1 (top), S2 (middle), S3 (bottom). The curves
colour pattern represents: Mn4Ca cluster (green), first shell COO ligands
(red), second shell Asp61 (blue) and second shell TyrZ-His190 couple
(pink). The grey line corresponds to the zero value.

Fig. 3 Differential spectra obtained with theoretical IR intensities (red and
orange lines) compared with the experimental data (black lines) from
ref. 46; the grey line corresponds to the zero of the differential spectrum.
Top panel: S2-minus-S1; bottom panel: S3-minus-S2.
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spectra refer to the S2-minus-S1 (S2/S1) difference (red curve) and
S3-minus-S2 (S3/S2) difference (yellow curve). The agreement is
satisfactory, particularly for the S2/S1 spectrum difference, where
most of the peaks and trends are well reproduced by the theore-
tical calculation. In particular, the region around 600 cm�1, which
is one of the most discussed, is well reproduced. In the case of the
S3/S2 differential spectrum, the computational/experimental agree-
ment is slightly less satisfying. However, we may easily assign the
two main positive peaks and the negative one around 600 cm�1.
The co-presence of several Mn–O moieties in the complex frame-
work of the Mn4Ca cluster does not allow a direct interpretation of
the nature of each peak in the differential spectra only on the basis
of the autocorrelation scheme. Therefore, we proceed to analyze in
further detail the contributions arising from the single moieties of
the cluster in the different S-states by means of an identification
approach similar to the one employed in our previous work based
on velocity autocorrelation.78

3.3 Mn4Ca cluster fingerprint

The low-frequency region, which encloses the secret of the
catalytic properties of the metal cluster, is one of the most
interesting and debated parts of the spectra. In order to assign
the vibrational modes arising from the Mn4Ca cluster, the
analysis of the dipole correlation FT (DCFT) from the cluster
as a whole (green line in Fig. 2) still does not provide enough
insights for the experimental comparison. Therefore, a similar
approach to effective normal mode analysis (ENMA) as
described in our previous work78 has been applied. The proce-
dure consists of dividing the cluster into diamond-like moieties
composed of four atoms: two manganese ions and the two
m-oxo bridges connecting them. The ENMA procedure allows
for the definition of collective motions from an MD trajectory,
which are the analog of the normal modes for zero-temperature
calculations. In our case, an empirical approach has been
developed to assign each mode to a specific band. Fig. 4–6
show the contributions to the total spectrum of the Mn4Ca
cluster modes in each S-state. Additionally, for each state, the
contributions of each diamond moiety are reported. To further
simplify the assignment, diatomic units composed of one
manganese atom and one oxygen atom have been chosen as
the fundamental units of the vibrational modes. By choosing
two diamonds with a shared side, an adequately intense band
that is present in both the DCFT of the two diamonds is
identified. As a further confirmation of the band assignment,
the value is compared with the spectrum arising solely from the
Mn–O couple. In general, all the contributions of the cluster
modes can be localized between 650 and 450 cm�1.

3.4 S1 diamonds DCFT analysis

Starting from the higher frequencies in S1, the DCFT of the
Mn4Ca cluster (Fig. 4) shows a double peak between 660 and
640 cm�1. It is present only in the diamonds that include Mn3
and therefore can be straightforwardly assigned to Mn3–O
vibrations. Additionally, this peak is particularly intense when
also O4 is present, as in D3. Conversely, the 640 cm�1 peak is
more intense when Mn3–O5 edge is included. As shown in the

bottom panel of Fig. 4, Mn3–O5 modes fills completely the
contribution to such a peak in D5 diamond. Similarly, Mn3–O3
DCFT cover for 660 cm�1 peak in D2. Therefore, Mn3–O5
vibration can be assigned to 640 cm�1 and Mn3–O3 vibration
to 660 cm�1. 620 cm�1 peak is shared in the majority of the
diamonds DCFT, thus representing one of the most diffused
mode over the Mn oxide backbone. The peaks at B600, 560 and
545 cm�1 are shared between D1, D2 and D4. All of them have
Mn2 and two of O1, O2 and O3 oxygen atoms. The strong
coupling of such vibrations is not surprising since represents
the modes arising from the cubane part of the cluster.
Therefore, we assign the peaks at B600 cm�1 and 560 cm�1

as Mn1–O2–Mn2 based, and the one at 545 cm�1 as based both
on Mn2–O2 and Mn3–O3 modes (see Fig. 4). The peak at
580 cm�1, being shared between D1 and D4, can be assigned
to Mn1–O1–Mn2 based modes. This observation suggests a
slightly different vibrational frequency for the modes asso-
ciated with each one of the three Mn vertexes of the cubane
(Mn1, Mn2, and Mn3). This behaviour is due to the asymme-
trical environment experienced by the three associated oxygen
atoms (i.e. O1, O2, and O3). D3 fully accounts the intensity of
the band at B535 cm�1. Additionally, the DCFT of D3 shows
that the major contribution arises from Mn4–O4 (see Fig. 4).
Eventually, the 495 cm�1 peak is based on low frequency Mn2
and Mn3 related modes. Approximately, three regions can be
identified. The first region, with a high frequency in the range
of 650 to 600 cm�1, is associated with highly flexible bridges,
such as the Mn3-related modes. The second region, ranging
from 600 to 550 cm�1, corresponds to the skeletal modes of the
cubane core. Lastly, there is a low-frequency region character-
ized by highly coupled vibrations and modes originating from
the cubane portion of the cluster.

3.5 S2 diamonds DCFT analysis

Following the same scheme used in the previous paragraph, the
vibrational modes of the S2 state can also be assigned. In S2,
the diamond contributions show more similarities, therefore
the vibrational modes are more coupled in this state with
respect to S1. This effect can be explained by the increased
symmetry of the Mn–Mn and Mn–O distances (as shown in
Fig. S6 and S7, ESI†). Particularly, the distribution of Mn4–O5
distances is significantly affected by changes in the oxidation
state of the Mn4 ion. The first sharp peak at B630 cm�1 arises
from Mn3-related modes (Fig. 5), 30 cm�1 red shifted from the
S1 position. Also the band at B590 cm�1 appears to originate
from the same molecular vibrations. Additionally, a significant
coupling of these modes with the Mn4–O4 edge can be
observed (D3 panel in Fig. 5). Therefore, all of these modes
can be associated with highly coupled vibrations arising from
D3 and D4 diamonds. It is worth mentioning that the Mn3–O5
DCFT has an intense peak at 590 cm�1 band (see Fig. 5). This
significant redshift for the Mn4 related modes can be asso-
ciated with the sharpening of the Mn–O distance distribution
shown in Fig. S7 (ESI†). The 609 cm�1 peak is strongly shared
between D1, D2 and D4, and it can be assigned primarily to
the Mn2–O1 edge of the cluster. All the four peaks at 570, 555,
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525 and 515 cm�1 are present when a part of the diamond D2 is
somehow included in the DCFT. Also, a low frequency mode
around 485 cm�1 can be assigned to a mixed Mn2–Ox modes.

3.6 S3 diamonds DCFT analysis

In the S3 state no significant variations of the distance distri-
butions with respect to S2 can be observed. Only a small shift to

Fig. 4 The top panel displays the FT of the dipole correlation for the Mn4Ca cluster (black line) and the diamond subunits (colored areas) in the S1 state.
In the lower panels, the FT of the dipole correlation for each Mn–O moiety is compared with the same analysis for the diamond in which it is contained.
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higher distances is observed for Mn1–O3 and Mn3–O3 distri-
butions (see Fig. S7, ESI†). Also, Mn1–Mn4 average distance
increases, which is due to the insertion of a new hydroxide

group in the Mn1 coordination (Fig. S6, ESI†). Being a dangling
ligand, as W1 or W2, the O6–H will not be discussed in the
Mn–O motions. As reported in Fig. 1, Mn1 also undergoes

Fig. 5 The top panel displays the FT of the dipole correlation for the Mn4Ca cluster (black line) and the diamond subunits (colored areas) in the S2 state.
In the lower panels, the FT of the dipole correlation for each Mn–O moiety is compared with the same analysis for the diamond in which it is contained.
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oxidation in the S2 to S3 transition. The global effect of the
transition is the sharpening of the frequency range, loosing
a significant portion of the modes below 600 cm�1 (Fig. 6,

top panel). Moreover, all the modes are extremely coupled
together if compared with the previous S-states and mainly
located between 660 and 550 cm�1. Again, the vibrational mode

Fig. 6 The top panel displays the FT of the dipole correlation for the Mn4Ca cluster (black line) and the diamond subunits (colored areas) in the S3 state.
In the lower panels, the FT of the dipole correlation for each Mn–O moiety is compared with the same analysis for the diamond in which it is contained.
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with highest wavenumber, at 650 cm�1, is a Mn3 related one,
mainly shared between D2, D3, and lesser with D5. Using Mn–O
moiety dipole correlation FT provided in Fig. 6 we can assign
this peak to the vibrational modes of the external and flexible
part of the cluster, hence mainly to D3 motions. The band at
630 cm�1 can be observed in all the diamonds DCFT. Notably,
the diamonds containing Mn3 and Mn4 have the most intense
peak at that specific wavenumber. Conversely, the diamonds
containing Mn2 show a broader double peak around the same
wavenumber. Thus, we can infer that the molecular vibrations
at such energy are widely diffused over most of the cluster.
In the peak at B615 cm�1 the most relevant DCFT are related to
the presence of Mn3 and Mn4, being particularly intense in D3
and D4, where O4 or O5 are also present. Thus, we can assign
this band to the modes Mn3–O4–Mn4–O5 face. Also, the band
at 630 is more intense when O4 is present, while the one at
615 when O5 is present. We can rationalize this behaviour with
the presence of an hydrogen bond between O5 and O6 hydro-
xide that induce a redshift of the O5 related modes. As men-
tioned before, the vibrational modes are extremely coupled in
this state, indeed, a significant contribution of Mn1 and Mn2
related modes can be found in all the discussed bands. The
broad peak around 550 cm�1 can be associated mostly with
the Mn2–O2 oscillation (refer to Fig. 6). The other broad peak
around 540 cm�1 is mainly originated by the Mn4–O4 moiety
with a slight broadening with respect to the same peak in the S2

state. As a general behaviour for S3 we observed that the lower
are the frequencies of the modes, the lower are the intensities.

4 Discussion

The final goal of our analysis is to identify spectral contri-
butions of different cluster moieties to unravel the extensive
experimental literature concerning vibrational modes, primar-
ily presented as FTIR differential spectra between S-states.
In particular in this study focuses on the low-frequencies
domain by examining the vibrational modes arising from the
Mn4Ca cluster, which is the most discussed in literature due to
the catalytic relevance and complexity of interpretation. In the
S2-minus-S1 differential spectra firstly reported by Chu et al.44

we notice that the most relevant peaks are between 630 and
560 cm�1. This region is particularly well reproduced by our
calculations (Fig. 3, top panel). We have taken into account the
peaks at wavenumbers 631(+), 618(�), 606(+), 592(+), and
570(�). The sign of the peaks indicates the peaks origin from
S1(�) or S2(+), respectively. Within our interpretation scheme
the positive absorption peaks are associated to: (631 cm�1) D2
and D3 coupled modes, (606 cm�1) Mn1–O1–Mn2–O2 mode,
and (590 cm�1) Mn3–O4–Mn4–O5 mode. The involvement of
O5 into those modes is not surprising. Indeed, several experi-
mental studies provided information that such vibrations are
strongly affected by 18O labeling. The negative peak at 618 cm�1

represents a coupling of many cluster modes and cannot be
associated with a single mode in the S1 calculated spectrum.
The diffuse nature of the vibrational modes across a wide

frequency range in S1 is attributed to the significant oscillation
of the Mn–O distances compared to the other states (Fig. S7,
ESI†), induced by the lower oxidation state of Mn1(III) and
Mn4(III). In particular, the wide oscillation of Mn4–O5 towards
Mn1 results in a strong coupling of all modes from one side of
the cluster to the other. The agreement between the calculated
S3-minus-S2 differential spectra and the experimental data is
less satisfactory. Nonetheless, we can identify the nature of the
two main positive peaks at 628 and 590 cm�1, as well as the
small negative ones at 606 cm�1 (see Fig. 3, bottom panel). The
wide experimental band between 640 and 610 cm�1 primarily
arises from the slight blueshift of the Mn3 and Mn2 related
modes, which were resonating at around 600 cm�1 in the
previous S1 state (negative peak of the experimental spectra).
The most intense positive peak in the spectra at 590 cm�1 can
be attributed to a skeletal vibration of the entire cluster. The
width of this band in the S3/S2 differential spectrum is notably
reduced with respect to the band in the same region in the S2/S1

one. This can be explained by the structural differences
observed in the QM/MM-MD simulations, in particular with
the increased symmetry of all Mn–O distances.

There are also other reasons for the general discrepancy
between calculated frequencies and experiments: first of all,
every metastable S-state seems to be composed by a ratio
of different states and not only by a single representative
structure, though with a large majority of one state.11,23

Moreover, the S3 state is more challenging than the other states
to reproduce, since is further from the dark stable state S1 not
only in terms of structure (a new water molecule is inserted),
but also in terms of resolution and robustness of the proposed
X-ray structural comparison.23 The Mn3 related modes are in
agreement with isotope labelled FTIR experiment, in which this
band is affected by the 18O substitution, suggesting that it is
originated by a more flexible Mn–O moiety, likely associated
with Mn4 or Mn3.

Furthermore, the presence of a stable moiety like the Mn2–
O1 with an increased intensity along the states explains also
the presence of the 606/604 cm�1 peak in all the experimental
FTIR differential spectra. As a general observation, it would
be interesting to see the effect of residue mutation on the low
frequency vibrational modes in experiments, since it could
make possible to assign specific bands to a specific edge of a
vertex of the cluster. Unfortunately, given the intrinsic difficulty
of IR techniques in investigating this specific region, very few
experimental data are available.

4.1 New theoretical insights from DCFT into Mn4Ca cluster IR
interpretation

The results reported here can be considered as a natural
evolution of those reported in our previous work based on
effective normal mode analysis to the vibrational density of
states (VDOS) spectra for the two isomers present in the S2

state.78 However, several technical aspects have been improved.
The VDOS is calculated by Fourier transform of the velocity
autocorrelation function, thus taking into account also those
molecular motions that do not produce a dipole variation,
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thus IR-inactive. In contrast, the Fourier transform of the dipole
autocorrelation tracks all the vibrations that are expected to be
IR-active. Additionally, in the present work we add to the simple
dipole autocorrelation function a new methodological tool
to decipher the origin of the spectral features which is based
on dipole fragment correlation function Fourier transform.
Eventually, we extended the spectral analysis not only to
the S2 state, but also to all the other metastable states of the
Kok–Joliot’s cycle (i.e. S1 and S3 states). The calculation of the
theoretical IR spectra for all the states allowed us to calculate
for the first time the PSII reaction center differential spectra in
the low frequency region for S2-minus-S1 and S3-minus-S2.
Eventually, the MD sampling has been extensively increased,
from 10 ps to 30 ps, and such aspect has been shown to be
crucial for the spectrum convergence, in particular for the
differential spectra. Direct comparison between band assign-
ment using DCFT and VDOS from our previous work is possible
only in the S2 state. In this state the band assignment are
almost overlapping. In particular, the Mn2 related modes are
observed around the 610 cm�1 in both the analysis. The Mn3
related modes and in particular the Mn3–O5, are assigned in
the same spectral regions as well. The first around 630/650 cm�1,
and the latter at B590 cm�1. Also, all the modes at lower wave-
numbers are widely coupled all over the cluster in both the
modes. Even though the VDOS and DCFT approaches provide
very similar results in the band assignment, with the first one it
would not be possible to reproduce the differential spectrum.

5 Conclusions

In this computational study, we introduce a novel approach to
identify the contributions in the computed infrared spectra
obtained by the Fourier transform of dipole correlation func-
tion. The strength of this approach lies in the fact that with the
correlation method, all non-overlapping partitions are additive,
making any decomposition equally valid without affecting the
final result. The choice of partitioning is driven solely by the
vibrational modes under investigation. Therefore, the iterative
decomposition approach reported here, which involves pro-
gressively smaller partitions, offers the possibility to discerning
the origin of specific infrared bands in strongly interacting
systems, such as the Mn4Ca cluster at the core of PSII. The
same approach can be easily applied to decipher the spectro-
scopic features of any other complex systems. The calculated
differential IR spectra, reported here for the first time for the
low frequency region, are obtained from dipoles calculated on
the PSII reaction center simulated with QM/MM molecular
dynamics. Such results show good agreement with experi-
mental data, validating the assignments made using the dipole
correlation FT (DCFT) approach. Our analysis focuses on the
region between 650 to 400 cm�1, where vibrational modes
arising from the Mn–O stretching of the metal cluster in the
PSII reaction center are observed. We successfully assign most
of the differential infrared peaks observed in experimental
measurements. Particularly, the region around 600 cm�1 has

been extensively discussed over the years, and our theoretical
framework enables us to attribute the peaks in this region to a
combination of modes involving a mix of Mn2–O and Mn3–O
stretching. Additionally, through structural analysis of QM/MM
MD simulations, we rationalize the spectral variations asso-
ciated with transitions between S-states as changes in flexibility
of the Mn–O bonds induced by alterations in the redox states
of the Mn ions. Furthermore, meticulous analysis based on
diamond DCFT suggests that skeletal modes of the cluster are
tightly coupled, especially with increasing oxidation states of
the Mn ions. Thus, the research of an unambiguous assign-
ment of each experimental band to a single Mn–O bond could
be clueless. In conclusion, we introduce and apply a computa-
tional strategy that provides a detailed map of vibrational
modes along the S1, S2 and S3 of the Kok–Joliot cycle. This
approach lays the groundwork for interpreting existing litera-
ture and serves as a powerful computational tool for elucidating
future spectroscopic experiments.
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