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Phenolic compounds alter the ion permeability
of phospholipid bilayers via specific lipid
interactions†

Sheikh I. Hossain, a Suvash C. Saha b and Evelyne Deplazes *ac

This study aims to understand the role of specific phenolic–lipid interactions in the membrane-altering

properties of phenolic compounds. We combine tethered lipid bilayer (tBLM) electrical impedance

spectroscopy (EIS) with all-atom molecular dynamics (MD) simulations to study the membrane

interactions of six phenolic compounds: caffeic acid methyl ester, caffeic acid, 3,4 dihydroxybenzoic

acid, chlorogenic acid, syringic acid and p-coumaric acid. tBLM/EIS experiments showed that caffeic

acid methyl ester, caffeic acid and 3,4 dihydroxybenzoic acid significantly increase the permeability of

phospholipid bilayers to Na+ ions. In contrast, chlorogenic acid, syringic acid and p-coumaric acid

showed no effect. Experiments with lipids lacking the phosphate group show a significant decrease in

the membrane-altering effects indicating that specific phenolic–lipid interactions are critical in altering

ion permeability. MD simulations confirm that compounds that alter ion permeability form stable inter-

actions with the phosphate oxygen. In contrast, inactive phenolic compounds are superficially bound to

the membrane surface and primarily interact with interfacial water. Our combined results show that

compounds with similar structures can have very different effects on ion permeability in membranes.

These effects are governed by specific interactions at the water–lipid interface and show no correlation

with lipophilicity. Furthermore, none of the compounds alter the overall structure of the phospholipid

bilayer as determined by area per lipid and order parameters. Based on data from this study and previous

findings, we propose that phenolic compounds can alter membrane ion permeability by causing local

changes in lipid packing that subsequently reduce the energy barrier for ion-induced pores.

1. Introduction

Characterising how small molecules interact with biological mem-
branes is critical for understanding fundamental processes and is
relevant to many applications in pharmacology, biotechnology, and
biomedical sciences. Examples include the membrane permeability
of pharmaceuticals or endogenous substances such as hormones
or neurotransmitters,1–3 or the use of organic molecules in the
cryopreservation of plant germplasm.4,5

Studying small molecule–membrane interactions (SMMIs) is
challenging for several reasons. Cellular membranes are complex,
supra-molecular structures composed of a phospholipid bilayer
with embedded membrane proteins. The phospholipid bilayer

contains hundreds of different lipids that are laterally diffusing,
meaning that membranes provide a heterogeneous and
constantly changing binding surface. Small molecules bound to
membranes often do not show a single binding mode but several
binding modes of similar energies, resulting in a frequent
interchange between them. The amphipathic structure of phos-
pholipids also creates two distinctly different environments for
small molecules to interact with; the hydrophobic core and the
more hydrophilic lipid–water interface. Furthermore, SMMIs can
range from simple surface binding or passive diffusion across the
membranes to more complex mechanisms such as membrane
destabilisation or pore formation. Finally, the structure of a
phospholipid bilayer can change in response to environmental
conditions such as temperature, pH, ionic strengths, or hydration
levels. As a result of this complexity, characterising SMMIs
requires complementary information from different methods.

A wide range of wet-lab and in silico methods have been used
to study the structure of membranes and their interactions with
small molecules.6–11 Molecular Dynamics (MD) simulations are
routinely employed to provide atomistic-level insight into the
structural, dynamical, and morphological properties of lipid
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membrane systems, including the effect of small molecules on
these properties.10,12–14 MD simulations are particularly useful
when the properties of interest are inaccessible or difficult to
access by wet-lab techniques. A compelling approach is to
combine MD simulations with wet-lab techniques that provide
complementary information. Ideally, the systems used in the
simulations and wet-lab experiments should match with
respect to phospholipid bilayer composition, pH and concen-
tration and type of ions present.

In this study, we demonstrate the use of tethered lipid
bilayer (tBLM) electrical impedance spectroscopy (EIS) combined
with MD simulations to study SMMIs. tBLM/EIS is a technique to

monitor the ion permeability of phospholipid bilayers in
real-time. A tBLM is formed by anchoring tether molecules to
the surface of a pure gold substrate (Fig. 1A). The tethers are
interspersed with spacer molecules. Onto this sparsely tethered
monolayer, a mobile phospholipid bilayer is formed using a
solvent exchange technique. The resulting bilayer consists of
90% freely mobile phospholipids in the inner leaflet and 100%
mobile phospholipids in the outer leaflet and thus mimics the
fluidity of cell membranes. If a potential gradient is applied, the
bilayer acts as an impediment to the movement of ions in
the buffer, which can be measured using swept frequency EIS.
The resulting impedance and phase data are fitted to an equivalent
circuit (Fig. 1B) to obtain a measure of membrane conductivity.15

An increase in conduction upon treating a membrane with a
specific compound reflects an increase in ions moving across the
membrane, i.e., an increase in the permeability of the lipid bilayer
towards ions. The underlying assumption of our EIS experiments
that increased ion permeability is the result of changes in lipid
packing or other local changes in membrane structures, which
make it easier for ions to move through the bilayer.16–18

In this study, tBLMs were composed of the neutral phos-
pholipids POPC and dietherPC or the positively charged lipid
DOTAP. Diether-PC and DOTAP are structurally similar to POPC
but lack the ester (carbonyl) oxygens or the phosphate group,
respectively (Fig. 1C). Comparing the conduction between
membranes composed of POPC, diether-PC and DOTAP treated
with the same compounds allows insight into how specific
interactions at the water–lipid interface affect membrane
disruption.

We instigated the membrane interactions of the following
six phenolic compounds: caffeic acid methyl ester (CAME, also
called methyl caffeate), caffeic acid (CA), 3,4 dihydroxybenzoic
acid (DHBA), chlorogenic acid (CGA), syringic acid (SGA) and
p-coumaric acid (pCA). The structures of these six compounds
are shown in Fig. 2. We selected these six compounds based
on our work studying the membrane-altering effects of honey.19

All these phenolic compounds are found in honey.20–23 Further,

Fig. 1 Architecture of tethered bilayer lipid membranes (tBLM) and structure of the phospholipids used in the tBLM/EIS experiments. (A) tBLMs are
formed on a gold substrate covered by spacer and tethering molecules, on which a phospholipid bilayer is formed. (B) The equivalent circuit is used to
model tBLMs where Ge is the conduction of the electrolyte solution, Gm is the membrane conduction, and Cm is the membrane capacitance. CPE is the
constant phase element representing the buffer reservoir and gold tethering electrode. (C) tBLMs were composed of POPC, dietherPC or DOTAP lipids.
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the six compounds are similar in structure and physico-
chemical properties. Thus, understanding differences in their
membrane-altering properties requires detailed structural
information and makes these compounds an ideal set to study
by combined tBLM/EIS and MD simulations.

Phenolic compounds are a diverse class of aromatic molecules
found in plants that have been extensively investigated for
their biological activity and potential applications in the pharma-
ceutical, cosmetics and food industries. For example, CA and
CGA show antioxidant, anticancer and anti-inflammatory
activities.24–27 CA also offers protective effects against oxidising
agents in red blood cells by preventing morphological changes
and lysis.28 Phenolic compounds also have metal-chelating
properties where the complexation occurs by the metal interacting
with the hydroxyl or catechol group.29–31 In many cases,
the antioxidant activities of the phenolic compounds and metal
chelation are related.32 For example, the catechol motif escalates
the antioxidant activity compared to a single hydroxyl group.32

Some of the biological activities of phenolic compounds
relate to their interactions with the phospholipid bilayer
component of membranes.33–35 These membrane-related
activities are associated with specific lipid–phenolic interactions
(e.g. in preventing lipid peroxidation36) and with non-specific
effects by altering the biophysical properties of the
membrane.33,37 For example, a recent in vitro study reported
that the hydration state of the lipid interface affects the anti-
radical activity of CAG.38 The biological activity of phenolic
compounds is also affected by lipid composition33,35,39 and the
location of the compound in the membrane.33,39 These studies
highlight the complexity of phenolic–membrane interactions
and demonstrate how characterising them can assist in under-
standing their biological activity and inform their use in various
applications.

2. Methods and materials
2.1. tBLM/EIS experiments

Materials. 1-Palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine
(POPC), 1,2-di-O-(9Z-octadecenyl)-sn-glycero-3-phosphocholine
(diether-DOPC) and 1,2-dioleoyl-3-trimethylammonium-propane
(DOTAP) were purchased from Avanti Polar Lipids Inc., through
their Australian distributor Sigma-Aldrich Corporation. Sodium
chloride, ethanol, tris(hydroxymethyl)-aminomethane (Tris),
caffeic acid, chlorogenic acid, 3,4 dihydroxybenzoic acid, syringic
acid and p-coumaric acid were obtained from Sigma-Aldrich
Corporation. Caffeic acid methyl ester (methyl caffeate) was
obtained from Saphira Biosciences Australia. All phenolic
compounds were obtained as solids and had a purity of 95% or
higher. The electrodes and equipment to form the tethered
phospholipid bilayers were purchased from SDx Tethered
Membranes, Pty Ltd, Sydney, Australia. TethaPodt and tetha-
Quickt for EIS were supplied by SDx Tethered Membranes, Pty
Ltd, Sydney, Australia.

Buffers and phenolic compound solutions. tBLMs were
formed using a tris buffer composed of 10 mM Tris 100 mM
NaCl. The pH of the buffer was adjusted to 7.0 � 0.1 by
dropwise addition of 1 M HCl. All phenolic compounds were
dissolved at 500 ppm in tris buffer, and the pH was adjusted to
7.0 � 0.1 by dropwise addition of 1 M NaOH.

Tethered bilayer lipid membrane arrays (tBLMs). Tethered
lipid bilayer membranes were formed following a standard
solvent-exchange procedure.15 Briefly, tBLMs were made using
gold slides coated with a T10 architecture, which consists of
10% tethers made of benzyl-disulphide-eleven-oxygen-ethylene-
glycol reservoir linkers with a C20 phytanyl group, and 90%
spacers made of four-oxygen-ethylene-glycol reservoir linkers
with a terminal OH group (catalogue reference T10t, SDx

Fig. 2 Structure of phenolic compounds used in this study. (A) Caffeic acid methyl ester (CAME), (B) caffeic acid (CA), (C) 3,4-dihydroxybenzoic acid
(DHBA), (D) chlorogenic acid (CGA), (E) syringic acid (SGA) and (F) p-coumaric (pCA). The catechol group is indicated by a green box in (A) CAME. The
catechol group is also present in CA, DHBA and CGA. The hydrogen of the carboxylic acid is indicated by a blue box. For CA, DHBA, CGA, SGA and pCA
this hydrogen was removed for simulation, i.e., the compounds are simulated in their deprotonated (anionic) form, giving them a charge of �1.
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Tethered Membranes Pty Ltd, Sydney, Australia). The phospho-
lipid bilayer was formed using a solvent-exchange technique15

with 3 mM ethanolic solutions of either POPC, diether-PC or
DOTAP lipids. Lipids were left to incubate with the tethering
monolayer for 2 min before a rapid exchange of 2 � 400 mL tris
buffer to induce the formation of the mobile phospholipid
bilayer. A detailed protocol for the formation of tBLMs can be
found in Cranfield et al.15

Electrical impedance spectroscopy. The conductance (Gm) of
the tBLMs were measured with a tethaPodt swept-frequency
impedance spectrometer employing real-time modelling of the
impedance profiles using the tethaQuickt software. A resistor–
capacitor model was chosen to describe Gm (see the equivalent
circuit in Fig. 1C). A sequence of 25 mV peak to peak excitation
periods was applied within the frequencies 0.1 Hz to 2 kHz
using four steps per decade. With these settings, a sweep is
between 70 to 80 seconds. For a detailed description of AC
impedance spectroscopy methods used, refer to Cranfield
et al.15

After formation, the tBLM was washed at least three times
with 200 mL tris buffer or until a stable baseline conductance
was achieved where stable was considered at least five readings
with no more than 10% variation in absolute conductance.

To measure the effect of phenolic compounds on conductance,
an experiment consisted of the following addition-washout
protocol. A single addition – washout cycle consisted of one
addition, followed by two buffer washouts. For the addition,
200 mL of the 500 ppm phenolic compound solution was added
to the wells, and the tBLM was left for at least 10 sweeps. For the
washout, the 200 mL of tris buffer was added to wells, and the
tBLM was left for at least 10 sweeps, followed by an identical
second washout. This addition – washout cycle was repeated. For
each phenolic compound, at least four independent experiments
on separate membranes were conducted.

Data analysis. Changes in membrane conductance upon
the addition of phenolic solution are reported as normalised
conductance. For this, the membrane conductance of each
tBLM was normalised using a dedicated baseline value, which
was calculated by averaging the conductance of the last
10 sweeps before the first addition of the phenolic solution.
The conductance reading used for comparative analysis was the
normalised conductance after the second addition, averaged
over 5 sweeps. Normalised conductance values are reported as
averages � standard error of the mean.

Unpaired t-tests were used to determine the difference
in membrane conduction between experiments of a given
phenolic compound on tBLMs composed of different lipids.
All statistical analyses were carried out using Orange version
3.29.1.

2.2. MD simulations

Parameters for phenolic compounds. All simulations were
carried out to mimic neutral pH. The pKa for CA, DBHA, SGA,
CGA, and pCA is o5.0, meaning that at neutral pH, the
carboxylic acid will predominantly be present in the deprotonated
state (the implications of this are described in the discussion).

These acids were thus parameterised in their anionic form with a
charge of �1.0. CAME lacks the carboxylic acid is thus parame-
terised in its neutral form. Parameters for all compounds were
derived from Antechamber in AMBER Tools v. 20.40 Atom types
from the general amber force field (GAFF)41 with restrained
electrostatic potential (RESP)42 charges were used. Each com-
pound was geometry optimised, and the electrostatic potential
was calculated with Gaussian 0943 at HF/6-31+G* level of theory
and the polarisable continuum model (PCM) with default
settings. The RESP charges were fitted using Antechamber.
Topology and structures were converted to GROMACS file
formats with the acpype.py script.44 For CGA, the calculated
octanol–water free energy of transfer using these parameters was
significantly overestimated, resulting in deviations from the
reported partition coefficient. The partial charges were adapted
to increase the polarity of the compound and thus decrease the
partition coefficient.

Calculation of octanol–water partition coefficients for
phenolic compounds. For each of the six compounds, the
octanol–water partition coefficient Pw-o was calculated using
the following relationship:

logPw!o ¼
DGw!o

2:303RT

where DGw-o is the Gibbs free energy of moving the compound
from the water to the octanol phase, R = 8.314 J mol�1 K�1 is the
universal gas constant, and T is the temperature in Kelvin
(298 K).

DGw-o was obtained from the potential of mean force
(PMF), which was calculated using umbrella sampling (US).
The distance between the centre of mass (COM) of the phenolic
compound and the COM of the octanol phase along the z-axis
of the simulation system was used as a reaction coordinate.
The simulation system consisted of a pre-equilibrated water–
octanol system that contained 5417 water molecules and
310 octanol molecules in a rectangular box of dimension
5 nm � 5 nm � 10 nm. To this, one phenolic compound was
added. To create a series of starting structures for the US
simulations, a 2 ns pull simulation in the NPT ensemble was
carried in which the phenolic compound was moved along the
reaction coordinate with a force constant of 1000 kJ mol�1 nm�2

and a pull rate of 2 nm ns�1. From the resulting trajectory,
20 configurations with phenolic–octanol COM distances
between 0 and 4.0 nm were extracted. For the US simulations,
20 windows were simulated for 100 ns, each using the same NPT
settings as for the pull simulation. Windows were separated by
0.2 nm, and the position of the phenolic compound was
restrained along the reaction coordinate with a force constant
of 1000 kJ mol�1 nm�2. The PMF was reconstructed using
the weighted histogram analysis method (WHAM),45 and the
statistical error was estimated using bootstrapping analysis
method.46,47 The log Pw-o values obtained from the US simula-
tions are listed in Table S1 in the ESI,† along with experimental
values.

Simulations of POPC with phenolic compounds. First, a
POPC-only system was built using a POPC bilayer containing
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512 lipids. The system also contained 42 377 water molecules,
77 Na+ and 77 Cl� ions in a rectangular box with dimensions
B13 nm � 13 nm � 11.5 nm. This corresponds to an ionic
strength of 100 mM NaCl. The system was energy minimised
using the steepest descent algorithm and equilibrated for
500 ns in an NPT ensemble. Equilibration was monitored using
area per lipid (APL) vs. time. This POPC-only system later served
as a reference system for analysis.

The last frame from the POPC-only simulation was used as
the starting structure for all POPC-phenolic simulations.
In total there were six simulation systems: one for each phenolic
compound. For each system, 10 phenolic compounds were
added by replacing randomly selected water molecules. In the
case of CA, SYG, DHBA, p-CA and CGA, 10 additional Na+ ions
were added to neutralise the system. Each system was again
energy minimised, followed by a 500 ns NPT run.

All systems were simulated using GROMACS versions
2020.348 and GROMACS 2020.4.49 POPC, water and ions were
described using Lipid14, TIP3P water50 and ions and the Amber
force field.51 Periodic boundary conditions were applied in all
directions of the simulation system. Non-bonded interactions
were modelled by Lennard-Jones and Coulomb potentials with
a cut-off of 1.0 nm and 0.12 nm grid spacing. The neighbour list
was updated every 20 steps. Electrostatic interactions were
calculated using the PME method.52 The equation of motion
in all the simulations was integrated using the Verlet
algorithm53 with 2 fs time step size. The system components
POPC, water with ions and phenolic compounds were coupled
independently to a Nose–Hoover thermostat54 with a bath
temperature of 298 K and a time constant of 0.1 ps. The POPC
and solute were coupled separately to the water and ions.
A Parrinello–Rahman barostat55 with semi-isotropic pressure
coupling was applied using a time constant of 2 ps and
compressibility of 4.5 � 10�5 bar�1 in all directions of the
simulation box.

Simulations were analysed using GROMACS tools, Visual
Molecular Dynamics (VMD)56 and python scripts using the
MDAnalysis package.57 Unless otherwise stated, all analyses
were carried out using frames from the last 200 ns of the 500 ns
simulation. The minimum distance between any atom in a
phenolic compound and the POPC phosphate oxygen was
calculated using gmx mindist. The orientation between the
phenolic compound and the membrane surface was estimated
by the angle formed between the bilayer normal that runs along
the z-axis of the simulation system and a vector connecting two
atoms in the phenolic compound. The atoms used to define
these vectors are shown in Fig. S1 in the ESI.† As the
compounds have free rotation in solution, the distributions
of orientation angles were calculated using only compounds
that are within 0.8 nm of the membrane surface (as defined by
the phosphate oxygen in POPC). The insertion depth of each
phenolic compound is defined by the distance between the
z-component of the membrane COM and two atoms at opposing
ends of the phenolic compound (referred to as the head and tail
of the compound58). The atoms that define head and tail are
shown in Fig. S2 in the ESI.†

3. Results
3.1. tBLM/EIS data

Fig. 3 shows representative traces of normalised conductance
vs. time for tBLMs composed of POPC that were treated with
500 ppm solutions of CAME, CA, DBHA, CGA, SGA and pCA,
respectively. The treatment consisted of adding the phenolic
compound solution (add), followed by two washes with tris
buffer (wash). For all experiments, the conductance of a control
membrane treated with buffer only was recorded (indicated in
Fig. 3B). Note that an increase in conductance reflects an
increase in ions moving through the membrane. Conductance
is thus not a measure of the permeability of the phenolic
compound but of the permeability of the membrane
towards ions.

Comparison between the conductance traces shows sub-
stantial variations in how the six phenolic compounds affect
the ion permeability of a POPC bilayer. CAME, CA and DBHA
show an increase in conductance while CGA, SGA and pCA
show no such effect. Further, a comparison of the conductance
traces from CAME, CA and DBHA suggests that there are
differences in the mechanism of how these compounds alter
membrane ion permeability. Addition of CAME causes a
significant and rapid increase in normalised conductance from
a baseline of 1.0 � 0.0 to 19.1 � 0.3 (p o 0.001). After the first
washout, conductance drops to 5.0 � 0.2, and after the second
washout, further drops to 2.4 � 0.1. The same pattern is
observed in the second treatment cycle. These results suggest
that CAME significantly affects membrane permeation but the
effect is reversible once the compound is washed out.

For CA, the first addition causes a sudden increase in
normalised conductance to 3.0 � 0.1. Each washout causes a
further, small increase of conductance, which continues for the
second treatment cycle. The final, normalised conductance
after the two treatment cycles is 10.2 � 0.3. This is significantly
higher than baseline conductance (p o 0.001) but lower than
the levels reached with CAME (p o 0.01). Thus, compared to
CAME, CA has less effect on membrane ion permeation but
changes to the membrane appear more permanent.

For DHBA the onset of the increase in conduction is even
slower than for CAME and CA. After the first treatment cycle,
the normalised conductance is 1.1 � 0.1, which is the same as
the normalised conductance for control experiments 0.97 �
0.04. The conductance continues to increase with each addition
of DHBA or buffer washout, reaching a final conductance of
2.7 � 0.3. As for CA, the conductance data for DHBA suggests
that the compound remains in the membrane even after buffer
washout.

For the three phenolic compounds that caused membrane
disruption, the tBLM/EIS experiments were repeated using
bilayers composed of diether-PC or DOTAP. These two lipids
lack the ester (carbonyl) oxygens or the phosphate group,
respectively (Fig. 1C). Fig. 4 reports the normalised conductance
reached after the second addition of the phenolic compound to
bilayers composed of POPC, diether-PC or DOTAP. For CAME,
replacing the POPC with dietherPC or DOTAP significantly
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reduces conductance from 19.1� 0.3 to 15.6� 0.2 and 2.7� 0.2,
respectively. For CA, the conductance does not significantly
differ between POPC and dietherPC (7.8 � 0.2 compared to
9.9 � 0.8). In contrast, the conductance for DOTAP is significantly
reduced to 0.3 � 0.8, which is even below baseline conductance.
Finally, for DHBA, the conductance is significantly reduced for
both dietherPC and DOTAP from 2.7 � 0.8 and 1.1 � 0.0,
respectively.

3.2. Simulations

Effect of phenolic compounds on membrane structure. The
area per lipid (APL) and lipid order parameters were used to
assess whether the binding of the phenolic compounds affects
the overall structure of the phospholipid bilayer. The results
show that there is no significant change in APL or order
parameters in the POPC bilayer for any of the compounds
(see Table S2 and Fig. S3 in the ESI†).

Proximity of phenolic compounds to the membrane surface.
Table 1 shows the % of frames each of the compounds is close to
the membrane surface. A phenolic compound was considered
close to the membrane surface if any of the atoms in the
compound were within 0.2 nm of the POPC phosphate atoms.
The data was calculated separately for each of the ten
compounds in the system and then averaged using data from
the last 200 ns of the 500 ns simulation. It is evident that CAME,
CA and DHBA spend significantly more time near the membrane
surface than SGA and pCA (95% confidence interval). CAME
molecules are found close to the membrane surface for 99% of
the simulation time. Similarly, CA and DHBA are located close to
the membrane surface 490% of the time. For pCA and SGA, the
time spent bound to the membrane is only 39% and 12%,
respectively. The results for CGA show a much higher standard
deviation than the other compounds and prompted us to take a
closer look at the data from the 10 individual CGA molecules in
the system (Table S3 in the ESI†). Seven of the 10 molecules are

Fig. 3 Representative traces of normalised conductance vs. time for tBLMs treated with caffeic acid methyl ester (CAME, A), caffeic acid (CA, B), 3,4
dihydroxybenzoic acid (DBHA, C), chlorogenic acid (CGA, D), syringic acid (SGA, E) and p-coumaric acid (pCA, F). The treatment protocol consisted of
adding phenolic compound solution (add), followed by two washes with tris buffer (wash). 1 sweep is equal to 70–80 seconds. All tBLMs were composed
of POPC lipids. The concentration of all phenolic acids was 500 ppm, and solutions were adjusted to pH 7. For all experiments, the conductance of a
control membrane treated with buffer only was recorded (indicated in B).
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bound to the membrane surface 100% of the time, while
the other three molecules are bound 0, 3 or 44% of the time.
Visual inspection of the trajectory showed that these three
molecules interact with other CGA molecules bound to the
surface but remain in the water phase (Fig. S4 in the ESI†).
Thus, while these molecules are close to the membrane surface,
they do not form direct interactions with the lipids or
interfacial water.

An interesting point can be made when considering the time
spent in proximity of the membrane alongside the partition
coefficients (log P). The log P values predicted from the free
energy calculations for DHBA, CA, SGA and pCA are, in
increasing order, 0.5, 0.98, 1.05 and 1.1. This order does not
agree with their order of time spent close to the membrane
surface: SGA { pCA { DHBA E CA. The discrepancies
between log P and membrane proximity are particularly strong
when comparing CA, SG and pCA. Their log P values are
very close, yet their time spent close to the membrane range
from 490% for CA to 12% for SGA. These large differences are
a first indication that log P values are not a reliable indicator
to predict surface interactions for these phenolic compounds,
which will be outlined in more detail in the discussion.

Insertion depth. To investigate the location of the phenolic
compounds with respect to the membrane surface, we
calculated the insertion depth of each phenolic compound
(Fig. 5). Insertion depth was estimated by the distance between
two selected atoms in the phenolic compound and the COM of
the membrane in the z-dimension, hDzi. Rather than using the
COM of the phenolic compound, hDzi was calculated for two
selected atoms at opposing ends of the molecule to the COM of
the membrane.58 These atoms in the phenolic compound
designate the head and tail (Fig. S2 in the ESI†). Distances were
averaged over the last 200 ns of the 500-ns simulation and over
the 10 phenolic compounds. Fig. 5 shows hDzi for all six
phenolic compounds. As a reference, the figure also depicts
the average z-position of the nitrogen, phosphate, or carbonyl
oxygen atoms in POPC. Comparison of hDzi for the six
compounds shows that CAME is the most embedded in the
membrane, sitting at the level of the carbonyl oxygen at the top
of the hydrophobic core of the membrane. CA and DHBA are
localised close to the headgroups at the water–lipid interface.
The remaining three phenolic compounds, CGA, SGA and pCA,
are positioned above the headgroups, further away from the
water–lipid interface. None of the compounds penetrate the
hydrophobic core of the membrane.

Orientation of phenolic compounds. The orientation of the
phenolic compound with respect to the membrane surface was
determined by the angle formed between the z-axis of the
simulation system, which is normal to the bilayer, and a vector
connecting two atoms at opposing ends of the phenolic
compounds (see also Fig. S1 in the ESI†). Fig. 6 shows the
normalised probability distributions of the orientation angle a.
The distributions represent the combined data from the
10 compounds in the respective simulation systems. As the
compounds have free rotation in solution, the distributions of
orientation angles were only calculated for compounds that are
close to the membrane surface. A value of a = 01 or 1801
indicates that the vector running along the phenolic compound
runs parallel to the bilayer normal (i.e., the compound is at the
right angle with respect to the membrane surface). A value of
a = 901 means the vector running along the phenolic compound
is parallel to the membrane surface.

Comparison of the distributions shows that CAME and CGA
have a unimodal distribution with a slight preference for
orientations close between B601 to B1201 with the most
preferred orientation at a = 901. In contrast, CA, pCA and DHBA
show bimodal distributions with a maximum of around a = 401
and a = 1401 to 1501. SGA shows the broadest distribution. Note
that the spikes in CAME, CA and SGA are caused by two or three
compounds that stay in specific orientations for long periods of
time, biasing the distributions. Overall, the analysis shows that
except for SGA, all phenolic compounds show a preferred
orientation with respect to the membrane surface.

Cluster formation. We carried out cluster analysis to compare
the aggregation properties of the phenolic compounds. Two or
more phenolic compounds were considered as part of a cluster if
their COM are within 1.5 nm of each other. Table 2 lists the % of
frames during which two, three or four molecules are found in a

Fig. 4 Effect of caffeic acid methyl ester (CAME), caffeic acid (CA) and 3,4
dihydroxybenzoic acid (DBHA) on tBLMLs composed of POPC, diether-PC
or DOTAP. The concentration of all phenolic acids was 500 ppm, and
solutions were adjusted to pH 7. The normalised conductance reported is
the average reached after the second addition of phenolic solutions, which
are averaged over at least 4 independent experiments. Error bars are
�standard error of the mean. * = p o 0.05, ** = p o 0.01. n.s. = not
statistically significant.

Table 1 Proximity to membrane surface. A phenolic compound was
considered bound to the membrane surface if any of its atoms were
within 0.2 nm of the POPC phosphate atom. Percentages were calculated
separately for each compound using the last 200 ns of the 500 ns
simulation and averaged over the 10 compounds in the system. Errors
are given as standard deviations

Phenolic compound Percentage of frames

CAME 99.48 � 1.37
CA 91.39 � 11.28
DHBA 92.10 � 4.95
CGA 74.81 � 40
SGA 12.72 � 3.44
pCA 39.69 � 6.94
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cluster. CAME has the strongest tendency to aggregate, and for
32% of the simulation time, two compounds are in proximity of
each other. Visual inspection shows that the aggregation occurs
in a way such that both CAME molecules in the cluster are
bound to the membrane surface, consistent with the fact that
CAME spends 99% of the simulation time proximal to the
membrane surface. Clusters with three CAME molecules are
much less likely and only occur 4% of the time. Compared
to CAME, all other compounds show a much smaller or no
tendency to aggregate. CA, SGA and pCA are found in clusters
with two molecules only 6%, 4% and 3% of the simulation time,
respectively. DHBA shows no clustering at all. In contrast, CGA
shows a very strong tendency to form clusters of four molecules.
As noted in the previous section, CGA aggregates in a way such
that one or two molecules are superficially bound to the
membrane surface while the other molecules in the cluster
remain in the water phase (Fig. S4 in the ESI†). Visual inspection
shows that these clusters are long-lived and stable over 4400 ns
of the 500 ns simulation.

Phenolic–lipid and phenolic–water coordination at the
lipid–water interface. Fig. 7 shows the most common
interactions formed by CAME, CA and DHBA, which we refer
to as binding modes. To identify the dominant binding modes,
the interactions of all 10 compounds in the system with lipids
and water molecules were analysed. For phenolic compound–
lipid interactions, we distinguished between the phosphate
oxygen and carbonyl oxygen.

The most common binding mode for CAME involves the
catechol group interacting with the phosphate oxygen and the
methyl ester surrounded by interfacial water. This mode
accounts for 84% of binding events. A similar binding mode
is observed for CA and DHBA. Like CAME, both compounds
show a preference for the phosphate group, and the most
common binding mode is the catechol interacting with the
phosphate oxygen and the carboxylic acid interacting with
water. This mode accounts for 66% and 70% of binding events

in CA and DHBA, respectively. In addition, both CA and DHBA
show a binding mode where the catechol group is bound to the
phosphate oxygen, and the carboxylic acid moiety interacts with
both water and hydrogens in the lipid headgroup. These
account for approximately 15% of interactions. Note, this
binding mode of bridging two lipids is not possible for CAME.
For all three phenolic compounds, less than 1% of interactions
involve the lipid carbonyl oxygen.

The other phenolic compounds do not show such strong
preferences for a specific binding mode. Also, pCA, SGA and
CGA show much less interaction with lipid oxygens and prefer
interfacial water instead. The most common binding mode for
pCA is similar to CA and DHBA, where the hydroxyl group
interacts with the phosphate oxygen, and the carboxylic acid
interacts with water. This mode, however, only accounts for
30% of binding events. All other times when pCA is close to the
membrane surface, the compound interacts with interfacial
water. SGA shows even lower levels of interactions with lipids.
Only 15% of interactions involve phosphate oxygen, and there
are no interactions with carbonyl oxygen or other parts of the
lipid. For SGA, the carboxylic moiety interacts exclusively with
interfacial water, and there is very little interaction with the
lipid oxygens. The catechol group in CGA shows no interaction
with lipid oxygens and exclusively interact with interfacial
water. While the hydroxyl and carboxylic acid groups in
the non-aromatic ring show some interactions with the lipid
phosphate oxygen, most interactions are with interfacial water.

4. Discussion

In this study we aimed to investigate the interaction of six
phenolic compounds with phospholipid bilayers with a particular
focus on the role of specific phenolic–lipid interactions in the
compounds’ ability to alter membrane ion permeability. For this,
we used tBLM/EIS to compare the effect of six different phenolic

Fig. 5 Insertion depth for phenolic compounds, estimated by the average distance hDzi of the head and tail of phenolic compounds to the COM of the
POPC bilayer. The atoms defining the head and tail of each phenolic are shown in Fig. S2 of the ESI.† The three horizontal lines represent the average
position of the nitrogen (green), phosphate (grey) and carbonyl (orange) atoms in POPC. All values were calculated from the last 200 ns of the 500 ns
production run and averaged over the 10 compounds. Error bars represent standard deviations.
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compounds on the ion permeability of phospholipid bilayers
composed of POPC. In addition, we used MD simulations of phenolic
compounds in the presence of a POPC bilayer to provide information
on the insertion depth, orientation, aggregation properties and
phenolic–lipid interactions on each of the phenolic compounds.

The tBLM/EIS experiments revealed that of the six
compounds, CGA, SGA and pCA do no alter the conductance
in phospholipid bilayers membrane while CAME, CA and
DHBA significantly increase conductance. Further, the time-
dependent conductance traces from CAME, CA and DHBA

suggest major differences in the mechanism by which these
three compounds alter membrane ion permeability. Potential
reasons for these differences will be discussed later in the
context of results from the MD simulations.

In the EIS experiments, a weak electric field of 25 mV (0.025 V)
peak to peak and 0 mV bias is applied. If the electric field would
cause large disruptions when adding charged compounds to the
membrane, we would see this for SYG, CGA and pCA as well. Our
EIS data indicates that the disruption only occurs with selected
compounds.

Fig. 6 Orientation of phenolic compounds (A) caffeic acid methyl ester (CAME), (B) caffeic acid (CA), (C) 3,4-dihydroxybenzoic acid (DHBA),
(D) chlorogenic acid (CGA), (E) syringic acid (SGA) and (F) p-coumaric (pCA) when close to the POPC membrane surface. Distributions were calculated
using the combined data from all 10 phenolic compounds in the system and all frames from the last 200 ns of the 500 ns simulation. The orientation is
defined by a vector connecting two atoms in the compound and the z-axis of the simulation system.
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As noted in the introduction, the underlying assumption of
our tBLM/EIS experiments is that an increase in conductance
reflects a change in ion permeability of the membrane, which is
caused by the phenolic compound altering the packing of
lipids in the bilayer. Under this assumption, an increase of
conductance thus indicates a membrane disrupting effect.
There are, however, other mechanisms that can cause an

increase in conduction. For example, protonophores able to
transport protons across membranes have been shown to
increase conductance in phospholipid bilayers as measured by
EIS.59 Protonophores operate via a mechanism that does not
necessarily require disruption of lipid packing. The anionic
form of the protonophore adsorbs to the membrane surface,
where it associates with protons to form a neutral form of the
compound. There is ample evidence that protons accumulate
on and move along water–lipid interface.60–68 The protonated
form is less polar and able to translocate across the hydro-
phobic core of the membrane. The compound dissociates again
into the anionic protonophore, and protons are released on
the other side of the membrane. In a tBLM/EIS experiment,
this transport of protons across the membrane would cause
an increase in conductance. While we cannot exclude that proto-
nophore activity contributes to the increase in conductance, for
the reasons outlined below, we think that the effect from the
phenolic compounds is at least partially caused by disrupting the
lipid packing and subsequent formation of water-filled pores
rather than protonophore activity alone.

First, the only difference between CAME and CA is that in the
former the carboxylic acid is replaced by a methyl ester (Fig. 2).

Table 2 Clustering of phenolic compounds on a POPC membrane sur-
face. Two or more phenolic compounds were considered as part of a
cluster if their COM are within 1.5 nm of each other. The % of phenolic
compounds found in a cluster of two, three or four molecules were
calculated from the last 200 ns of a 500 ns simulation

Phenolic
compound

% frames during which two, three or four molecules
are found in a cluster

2 molecules 3 molecules 4 molecules

CAME 32% 4% 0%
CA 6% 0% 0%
DHBA 0% 0% 0%
CGA 0% 1% 98%
SGA 4% 0% 0%
pCA 3% 0% 0%

Fig. 7 The most common interactions formed by (A) caffeic acid methyl ester (CAME), (B) caffeic acid (CA) and (C) 3,4-dihydroxy benzoic acid (DHBA)
with lipids and interfacial water.
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If the increase in conduction by CAME and CA were caused
predominantly by a protonophore activity, the anionic nature
of CA would likely make it a better protonophore and thus
cause a stronger effect than CAME. Our experiments show the
opposite effect, i.e., CAME causes a much larger increase in
conductance than CA (Fig. 3). Similarly, DHBA also contains a
carboxylic acid group yet shows significantly less increase in
conductance than CAME. The compounds CGA, SGA, and pCA
show no increase in conductance compared to treatment with
just buffer.

Second, the reduced conductance for CAME and DHBA
with dietherPC further supports the presence of membrane
disruption. Several landmark studies have shown that protons
can migrate along the membrane surface.69–71 This lateral
transfer of protons relies upon the presence of interfacial water
and is facilitated by the more stable hydrogen bonds and
reduced mobility of water molecules on the membrane surface
compared to bulk water.67,72–78 Water reorientation is increased
in bilayers composed of dietherPC compared to POPC79 likely
due to the lack of hydrogen bonding with the carbonyl oxygen.
We would thus expect proton transfer to be increased in the
presence of dietherPC. In the case of protonophore activity, this
should also cause an increase in conductance. However, our
data shows that replacing POPC with dietherPC reduces
conductance for CAME and DHBA and does not significantly
differ for CA.

In addition to protonophore activity, there are other
processes we need to consider in the interpretation of our
results. Weak acids can cross the membrane in their proto-
nated forms.80–83 The process is the same as described in the
protonophore case where the compound is protonated at the
water–lipid interface and permeates across the membrane in its
uncharged form. Thus, at the water–lipid interface protonated
and unprotonated states co-exist. Our analysis neither
contradicts nor exclude this process and lipid disruption is
still possible for the protonated compound. The analysis of CA
and DHBA shows that the lipid–phenolic interactions are
predominantly between the catechol group and the phosphate
oxygen in the lipid. The carboxylic acid moiety interacts mostly
with interfacial water, which is possible in the protonated or
deprotonated form.

It is likely that compounds such as pCA, SGA and CGA that
cannot cause disruption will move through the membrane in a
protonated form. Again, our analysis does not exclude or
contradict this. Our simulations suggest that these compounds
mostly interact with interfacial water. Even in its protonated form,
the carboxylic moiety is polar and capable of forming hydrogen
bonds. Thus, as for the membrane-disrupting compounds, the
interactions predicted by our simulations are still compatible with
the model of these acids to move through the membrane in a
protonated form. In fact, this is consistent with our EIS data that
suggest these compounds do not induce pores, which would be
the case for a compound that moves through the hydrophobic
core without significantly disrupting lipid packing.

The tBLM/EIS experiments with dietherPC and DOTAP can
also provide information on the role of specific phenolic–lipid

interactions in altering ion membrane permeability. For all
three compounds, the membrane ion permeability is significantly
reduced with DOTAP compared to POPC. This suggests that the
interaction with the phosphate oxygen is involved in the
membrane-altering effects of CAME, CA and DHBA. The results
from the MD simulations support this as they showed that all
three compounds form stable interactions with the phosphate
oxygen. The binding mode where the catechol group is bound
to the phosphate oxygen accounts for most phenolic–lipid inter-
actions in the simulation of CAME, CA and DHBA with POPC
bilayers. Results from the tBLM/EIS experiments with dietherPC
show varying effects depending on the compound. In the case of
CAME, conductance is reduced by 20% with dietherPC compared
to POPC. For DHBA, the reduction is 80%. In contrast, there is no
significant difference in conductance between dietherPC and
POPC for CA. This suggests that the carbonyl oxygen is involved
in the lipid interactions of CAME and DHBA but not of CA.
However, based on the simulations, none of the three compounds
shows stable interactions with the carbonyl oxygen. In the case of
CA, the simulation data could be a direct explanation of the
lack of change in conductance between dietherPC and POPC. For
CAME and DHBA, it is possible that the lack of carbonyl oxygen
causes a change in how DBHA or CAME interact with the lipids,
and this alternate binding mode is less effective at causing
membrane disruption. As there are currently no parameters for
dietherPC in the Amber force field, we cannot use simulations
with this lipid to directly test these possibilities.

Table 3 provides an overview of the combined results from
the tBLM/EIS experiments and the MD simulations. Despite the
similarities in the structure and physico-chemical properties of
the six compounds, particular the strong structural similarity of
CAME, CA and pCA, the compounds show diverse interactions
with the phospholipid bilayer. Neither the presence of the
catechol group or the carboxylic group correlates with the
ability to increase membrane ion permeability. The same can
be said for log P. Based on our study of these six phenolic
compounds, lipophilicity on its own cannot be used to predict
whether a compound alters membrane permeability. log P has
been found to relate to other membrane-altering activities
of phenolic compounds, such as changes in the transition
temperature or membrane-destabilising effects.84 However,
these effects relate to the ability of the phenolic compound to
insert into the hydrophobic core, a property that is captured by
log P. Conversely, altering the packing of lipids relates to the
interaction of the compounds with lipids at the water-
phospholipid interface, which is poorly captured by log P.

Note that simulations were carried out without an electric
field. We know from test simulations carried out for previous
work17 and published work that such a weak electric field is not
sufficient to induce pores in simulations. To induce pores in
membranes in the absence of an electrochemical gradient, an
electric field strength of 0.3 V or higher is required.85–88 These
fields are at least 10 times higher than the ones used in our
experiments.

The three compounds that cause an increase in membrane
permeability have the following in common: they spend most of
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the time in the proximity of the membrane, where they form
strong interactions with the lipid head groups rather than
interfacial water. Given the small sample size, these properties
are unlikely enough to predict which types of compounds can
cause membrane disruption or an increase in ion membrane
permeability. Nevertheless, the molecular level detail gained
from our analysis allows us to provide new insight into potential
mechanisms of how specific interactions at the water–lipid
interface relate to membrane permeability. In our recent work,
we used tBLM/EIS experiments and MD simulations to demon-
strate how the differences in membrane permeability of Na+ and
K+ ions originate from distinction coordination by carbonyl
oxygens at the phospholipid–water interface.17 Specifically, we
proposed that the ability of Na+ to create a greater number of
coordinating interactions with lipids compared to K+ causes a
higher localised energy barrier for ion-induced pores, which
then results in a higher membrane permeability observed in
EIS experiments. We can use a similar argument to understand
why CAME and CA cause an increase in membrane ion
permeability while structurally similar pCA does not. The catechol
group in CAME and CA form stable interactions with the phos-
phate oxygen while the methyl ester or carboxylic acid group
interacts with either a second lipid or interfacial water. In both
cases, the compound pushes lipids apart, causing local disruption
of lipid packing and weakening the interactions between the
lipids. This reduces the energy barrier for water-filed pores to be
formed, thus increasing the permeability of membranes to ions.
This not only increases the ion permeation, as is evident from the
significant increase in conduction in our EIS experiments, but
also allows the phenolic compound itself to move through the
membrane in its unprotonated (charged) form. On the
other hand, pCA does not form stable interactions with the lipid
headgroup and is mostly bound to the membrane surface via
interfacial water. This does not alter lipid packing, and hence pCA
does not change the probability of pore formation, leaving ion
membrane permeability unaltered.

The differences in binding mode between CAME compared
to CA and DHBA might also explain why CAME appears to be

able to wash out from the membrane easier than CA and DHBA,
despite its higher log P value (and thus higher lipophilicity).
CAME only forms interactions with a single lipid while CA and
DHBA can bridge two lipids. It is possible that this makes it is
easier for CAME to be washed out and for the membrane to
restore its lipid packing, thus restoring membrane permeability
close to baseline levels. In the case of CA and DHBA, the
bridging of two lipids might make the washout and restoration
of lipid packing less favorable.

5. Conclusion

We have reported the combined use of tBLM/EIS and MD
simulations to study the interactions of phenolic compounds
with phospholipid bilayer. Results from tBLM/EIS experiments
showed that CAME, CA and DHBA significantly increase
phospholipid bilayer permeability while CGA, SGA and pCA have
no effect. Despite the similarities in the structure and physico-
chemical properties of the six phenolic compounds, they show
diverse insertion depths, orientation, and lipid interactions. The
ability to alter membrane permeability does not appear to
correlate with the lipophilicity of a compound as indicated by
its log P value. The combined results from tBLM/EIS experiments
and MD simulations show that specific phenolic–lipid inter-
actions are critical in the membrane-altering activity of CAME,
CA and DHBA. Interestingly, none of the compounds that
increase permeability cause a change in the structure of
morphology of the phospholipid bilayer as assessed by APL or
order parameters. This is consistent with our previous study of
ion–lipid interactions and their role in membrane permeability.
We propose that phenolic compounds can alter membrane
permeability by causing local changes in lipid packing that
subsequently reduce the energy barrier for ion-induced pores.
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Table 3 Summary of results from tBLM/EIS experiments and the simulations. Details of each different property or effect can be found in the
corresponding results section

Phenolic
compound

Calculated
log P

Membrane
permeability

Membrane
proximity Insertion depth

Preferred
orientation Clustering Binding mode

CAME 2.35 � 0.02 Increase B100% Top of hydrophobic
core

Parallel to membrane
surface

Yes, clusters of two on
the membrane surface

Strong preference for
phosphate oxygen

CA 0.98 � 0.02 Increase 490% Water–lipid inter-
face, lipid
headgroups

B451 to membrane
surface

Very low tendency Strong preference for
phosphate oxygen,
‘bridging’ of lipids

DHBA 1.10 � 0.13 Increase 490% Water–lipid inter-
face, lipid
headgroups

B451 to membrane
surface

No Strong preference for
phosphate oxygen,
‘bridging’ of lipids

CGA 0.30 � 0.10 No effect 74% Interfacial water Parallel to membrane
surface

Yes, clusters of four
but only one on the
membrane surface

Very few interactions
with lipids

SGA 1.05 � 0.25 No effect 12% Interfacial water No preferred orientation No Very few interactions
with lipids

pCA 0.50 � 0.13 No effect 30% Interfacial water B451 to membrane
surface

No Few interactions with
lipids
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85 R. A. Böckmann, et al., Kinetics, statistics, and energe-
tics of lipid membrane electroporation studied by mole-
cular dynamics simulations, Biophys. J., 2008, 95(4),
1837–1850.

86 L. Delemotte, et al., Modeling Membranes under a Trans-
membrane Potential, J. Phys. Chem. B, 2008, 112(18),
5547–5550.

87 M. Tarek, Membrane electroporation: a molecular dynamics
simulation, Biophys. J., 2005, 88(6), 4045–4053.

88 D. P. Tieleman, et al., Simulation of Pore Formation in Lipid
Bilayers by Mechanical Stress and Electric Fields, J. Am.
Chem. Soc., 2003, 125(21), 6382–6383.

PCCP Paper

Pu
bl

is
he

d 
on

 2
7 

Se
pt

em
be

r 
20

21
. D

ow
nl

oa
de

d 
on

 2
2/

07
/2

02
4 

19
:2

6:
14

. 
View Article Online

https://doi.org/10.1039/d1cp03250j



