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The evaluation of CO2 capture fluids is crucial for the advancement of carbon capture technologies.

Recent advancements in amine-based carbon capture fluids motivate a broad search for high-

performance fluids and the development of methods capable of exploring a large chemical space. Here,

we present a microfluidic approach paired with automated image processing and density functional theory

simulations that enables comprehensive rapid screening of capture fluids. The principle of measurement

leverages the ability to monitor phase expansion and contraction in fixed-volume dead-end channels. This

approach enables fast comparative assessments of reaction kinetics and thermodynamic parameters,

including CO2 absorption rate (∼30 s), desorption rate (∼30 s), absorption capacity (∼20 min), and vapor

pressure (∼5 min), exceeding the speed of conventional methods by two orders of magnitude. The

method is broadly applicable, effective for primary, secondary, and tertiary amine types. Rapid screening of

capture fluids holds promise for the accelerated discovery of improved CO2 capture processes and an

opportunity for the microfluidics community to contribute to decarbonization efforts.

1. Introduction

Increasing emissions of CO2 underscore the imperative need for
CO2 capture technologies as a strategy towards achieving carbon
neutrality.1,2 Among the major types of CO2 capture solutions
developed to date – amine solutions, alkaline solutions, ionic
liquids, and ammonia – amines are the most developed.3–5 With
decades of research and development, aqueous amine solvents
are now employed to capture CO2 from a wide variety of post-
combustion flue gases.6,7 The typical requirements for a CO2

capture fluid are high absorption rate and capacity, selectivity,
and energy efficiency in desorption, as well as exhibiting low
vapor pressure, corrosiveness, and toxicity.8,9 However, current
capture solutions do not meet these requirements in full. For
instance, the widely used 30 wt% MEA aqueous solution
exhibits rapid reaction kinetics but exhibits low absorption
capacity and suffers high desorption energy demand.10,11

Recent advancements in material science, combined with in-
depth investigations of CO2 capture systems, have yielded a
diverse array of novel capture fluids and hybrid systems.12,13

These efforts broaden the spectrum of promising chemistries
and present a testing bottleneck.14 Blends of capture solutions

are the norm, and with over 150 common capture solvents in
use and more under development,15 the chemical space is vast,
with over 107 potential combinations to explore.

Current approaches to evaluate capture fluid performance
involve, in effect, smaller versions of the capture system.16–18 To
determine absorption and desorption rates, for instance, bubble
column reactors, wetted wall columns, and pack towers are
used. These approaches are batch and low-throughput, with test
times on the order of hours.19–21 Furthermore, the substantial
sample volumes needed, ranging from tens of milliliters to a
few liters, contribute to inefficiency and cost.22 These coupled
time- and volume-requirement limitations are analogous to the
biomedical laboratory processes that have been disrupted by
lab-on-chip technologies over the last few decades.23,24

Microfluidic technology has demonstrated exceptional
versatility and broad applicability in CO2-related studies,
spanning capture, conversion, and monitoring applications.25–27

Adapting the lab-on-chip approach to advance decarbonization
technology is needed for the decades ahead.28,29

Herein, we introduce a microfluidic approach for the
comprehensive and high-throughput screening of CO2 capture
fluids, integrating automated image analysis and density
functional theory (DFT) simulations for enhanced efficiency and
accuracy. The microfluidic approach leverages dead-end
channels as gas–liquid reactors to assess CO2 absorption/
desorption rates, absorption capacity, and vapor pressure
simultaneously. This approach circumvents the complexities
associated with dynamic gas–liquid segmented flows and
provides a stable and controllable gas–liquid interface. Notably,
variations in fluid properties may introduce deviations in
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capture performance evaluation. The DFT simulations are used
to calculate the Gibbs free energy profiles, offering theoretical
insights into the intrinsic reaction kinetics between CO2 and
capture fluid. Additionally, comparative analysis with
microfluidic data helps distinguish genuine performance from
experimental artifacts. This combined approach enables an
assessment of both the potential of a given capture fluid and
how it would perform in practice, and provides an
understanding of the underlying mechanisms that can inform
the next test or formulation.

2. Methodology and experimental
design

The microfluidic assay was based on the 1-D fixed-volume dead-
end channels that have been proven robust in many lab-on-chip
applications. Examples included assessing CO2-oil
interactions,30,31 thousands of such channels applied to assess
phase properties of mixtures,32 and colloidal particle sorting.33

The channels here were 300 μm wide and 250 μm deep, and
distributed in a parallel array. These channels functioned as
miniaturized gas–liquid reactors, as illustrated in Fig. 1a. Initially,
CO2 gas was introduced into these channels under a predefined
pressure, followed by the infusion of the capture fluid, thus
triggering the reaction under test. Additionally, we monitored the
pressure during the introduction of the capture fluid to gain
insights into the thermodynamic conditions within the channel.
During the subsequent absorption process, the pressure was
assumed to remain constant due to the small volume of trapped
CO2. The structure ensured the constancy of the gas and liquid
segments' diameter, with volume variations restricted to the
channels' longitudinal axis. Taking amine solutions as an
example, at room temperature, the gas slug in the dead-end
shrank gradually as the solvent efficiently absorbs CO2.
Conversely, elevated temperatures facilitated the reverse reaction,
promoting amine regeneration and liberation of CO2, ultimately
resulting in an enlargement of the gas slug. These temperature-
dependent reactions and interface dynamics served as indicators
for assessing the absorption and desorption rates. The absorption
capacity measurement shared similarities with that for
determining CO2 absorption rates. However, to assess capacity a
finite-length absorbent slug was introduced into the test channel
and then segmented by a gas phase, leading to an excess of CO2

and a deficiency of absorbent within the microchannels (see
Fig. 1a). As the absorbent within the slug becomes depleted, the
final position of the slug reflected its absorption capacity. To
assess vapor pressure measurements, we invoked the
proportional relationship between vapor pressure and
evaporation rate.34 Each experiment was conducted three times,
and for each run, the reported result represents the average
across all channels imaged simultaneously.

Microfluidic measurements were integrated with automated
image analysis and DFT simulations to expedite and enrich the
evaluation of CO2 capture fluids (Fig. 1b). Specifically, DFT
simulations were applied to ascertain the Gibbs free energy
changes along the reaction pathways, which — together with

adsorption and desorption measurements — indicated the
potential of the capture fluid and its applicability. These
experimental measurements were implemented using a
microfluidic device (Fig. 1c), where real-time interfacial
dynamics during CO2 absorption/desorption cycles were tracked
via automated imaging (Fig. 1d, ESI† Appendix section S1) and
analyzed in conjunction with the gas state equation.

Fig. 2 shows the schematic diagram of the experimental
setup for high-throughput screening of CO2 capture fluids. The
central component of our microfluidic screening platform is a
customized microfluidic chip (75.2 mm × 35 mm × 1.5 mm). Its
fabrication starts with creating patterns on a chromium mask,
which are transferred onto a silicon substrate via UV
lithography, followed by deep reactive ion etching (RIE) to
achieve 250 μm channel depths. The silicon substrate is then
anodically bonded to a borosilicate glass cover, forming tightly
sealed microchannels that allow direct optical observation of
fluidic behaviors. This silicon-glass construction provides
excellent chemical resistance and can withstand high
temperatures (∼200 °C) and pressures (∼200 bar). A high-
pressure syringe pump (Teledyne ISCO 200DX) delivers CO2 or
N2 gas to maintain experimental pressure, while a high-
precision syringe pump (Harvard Apparatus, Pump 11 Elite)
continuously injects the capture solution at a constant rate.
Before experiments, a vacuum pump evacuates the system to
ensure gas purity. Pressure sensors (Omega, PX409) monitor gas
and liquid pressures at the inlet and outlet channels.

The experimental procedures for CO2 capture performance
evaluation comprise four key tests: absorption rate, desorption
rate, absorption capacity, and vapor pressure comparison.

2.1. Absorption rate test

CO2 is injected into the chip through port a and maintained
at a target pressure (∼2.15 bar), while a 3 mol L−1 aqueous
amine solution (35 °C) is introduced through port c. A
T-shaped junction upstream of the testing channels diverts
pre-reacted fluid to port b, ensuring only fresh solution
enters the dead-end channels. Once unreacted fluid is
confirmed at the T-junction, port b is closed to direct the
solution into the testing channels. To ensure consistency and
robustness of the reported results, we present the averaged
response across multiple channels.

2.2. Desorption rate test

Following the absorption rate protocol, capture solution
injection ceases when the gas–liquid interface reaches the
appropriate position. N2 is then injected through port a to
purge residual solution from the main channel. Ports a and c
are vented to atmospheric pressure, and the chip is heated to
70–80 °C to initiate CO2 release from the amine solution.

2.3. Absorption capacity test

After replicating the absorption rate procedures, N2/CO2 is
injected through port a to flush residual solution from the
main channel, forming a finite liquid slug in the testing
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channel. Subsequently, port c is closed, and N2/CO2 is
maintained at target pressure. CO2 occupies the slug's left

side, while N2/CO2 fills the right side. Tests use 1 mol L−1

amine solution at 25 °C.

Fig. 1 Microfluidic-driven comprehensive and fast screening of CO2 capture fluids. (a) Operational principle and schematic representation of
microfluidic measurement for CO2 absorption rate, desorption rate, absorption capacity and vapor pressure. Different colors on the chip denote
distinct temperature regions, with blue indicating the low-temperature region at 35 °C and red signifying the high-temperature region at 80 °C.
The cartoon diagram illustrates the movement of the interface and the reaction process during different parameter measurements, where the
intensity of absorbent color reflects the concentration distribution of reaction products. (b) Microfluidic measurements are integrated with
automated image analysis and DFT simulations to establish an accelerated platform for CO2 capture fluids screening. (c) Schematic diagram of
experimental setup. The microfluidic device consists of a stainless-steel manifold that secures the silicon-glass chip, providing enclosed fluid
pathways. Temperature control is achieved through a copper block and an electric heater. The chip features multiple dead-end channels arranged
for the comparison of amine solutions' performance by monitoring the movement of gas–liquid interface. (d) Automated image analysis and
performance parameters calculation. The CO2-amine interface is detected via intensity changes using the Sobel edge detection method. Interface
position and velocity are calculated along a predefined coordinate axis. The absorption rate, desorption rate, and absorption capacity are then
determined through a gas equation of states.
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2.4. Vapor pressure comparison

The microfluidic system is evacuated, followed by the injection
of capture fluid to saturate the dead-end testing channels. N2

purges residual solution from the main channel via port a. The
chip is heated to 35 °C or 80 °C to initiate evaporation, with N2

continuously supplied at ∼1.1 bar to accelerate evaporation and
minimize atmospheric CO2 interference.

3. Results and discussion
3.1. Microfluidic results

We selected six different types of amines (monoethanolamine,
pentylamine, diethylamine, diethanolamine,
N-methyldiethanolamine, triethanolamine) as model CO2

capture solutions. This set includes the most commonly used
amines and covers primary, secondary, and tertiary amine types
(details in Table S1 of the ESI† Appendix).

3.1.1. Absorption rate and desorption rate measurements.
Absorption and desorption rates are critical metrics of CO2

capture fluid performance, influencing the scale and capital
cost of a capture system. Initial CO2 absorption tests were
performed at 35 °C and 2.15 bar. Upon introducing amine
solutions into the dead-end channels, a noticeable
absorption of CO2 is observed, as evidenced by the gradual
reduction in gas slug length and the leftward shift of the
gas–liquid interface, as illustrated in Fig. 3a. Initially, the
rapid shrinkage of the gas slug indicates the chemical
reaction rate between the gas and absorbent. As the
interface-adjacent amine was depleted, a subtle deceleration
was observed, indicating the onset of a mass transfer

limitation. All test fluids were confronted with this diffusion-
limiting phenomenon, thus diffusive effects at later times
have minimal effect on the comparison of absorption rates
especially within a short period of time. Fig. 3b depicts the
time-dependent evolution of the gas–liquid interface
movement for various amine solutions, with shaded areas
representing the standard deviation among different dead-
end channels. By quantifying the changes in gas slug volume
over a 10-second interval and employing the real gas
equation, we ascertain the average CO2 absorption rates, as
shown in Fig. 3c. For these calculations, the gas state is
modeled using the Van der Waals equation:

P þ an2

V2

� �
V − nbð Þ ¼ nRT (1)

where P represents the gas pressure, V denotes its volume, n
is the quantity of gas (in moles), R is the ideal gas constant,
and T is the gas's absolute temperature. The constants a and
b, specific to CO2, are 3.66 bar L2 mol−2 and 0.0429 L mol−1,
respectively.35 The observed order of absorption rates for
different amine solutions generally aligns with that reported
in the literature, with primary and secondary amines
exhibiting higher absorption rates than tertiary amines due
to their smaller steric hindrance and distinct reaction
mechanisms.36 Notably, our study achieves the determination
of absorption rates within a matter of seconds, surpassing
conventional methodologies by orders of magnitude.21 This
approach leverages rapid heat transfer characteristic of
microfluidics to minimize the effect of exothermic heat of
reaction, thereby allowing the absorption tests to proceed

Fig. 2 Schematic diagram of experimental setup for CO2 capture fluids screening.
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under nearly isothermal conditions – a challenge for
conventional testing setups.37

The CO2 desorption test follows the CO2 absorption test.
Here, rapid heating on the microchip is employed to contain
the diffusion of reaction products within the test channels.
The system can elevate the chip's temperature to ∼70 °C
within ∼6 s and further to 80 °C after ∼16 s (refer to section
S3 of ESI† Appendix). Within a time frame of less than 100
seconds and the absence of convection, the diffusion
distance remains under 1 mm (section S4 of ESI† Appendix).
This limited diffusion ensures that the absorption and
desorption reactions occur in close proximity to the gas–
liquid interface (see Fig. 1a), approximating a closed system
within the test channel. The heating of the chip instigates
the release of absorbed CO2, leading to an increase in
pressure within the residual gas slug and a gradual shift of
the gas–liquid interface towards the right (Fig. 3d).

Fig. 3e shows the interface movement, indicating the
thermal response associated with CO2 desorption in various
amine solutions. The expansion of the gas segment is not
solely influenced by CO2 release, but also by the combined
effects of thermal expansion and vapor pressure changes.
With regard to vapor pressure, the capture fluids (3 mol L−1

aqueous solutions) possess a solute molar fraction below
0.1. According to Raoult's law, the vapor pressure of the

solution is primarily determined by water, provided that the
vapor pressure of the solute is lower than that of water (See
section S5 of ESI† Appendix). Consequently, the
contribution of vapor pressure to the expansion of the gas
slug is largely consistent across different test fluids,
rendering it negligible in the comparative analysis of
desorption rates. The effect of thermal expansion can be
compensated for using the gas state equation. Desorption
rate is defined as the average rate over 10 seconds, and
detailed outcomes are presented in Fig. 3f. Notably, the
desorption rate trend generally inverses that of absorption,
with tertiary amines exhibiting more rapid CO2 release than
primary and secondary amines. This difference is primarily
attributed to the simpler decomposition of bicarbonate
(main reaction product between tertiary amines and CO2)
compared to that of carbamate (main reaction product
between primary/secondary amines and CO2).

19,38,39 An
anomalous case is observed with diethylamine (DA), which
exhibits the highest desorption rate among all examined
amine solutions, deviating from expected behaviour.40 This
anomaly is due to its relatively high vapor pressure at 80
°C, DA contributes a substantial partial pressure (∼16 kPa)
despite its low mole fraction, making its effect on gas slug
expansion during desorption non-negligible compared to
other amines (see ESI† section S5).

Fig. 3 CO2 absorption and desorption tests at 35 °C and 80 °C, respectively. (a) Dynamic interface movement during CO2 absorption: the red
dashed line outlines the interface, with amine solution on the right and CO2 on the left; (b) temporal evolution of interface displacement in
absorption tests, with gray shading indicating standard deviation from at least 3 experimental sets; (c) calculation of average CO2 absorption rate
based on the real gas state equation (Van der Waals equation, a = 3.66 L2 mol−2, b = 0.0429 L mol−1) and interface displacement within 10s (T = 35
°C, P = 2.15 bar); (d) dynamic interface movement during CO2 desorption: the red dashed line outlines the interface, with amine solution on the
right and CO2 on the left; (e) temporal evolution of interface displacement in desorption tests; (f) calculation of average CO2 desorption rate
within 10s (T = 80 °C, P = 1 bar).
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3.1.2. Absorption capacity measurement. In the absorption
capacity tests, as the amine in the liquid slug is depleted, the
final position directly indicates the absorption capacity, as
shown in Fig. 4a. Absorption capacity can be quantified as Mg/
Ms when the liquid slug is segmented by N2 (or absorption
capacity = 2Mg/Ms when the liquid slug is segmented by CO2),
where Mg represents the moles of CO2 absorbed (determined by
the reduction in gas slug size) and Ms denotes the moles of
absorbent in the liquid plug. The bar chart (Fig. 4b) presents
the absorption capacities of different amine solutions at a CO2

partial pressure of 2.65 bar and includes data for
monoethanolamine (MEA) at varying partial pressures (higher
pressures are attainable with this system, up to ∼20 MPa (ref.
41)). The results are consistent with established literature,
exhibiting a deviation of less than 6% (see section 6 of ESI†
Appendix), providing validation of the experimental
approach.42–44 We attribute the residual error to the
determination of the small volumes of capture fluid and
absorbed CO2. Challenges also arise with certain amines, such
as pentylamine (PA) and Triethanolamine (TEA), which show a
strong affinity and lower contact angles towards the
microchannel walls, hindering the formation of stable liquid
segments. Modifications to the channel wall surface wettability
could address this challenge in future.

3.1.3. Vapor pressure assessment. Vapor pressure governs
the solution's volatility during the absorption and regeneration

processes of carbon capture, impacting both system efficiency
and operational costs. Typically, direct measurement of a fluid's
vapor pressure requires elaborate experimental procedures or
sophisticated instrumentation.45 Here we infer the vapor
pressure from the evaporation rate of fluids in microchannels.34

The test channel is initially filled with capture fluid, with the
gas–liquid interface shifting towards the channel end (Fig. 4c).
To expedite the evaporation rate while preventing the formation
of salts or other reaction products with CO2, N2 is introduced
into the main channel at a steady pressure of 1.1 bar. The
average evaporation rates of various amine solutions over a
5-minute observation period, as presented in Fig. 4d, align with
the trends in vapor pressures and boiling points (sourced from
PubChem, see section S7 of ESI† Appendix). Amines such as
diethanolamine (DEA), N-methyldiethanolamine (MDEA), and
triethanolamine (TEA), known to have low vapor pressures,
exhibit low evaporation rates at room temperature. To accelerate
testing, we employ heating (to 80 °C here, Fig. 4d, and a
maximum of 200 °C generally) for comparative analysis in low-
vapor-pressure fluids.

3.2. DFT simulation

The microfluidic measurements leverage the dynamics of the
gas–liquid interface to evaluate the reaction kinetics and
thermodynamic parameters involved in CO2 capture. Within the

Fig. 4 CO2 absorption capacity and vapor pressure comparison tests. (a) Dynamic movement process of absorbent slug, with the final position
reflecting the absorption capacity for CO2; (b) absorption capacities of DEA, MDEA and MEA at a CO2 partial pressure of 2.65 bar, along with the
variation in MEA absorption capacity under different CO2 partial pressures; (c) dynamic interface movement in vapor pressure tests. The
evaporation process of the amine occurs within an N2 environment; (d) average evaporation rate of different amines. Experiments for amines with
higher vapor pressures (i.e., DA, MEA, PA) are conducted at a lower temperature (35 °C), while experiments for amines with lower vapor pressures
(i.e., DEA, MDEA, TEA) are conducted at a higher temperature (80 °C) to shorten the testing duration.
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quasi-closed dead-end channels, the movement of the interface
is primarily governed by the absorption or desorption of CO2.
However, the interface movement it is also influenced by fluid
properties such as interfacial tension and viscosity. To further
corroborate that the experimental data accurately reflects the
reaction rates, DFT simulations were employed to assess CO2

and absorbent molecule interactions, with further details
available in section S8 of ESI† Appendix. The changes in Gibbs
free energy and transition states during CO2 adsorption on six
amine variants are illustrated in Fig. 5.

The energy barriers for CO2 absorption and desorption are
represented by ΔGTs-IS and ΔGTs-FS, respectively. DFT
calculations reveal a CO2 absorption kinetic sequence of DA ≈
PA ≈ MEA > DEA ≈ MDEA > TEA, while exhibiting an inverse
trend in desorption. This ordering matches that of the
experimental data. However, limitations in each methodology
lead to some discrepancies. The theoretical prediction for
desorption kinetics for DA is slow, in stark contrast to the
experimental result showing the fastest CO2 desorption rate.
This discrepancy stems from the significant influence of DA's
vapor pressure on experimental outcomes (see section S5 of
ESI† Appendix). Similarly, DFT predicts comparable absorption
or desorption kinetics for some capture fluids, in contrast to the
differences observed in the experimental results. This may be
attributed to the influence of fluid properties and mass transfer
processes in the liquid phase – aspects not captured by DFT.
Thus, the microfluidic experiments assess apparent reaction
rates while DFT calculations reveal intrinsic kinetics. The
combination enables an assessment of both the potential of a
given capture fluid and how it would perform in practice.

4. Conclusion

We introduce a microfluidic-driven framework for
comprehensive and rapid screening of CO2 capture fluids,
integrated with automated image processing and DFT
simulations for accelerated analysis. The DFT simulations
elucidate intrinsic reaction kinetics between capture fluids
and CO2, offering theoretical insights that augment the
experimental findings. The reliable, and high-throughput

experimental data enriches theoretical prediction models
with empirical evidence.

The microfluidic system employs dead-end channels that
circumvent challenges of two-phase dynamic flow reactors.
The quasi-static nature of measurement facilitates a stable
and controllable interface and improves the versatility of the
platform. This design enables a rapid comparative
assessment of capture fluid performance in terms of CO2

absorption rate (∼30 s), desorption rate (∼30 s), absorption
capacity (∼20 min), and vapor pressure (∼5 min), achieving
a speed that surpasses traditional methodologies by two
orders of magnitude. The integration of microfluidic
measurements with automated image processing and DFT
simulation provides a means to screen, develop, and
ultimately discover CO2 capture fluids. When extending this
approach to novel fluids, practical implementation may
benefit from parameter optimization (e.g., flow rates,
pressure) under extreme conditions (such as exceptionally
high viscosity or low surface tension) and supplementary
characterization (e.g., viscosity, vapor pressure) to
contextualize performance deviations, while the
demonstrated success with diverse amine solutions confirms
its foundational reliability for scalable CO2 capture fluids
discovery.
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