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Abstract: The phase transition of monolayer black phosphorene (MBP, α-P) to β-P and γ-P 

are explored by density functional theory (DFT) calculations and molecular dynamics (MD) 

simulations using reactive force field. It is found that MBP can transfer to a mixed phase of 

β-P and γ-P under biaxial strain, while the Stone–Wales defect (SW-2) in MBP can serve as 

an excellent ‘phase transition catalyzer’, significantly decreasing the critical strain for phase 

transition and increasing the homogeneity of phase transition. The biaxial strain state (i.e. the 

strain components in armchair and zigzag direction) and loading mode (i.e. the proportional 

and staged loading) have significant effects on the phase transition of MBP. In general, the 

phase transition of MBP is driven by the tension strain in armchair direction, but the large 

tension or compression strain in zigzag direction can also promote the phase transition. 

Besides, the MBP has larger fracture strain under staged loading, generating more uniform 

phase transition structure. The effects of curvature and SW-2 defect concentration on phase 

transition of MBP are also studied, which shows easier phase transition for larger curvature 

and higher SW-2 defect concentration. The systematic results presented herein shed useful 

insights for designing and tuning the structure of MBP through phase transition facilitated by 

strain and defect engineering. 
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1. Introduction 

After successfully exfoliated from its black phosphorus counterpart,1-3 a novel 

two-dimensional (2-D) material, i.e. black phosphorene, has attracted a lot of research 

interests, thanks to its unique properties that are different from other 2-D materials, such as 

graphene, hexagonal boron nitride, silicene, transition metal dichalcogenide, etc.4-10 

Monolayer black phosphorene (MBP) has an inherent, direct and appreciable band gap which 

can be further tuned by simply controlling the layer number,11 strain and orientation.12 

Besides, MBP has a high on/off ratio up to 104 at room temperature,13 and its charge-carrier 

mobility could be up to 1,000 cm2V-1s-1,2 rendering it an promising material for 

semiconductor industry. 

Recently, different types of monolayer phosphorus allotropes have been discovered in 

experiments 14, 15 and density functional theory (DFT) calculations.16-18 Based on ab initio 

DFT calculations, Zhu et al.17 investigated a new layered structure of phosphorus called blue 

phosphorus (β-P), whose monolayer structure displays a wide intrinsic band gap of about 2 

eV. Furthermore, a potential transformation pathway from MBP to blue phosphorene with an 

energy barrier of about 0.47 eV/atom has been proposed as a possible way to synthesize β-P. 

Guan et al. found other two stable layered phosphorus allotropes (γ-P and δ-P), and the 

energy cost of connecting the different phases of phosphorus allotrope is negligible.18 Based 

on these work, Wu et al.16 further predicted nine new monolayer phosphorus allotropes 

composed of four phosphorus square or five phosphorus pentagon units, enormously 

distinguished from the previous honeycomb structures. Various monolayer phosphorus 

allotropes present disparate structures and result in abundant physical, chemical, thermal and 

mechanical properties,17-23 rendering them promising 2-D materials in many nano-devices. 

Thus, phase transition among these monolayer phosphorus allotropes can regulate the 

structures and tune the corresponding functionalities and properties, enormously extending 

their applications. 

Many efforts have been done to achieve the phase transition of 2-D materials, such as 

electrostatic gating, chemical doping, strain engineering, alloying,24-29 aiming at a feature-rich 

material design. Li et al.27 systematically studied phase transition in some monolayer 

transition metal dichalcogenides (TMDs) including monolayer MoTe2 and MoS2 by 
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electrostatic gating, which is readily available in experiments. Just recently, the 

electrostatic-doping-driven phase transition between different hexagonal phases (2H) and 

monoclinic phases (1T′) of monolayer molybdenum ditelluride (MoTe2) has been realized in 

experiments.30 Zhou et al.26 found a phase switching between semiconducting H-MoTe2 and 

semi-metallic T′-MoTe2 by chemical doping of some common atoms and molecules. Duerloo 

et al.25 demonstrated the phase diagrams of Mo1-xWxTe2 alloy consisted of pure MoTe2 and 

WTe2, and the H-T′ phase transition temperature in Mo1-xWxTe2 monolayer can be tuned by 

adjusting the alloy stoichiometry through W content. Kan et al. investigated a possible 

pathways of the phase transition of monolayer MoS2 (H-MoS2 → O-MoS2→ DT-MoS2→ 

ZT-MoS2 → H-MoS2) by inserting or extracting Lithium atoms from MoS2 system.31 Deng et 

al. predicted that a reversible phase transition between two stable Li doped black phosphorene 

phases (P4Li2) can be tuned by applying an external electric field with a maximum strain 

output of 2.06% for high frequency actuation applications.28 

Strain engineering is regarded as an effective approach to tune the electronic structure,32 

chemical adsorption,33 electrical conductance,20 thermal conductivity,34, 35 piezoelectricity 

effect36 and piezophototronic effect37 of many 2-D nanomaterials. Besides, strain engineering 

can also serve as a useful tool to regulate the phase transition of 2-D materials. Based on 

density functional and hybrid Hartree-Fock/density functional calculations, Duerloo et al.29 

predicted that MoTe2 can be an excellent candidate of phase change materials among many 

2-D monolayer Mo- and W- dichalcogenide compounds under biaxial substrate-induced strain. 

Even so, few works have been done to figure out the phase transition of 2-D nanomaterials 

through strain engineering, though it can be an effective tool experimentally. 

Though MBP have many monolayer phosphorus allotropes, no phase transition among 

those 2-D nanomaterials has been directly observed in simulations or experiments, even 

though the pressure-induced phase transition between bulk black phosphorus (i.e. A17) and 

bulk blue phosphorus (i.e. A7) has been found before.38, 39 Recently, we have observed a 

phase transition from MBP to a mixture of β-phase (β-P) and γ-phase (γ-P) for the Stone–

Wales defective (SW-2) MBP under armchair tension.40 However, many factors have not 

been considered, such as the biaxial strain state, loading mode, curvature, SW-2 defect 

concentration, etc. In this work we focus on the phase transition of SW-2 defective MBP, 
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which may be easily formed in MBP due to its low formation energy.41 A comprehensive 

theoretical study has been done to investigate those factors that may affect the phase 

transition of MBP by combining ab initio DFT calculations and molecular dynamics (MD) 

simulations using a reactive force field (ReaxFF).  

 

2. Models and methods 

First, a 5 × 4 × 1 supercell (containing 80 Phosphorus atoms) of α-P and β-P with or without 

SW-2 defect was adopted to calculate the energy surface of α-P and β-P under different 

biaxial strain (to analysis the phase transition from α-P to β-P), as shown in figure 1(a) and (b). 

All ab initio DFT calculations were performed using QUANTUM ESPRESSO.42 Electron 

exchange and correlation effects were described by the generalized gradient approximation 

(GGA) with Perdew, Burke, and Ernzerhof (PBE) parametrization.43 Ultrasoft 

pseudopotentials were used to describe electron-ion interactions, a plane-wave cutoff energy 

of 30 Ry was used, and brillouin zone for the supercells was sampled by a 3 × 3 × 1 

Monkhorst-Pack k-point mesh.44 The system convergence was tested for cutoff energy and 

k-point mesh. All the structures were first relaxed without any symmetry constraint using 

conjugate gradient method (CG) until the energy and Helmann-Feynman force were 

converged within 10-6 eV and 10-2 eVÅ-1, respectively. A vacuum layer of 2 nm was 

introduced in the perpendicular direction of the basal plane to minimize the interlayer 

interactions due to the periodic boundary condition. The relaxed lattice constants along the 

armchair and zigzag and directions are 4.625 Å and 3.298 Å for unit cell of MBP, and 5.676 

Å and 3.277 Å for unit cell of monolayer β-P, in consistent with previous results.17, 45, 46 Then, 

different biaxial strains in armchair and zigzag directions were applied to calculate the energy 

surface of α-P and β-P under biaxial strain state.  
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Figure 1. Atomic structures of pristine (a) and SW-2 defective (b) α-P and β-P for DFT calculations. (c) 

α-P nanotube with SW-2 defect. 

 

The MD simulations were performed by using a Large-scale Atomic/Molecular 

Massively Parallel Simulator (LAMMPS)47 and the interatomic interactions of P atoms were 

described by a reactive force field of P/H systems developed by Xiao et al.,48 which can give 

good predictions of the physical and mechanical properties of MBP with SW defects and 

other phases of monolayer phosphorene (e.g. β-P and γ-P). The in-plane dimensions of MBP 

sheet were about 10 nm × 10 nm, and periodic boundary conditions were applied in three 

directions and a vacuum layer of 3 nm was introduced in z direction to eliminate the 

interaction of adjacent layers. Whereas for α-P nanotube (α-PNT, see figure 1(c)), the periodic 

boundary condition was applied in the tube axis direction and a vacuum layer of 6 nm was 

introduced in lateral directions to eliminate the interaction of adjacent α-PNTs. The thickness 

of MBP and α-PNT was set as 5.24 Å to calculate the in-plane stress in consistent with 

previous literatures.49 The strain rate was set as 5 ×10-8 fs-1 without additional mentions. After 

equilibrium, uniaxial or biaxial strain was applied to the pristine and defective MBP or α-PNT 

by changing the dimensions of the simulation box in the loading directions step by step. The 

time step was set to 1 fs throughout the MD simulations, and the smaller time step of 0.5 fs is 

also tested, giving the same results. During uniaxial tension, the in-plane stress perpendicular 
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to the loading direction was kept at zero, and the system temperature was 400 K (to speed the 

phase transition) through Nose-Hoover barostat and thermostat, respectively. Here, the 

fracture strain was defined as the strain where the stress drops to zero. The tensile strength 

was defined as the maximum stress during tension and Young’s modulus was defined as the 

slope of the stress-strain curve under tensile strain below 10%. 

 

3. Results and discussions 

3.1 Phase energetics under biaxial strain 

In this section, we calculate the potential energy (defined as U) of α-P and β-P based on DFT 

calculations as a driven force29 to explain the possibility of phase transition from α-P to β-P. 

Though the α-P (MBP) transforms to a mixed phase of β-P and γ-P under armchair tension 

according to our previous work,40 the region adjacent to the SW-2 defect is dominated by β-P 

for all of the cases of phase transition at different temperatures and strain rates. Thus, we 

calculate the potential energy of pristine and SW-2 defective α-P and β-P under different 

biaxial strains with a 5 × 4 × 1 supercell based on DFT calculations, respectively. The 

equilibrium lattice constants (a × b) for SW-2 defective α-P and β-P is 18.81Å × 16.36 Å 

(defined as a0 and b0 below) and 22.78 A × 16.31 Å, respectively. The SW-2 defect has a 

small influence on the lattice constant. It is shown that the lattice difference between the 

SW-2 defective α-P and β-P is about 21.11% (for pristine α-P and β-P the difference is 

22.72%) in the armchair direction, while it is almost the same in the zigzag direction. Thus, 

we can expect that the armchair tensile strain is necessary for phase transition from α-P to 

β-P. 
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Figure 2. Phase energetics results based on DFT calculations. (a) Potential energy surface of monolayer 

α-P to β-P with a SW-2 defect under biaxial strain. The red points show the intersection of the potential 

energy surfaces between α-P and β-P. (b) The Intersection contour of energy surfaces of α-P and β-P 

with or without SW-2 defect. The strain is defined with respect to the equilibrium lattice constants of 

pristine and SW-2 defective α-P, respectively, where a is along the armchair direction b is along the 

zigzag direction. 

 

We construct a 6 × 12 grids in (a, b) space to calculate the potential energy U(a, b) of 

monolayer α-P and β-P with or without SW-2 defect under biaxial strain, respectively. As a 

result, a total of 72 points of U(a, b) is obtained. Using the Lagrange interpolation method, we 

get the potential energy surface U(a, b) of pristine and SW-2 defective monolayer α-P and β-P 

under biaxial strain, and the intersection of the two energy surfaces of SW-2 defective 

monolayer α-P and β-P is highlighted by red points in figure 2(a), which indicates the phase 

transition can occur in the view of potential energy. Here, the biaxial strain in α-P and β-P is 

defined with respect to the equilibrium lattice constants of α-P (i.e. a0 and b0). The potential 

energy surfaces of pristine monolayer α-P and β-P are similar to that of SW-2 defective 

monolayer α-P and β-P, thus not shown here. 

Figure 2(b) gives the intersection contour of the energy surfaces with respect to strain in 

armchair and zigzag direction, which can be treated as the phase boundary between α-P and 

β-P with or without SW-2 defect at zero temperature, respectively. As the bending stiffness of 

2-D materials is very small and they are easy to buckle under compression, we only consider 

the small compressive strain in zigzag direction (i.e. smaller than 0.15). Besides, the curved 

surface of MBP may also have a significant effect on the phase transition, which will be 

discussed from MD simulations with a larger supercell to figure out the buckling behaviors 

better. 

Based on the phase boundary in figure 2(b), it is qualitatively shown that the phase 

transition of MBP is primarily driven by armchair tensile strain, and the phase transition is 

also promoted by the zigzag tensile strain. Besides, the small zigzag compressive strain 

prevents the phase transition, while the large zigzag compressive strain can significantly 

promote the phase transition so that the critical tensile strain in armchair direction for the 
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phase transition is significantly decreased with the increasing of compressive strain in zigzag 

direction, as shown in Figure 2(b). Besides, SW-2 defect can move inward the phase 

boundary remarkably, in the other word, SW-2 defect can promote the phase transition of α-P 

to β-P, serving as an effective “phase transition catalyzer”. Considering the periodic boundary 

condition of box in DFT calculations, the distribution of SW-2 defect is uniformly distributed 

with density of 1 per 20 lattice units of MBP.  

Note that the results presented herein only account for the ground state energy of the 

systems at 0 K without considering the zero-point vibrational energy or Helmholtz free 

energy at finite temperature.40 In fact, the vibrational energy is only a small component of the 

free energy, whose influence is small according to the previous results of MoTe2.
29 So, the 

overall trend of the intersection contour of energy surfaces changes little by considering the 

vibrational energy. Therefore, in this work we only use the ground state potential energy of 

α-P and β-P under biaxial strain as an energy criterion to give some useful outlines of the 

phase transition, and the results presented herein will give some qualitative but important 

references for studying the phase transition of MBP under finite temperature using MD 

simulations. As both of the two systems contain 80 atoms with total degree of freedoms 

(DOFs) 240, the DFT calculations of the dynamic process of phase transition is out of our 

computing ability. In the following Section, we use MD simulations with a reactive force 

field to study the dynamic phase transition process of pristine and SW-2 defective MBP by 

considering the effects of biaxial strain state, loading mode, curvature and SW-2 defect 

concentration. 

 

3.2 Phase transition under biaxial proportional loading 

According to the intersection contour of energy surfaces between α-P and β-P under biaxial 

strain, phase transition of MBP can be effectively tuned by the strain in armchair and zigzag 

direction. In this section, MD simulations are conducted to investigate the dynamic phase 

transition process of MBP under biaxial strain, as DFT calculations may be too expensive to 

investigate the dynamic process of a system with a large number of atoms. Here, the loading 

mode is the biaxial proportional loading, which means the strains in armchair and zigzag 

direction proportionally increase with time to the final values, as indicated in Figure 3(a). 
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For the proportional loading mode, different biaxial strain states are achieved by 

applying different loading rates in armchair and zigzag direction, which may be realized by 

proportionally controlling substrate-induced strain or through pressure-induced blister on 

circular or elliptic membrane, just as many previous works done on graphene or MoS2.
50-53 

Here, the strain rate in armchair direction for all of the cases is set as 5 × 10-8 fs-1, and the 

strain rate in zigzag direction is set as different values to realize different biaxial strain state, 

as shown in Figure 3(a) and 3(b). In order to study the dynamic phase transition from MBP to 

the mixed phase of β-P and γ-P, the biaxial strain is applied to MBP and its atomic structure is 

tracked during MD simulations to determine the critical strain of phase transition. Both of the 

pristine and SW-2 defective MBP are simulated. Indeed, the phase transition of MBP is also 

influenced by strain rate which will be systematically studied in our future works.  

 

 

Figure 3. The illustrations of the biaxial proportional loading. (a) The intersection contour of the two 

energy surfaces of SW-2 defective monolayer α-P and β-P under biaxial strain. The red lines indicate 

different loading paths. (b) Different strain rates in armchair and zigzag direction corresponding to 

different loading paths in (a). The settings for pristine monolayer α-P and β-P is just the same. 

 

Figure 4 illustrates the critical strain in armchair direction for the phase transition of 

pristine and SW-2 defective MBP at different loading paths. Indeed, phase transition is 

observed for all of the MD simulation cases. For SW-2 defective MBP, as the loading path 
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changes from J to O, the critical strain of phase transition in armchair direction first increases, 

and gets a peak value of 0.2401 in armchair direction at loading path F, and then drops to 

0.2117 for zero deformation in zigzag direction. While, for the compressive strain in zigzag 

direction, the critical strain in armchair direction first rises to the maximum value of 0.2529, 

and then decreases to 0.1824 for the loading path from O to A. For the pristine MBP, the 

similar trend of the critical strain for phase transition is observed, except that the value of the 

critical strain is larger than that of the SW-2 defective MBP, indicating that the SW-2 defect 

in MBP can effectively promote the phase transition. Note that the critical strain for phase 

transition presented herein corresponds to the beginning point of phase transition and the 

initial phase transition is from MBP to β-P in consistent with the phase boundaries obtained in 

Section 3.1. After the initiation of phase transition, the phase transition region quickly spreads 

and different phase transition modes (i.e. complete phase transition and local phase transition) 

are observed. 

 

Figure 4. Critical strain in armchair direction for phase transition of SW-2 defective and pristine MBP 

under different loading paths. Different loading paths is obtained by changing the strain rate in zigzag 

direction corresponding to Figure 3.  
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For the biaxial proportional loading mode, the critical phase transition strain obtained 

from MD simulations has a similar trend to that of the intersection contour of the potential 

energy surfaces of SW-2 defective monolayer MBP and β-P obtained from DFT calculations. 

For example, the maximum critical strain in armchair direction for phase transition is 

obtained for small compressive strain in zigzag direction (i.e. -0.0253 for MD simulations and 

-0.048 for DFT calculations), indicating a small compressive strain in zigzag direction can 

prevent the phase transition. While, the large tensile or compressive strain in zigzag direction 

can promote the phase transition. Though the exact values of the critical strain for phase 

transition may not agree with each other, the MD simulations can give some qualitative 

guidelines for DFT calculations with remarkably smaller computing costs. The resultant 

deviations between the DFT calculations and MD simulations may attribute to the neglecting 

of vibrational energy and free energy in DFT calculations and the errors introduced by 

ReaxFF parameterization, which will be systematically studied in our future works. 

Besides the critical strain for phase transition, the phase transition structure and fracture 

strain are also very important. After the initiation of phase transition, the phase transition 

region quickly spread as the loading proceeds before the fracture of MBP. Figure 5 gives the 

fracture configurations of SW-2 defective and pristine MBP under different loading paths. 

The phase transition region is marked by dashed lines in Figure 5(a) and 5(c). The relative 

positions of the initial phase transition strain in armchair direction is sketched in figure 5(b) 

according to the results in Figure 4. For SW-2 defective MBP under loading path A, O, G, the 

phase transition region spreads all over the sample before fracture. While, for the SW-2 

defective MBP under loading path J, though its initial phase transition strain is small, its 

fracture strain is also small, so that only a part of the sample is phase transformed. For the 

pristine MBP, the similar trend is observed, but the phase transition region is much smaller 

than that of the SW-2 defective MBP. Besides, the phase transition region under loading path 

B is the smallest for both of the SW-2 defective and pristine MBP due to the maximum initial 

phase transition strain. Therefore, the gap between the fracture strain and initial phase 

transition strain is an important factor to influence the phase transition region in MBP. The 

SW-2 defect can be regarded as an excellent ‘phase transition catalyzer’ for MBP to 
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significantly decrease the initial phase transition strain and increase the homogeneity of phase 

transition. 

 

Figure 5. Phase transition structures and fracture modes under different loading paths. The fracture 

configurations and the corresponding normal stress in armchair direction are shown for SW-2 defective 

MBP (a) and pristine MBP (c). (b) The relative positions of the critical strain in armchair direction for 

phase transition under different loading paths corresponding to Figure 3 and Figure 4. The fracture 

strains for SW-2 defective and pristine MBP under different loading paths are listed at the top of each 

figure. The phase transition regions are marked by dashed lines. 

 

3.3 Phase transition under staged loading 

In this section, the phase transition of SW-2 defective and pristine MBP under staged loading 

is explored. The staged loading is achieved by first applying a pre-strain in zigzag direction, 
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and then a uniaxial tensile strain in armchair direction is applied with keeping the pre-strain in 

zigzag direction. Different loading paths for the staged loading mode are illustrated in Figure 

6(a) and the corresponding pre-strain in zigzag direction is given in Figure 6(b).  Compared 

with the proportional loading presented in Section 3.2, the staged loading can be treated as 

two individual uniaxial loadings, which may be easier to realize in experiments and have 

different effects on the phase transition of MBP from that of biaxial proportional loading. 

Here, the strain rate in both of the zigzag and armchair deformation is 5 × 10-8 fs-1 for all of 

the MD simulation cases in this section. 

 

Figure 6. The illustrations of the staged loading. (a) Different loading paths on the intersection contour 

of energy surfaces for SW-2 defective monolayer α-P and β-P under biaxial strain. (b) Pre-strain in 

zigzag direction corresponding to the loading path in (a). The strain rate in the deformation of zigzag 

and armchair direction is set as 5 × 10-8 fs-1 for all of the loading paths. The settings for pristine MBP is 

just the same. 

 

Figure 7 illustrates the critical strain in armchair direction for the phase transition of 

pristine and SW-2 defective MBP under different loading paths in Figure 6(a). The red and 

black data points in Figure 7 indicate the occurrence of phase transition in SW-2 defective 

and pristine MBP. However, for SW-2 defective MBP, the self-healing of the SW-2 defect 

can be observed with zigzag pre-strain larger than 0.04 (exclude 0.04) in consistent with our 
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previous work , as indicated in Figure 7. While, for pristine MBP under the zigzag pre-strain 

ranging from 0 to -0.05 (exclude -0.05), no phase transition is observed before the fracture of 

MBP, as dot-dashed line in Figure 7. In general, the trend of the critical phase transition strain 

under staged loadings is similar with that of the proportional loading. The large pre-strain in 

zigzag direction can promote the phase transition. Besides, the critical phase transition strain 

of pristine MBP is also larger than that of SW-2 defective MBP. 

 

 

Figure 7. Critical strain in armchair direction for phase transition of SW-2 defective and pristine MBP 

versus different pre-strain in the zigzag direction. Self-healing is observed for SW-2 defective MBP 

with zigzag pre-strain larger than 0.04. For pristine MBP with zigzag pre-strain ranging from 0 to -0.04, 

no phase transition is observed. The marked symbols Min. A, Max. B, Min. C, Max. D and Min. E 

indicate the relative positions of the critical strain. 
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Figure 8. Phase transition structures and fracture modes under different staged loading paths. The 

fracture configurations and the corresponding normal stress in armchair direction are shown for SW-2 

defective MBP and pristine MBP. The relative positions of the critical strain in armchair direction for 

phase transition are labeled as Min. A, Max. B, Min. C, Max. D, Min. E, corresponding to that in 

Figure 7. The fracture strains for SW-2 defective and pristine MBP are listed at the top of each figure. 

The phase transition regions are marked by dashed lines. 

 

Figure 8 shows the fracture configurations and phase transition regions for the SW-2 

defective and pristine MBP under different staged loading paths. For SW-2 defective MBP, 

the phase transition region spreads all over the sample before the fracture of MBP, expect for 

the staged loading path B due to the small gap between the fracture strain and critical phase 

transition strain. For pristine MBP, under small tensile pre-strain in zigzag direction, the 

phase transition region can also spread all over the sample for stage loading paths D and E, as 

shown in Figure 8. While under small compressive pre-strain or fixed in zigzag direction, 

only a part of the pristine MBP is phase transformed, as the loading path A, B and C in Figure 

8. Indeed, the size of the phase transition region is significantly influenced by the gap 
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between the fracture strain and critical phase transition strain of MBP. The staged loading 

mode is beneficial to increase the fracture strain for most of the simulation cases so as to get 

higher homogeneity of the phase transition. 

 

3.4 Effect of SW-2 defect concentration 

In this section, the effect of SW-2 defect concentration on phase transition of MBP is studied. 

Without loss of generality, we construct different number of SW-2 defect (i.e. 1, 4, 9, 16, 25, 

36 SW-2 defects) in the MBP sheet with dimensions about 10 nm × 10 nm. The SW-2 defects 

are uniformly distributed in the MBP sheet, as shown in Figure 10. Random distribution of 

SW-2 defect is also considered. Other complex distributions of the SW-2 defects will be 

discussed in the future. 

Figure 9 gives the stress-strain curves of MBP with different SW-2 defect concentrations 

under uniaxial tension in armchair direction. The strain rate is 1.0 × 10-8 fs-1. For both 

uniformly and randomly distributed SW-2 defect, the stress-strain curves are almost 

overlapped before the initiation of phase transition. Therefore, the influence of SW-2 defect 

concentration on the Young’s modulus of MBP is negligible as the effect of SW-2 defect is 

“local”.40 But as discussed before, SW-2 defect can be a good ‘phase transition catalyzer’ to 

promote the phase transition of MBP. Thus, the critical phase transition strain is smaller for 

higher concentration of SW-2 defect in uniform distribution, which can be observed from the 

marked region in Figure 9(a). While for randomly distributed SW-2 defects, no phase 

transition can be observed before final failure of MBP when the number of SW-2 defect is 

larger (i.e., 25 SW-2 defects per 100 nm2 in this study), as shown in Figure 9(b). As the SW-2 

defect causes stress concentration in MBP and the concentration of SW-2 defect may generate 

large stress concentration, the competition of fracture and phase transition determine the 

mechanical behaviors of MBP. If the number of SW-2 defects is small, the critical phase 

transition strain is smaller for higher concentration of SW-2 defect too, which can be 

observed from the marked region in Figure 9(b), just as that for uniformly distributed 

situation. Thus, the proper concentration of SW-2 defect with uniform distribution is 

beneficial for the phase transition of MBP. 
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Figure 9. Tensile stress-strain curves of MBP with different SW-2 defect concentrations under uniaxial 

tension in armchair direction. (a) Uniform distribution (b) random distribution. The marked region 

corresponds to the initiation of phase transition. 

 

Besides, the SW-2 defect concentration can also influence the fracture strain of MBP so 

as to influence the spreading and homogeneity of the phase transition. Take uniformly 

distributed SW-2 defects as an example, Figure 10 illustrates the fracture configuration and 

stress distribution of MBP with different SW-2 concentrations under uniaxial tension in 

armchair direction. It is observed that the phase transition region spreads over all of the 

sample for the number of SW-2 defect ranging from 1 to 36. Besides, the fracture strain 

increases with the increasing of SW-2 defect concentration, as shown in Figure 10. This can 

be explained by the compositions of the phase transition. As the phase transition around SW-2 

defect is dominated by β-P, the higher SW-2 defect concentration in MBP correspond to 

higher ratio of β-P to γ-P in the phase transition region. While, the lattice constant of β-P is 
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larger than that of γ-P in armchair direction, i.e. 5.77 Å versus 5.34 Å,18 and the higher 

composition of β-P can sustain larger fracture strain. Therefore, we can conclude that the 

SW-2 defect is beneficial for the phase transition initiation and spreading, which provides an 

effective strain engineering routine for tuning the structures of MBP. Note that the 

nonuniform distribution of SW-2 defect also make the fracture behaviors of MBP become 

elusive, and further efforts remain to be carried out for studying the effect of distribution. 

 

Figure 10. The fracture configurations and stress distributions of MBP with different number of 

uniformly distributed SW-2 defect under uniaxial tension in armchair. The corresponding fracture 

strain εCr is given on the top of each figure. The color contour represents the normal stress in armchair 

direction. 

 

3.5 Effect of MBP curvature 

The initial curvature of a thin elastic membrane could stimulate or suppress the initiation of 

fracture, tune the paths of cracks propagation, and also control the behaviors of pleats and 

defects.54-56 Due to the small bending stiffness of MBP, they are very easy to buckle to curved 

configurations under compressive or shear loadings.57, 58 Therefore, to clarify the curvature 

effect on the phase transition of MBP is also an important issue. In this section, we construct a 

series of MBP nanotube (α-PNT) with different radii (i.e. different curvatures) to study the 

curvature effect on phase transition of MBP. The uniaxial tension is applied in the axial 

direction of α-PNT (armchair direction). The phase transition from α-P to a mixture of β-P 

and γ-P can always be observed for both of the SW-2 defective and pristine α-PNT. Figure 11 

illustrates the fracture configurations and stress distributions of α-PNT with different radii. It 

is shown that for SW-2 defective α-PNT, its fracture strain increases with the increasing of 
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tube radius, and the phase transition region spreads all over the α-PNT before fracture, as 

shown in Figure 11(a). While, for the pristine α-PNT, its fracture strain increases with the 

increasing of tube radius for small radius α-PNT (i.e. chirality (n, 0), n≤45), where the phase 

transition region spreads all over the tube. For pristine α-PNT with large radius (n>45), only a 

part of the tube is phase transformed and the fracture strain is significantly reduced, as shown 

in Figure 11(b). Note that for α-PNT with smaller radius (n<20), the tube structure will 

collapse to a closed-edged bilayer phosphorene during axial tension.  

59
 

 

Figure 11. Fracture configurations and stress distributions of SW-2 defective (a) and pristine (b) 

α-PNT with different radii. The chirality and fracture strain of the α-PNT are marked on the bottom 

and top of each figure, respectively. Color contour represents the normal stress distribution in the axial 

direction. 

 

Figure 12 shows the critical phase transition strain of SW-2 defective and pristine α-PNT 

with different radii. It is shown that the critical phase transition strain linearly decreases with 

the increasing of curvature, i.e. the decreasing of α-PNT radius. This may partly explain the 
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large compressive strain can promote the phase transition of MBP in Section 3.2 and 3.3, as 

the compressive strain may cause buckling deformation of MBP to generated curved 

configuration. Besides, SW-2 defects can also promote the phase transition of α-PNT (i.e. 

smaller critical phase transition strain compared to that of pristine α-PNT) and the critical 

phase transition strain for SW-2 defective α-PNT is also more sensitive to the curvature than 

that of the pristine α-PNT (i.e. the slope of the critical strain-curvature curve of the SW-2 

defective α-PNT (-0.2070) is about two times of the pristine α-PNT (-0.1066)), as shown in 

Figure 12. Indeed, temperature is another important factor for the phase transition of α-PNT. 

A comparable MD simulation at 1.0 K for pristine and SW-2 defective PNT has also been 

conducted, and the phase transition cannot be observed, in consistent with the previous results 

obtained from density functional tight-binding calculations at 0 K.60 The system with higher 

temperature has larger actuation energy, which is more helpful to overcome the energy barrier 

of phase transition. In this work we focus on the phase transition of MBP in the view of 

potential energy of different phases based on DFT calculations and dynamic phase transition 

process based on MD simulations. The energy barrier of the phase transition as well as 

temperature effect on phase transition be explored in our future works. 
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Figure 12. Critical phase transition strain versus curvature for pristine and SW-2 defective α-PNT. The 

symbols are obtained from MD simulations and the solid lines are linear fitting. 

 

4. Outlook and conclusions 

In this work, the phase transition of MBP to a mixed phase of β-P and γ-P is systematically 

explored by combining DFT calculations and MD simulations using ReaxFF. It is found that 

SW-2 defect in MBP can serve as an excellent ‘phase transition catalyzer’, significantly 

decreasing the critical strain for phase transition and increasing the homogeneity of phase 

transition. In general, the phase transition of MBP is primarily driven by the tension strain in 

armchair direction, and the large tensile or compressive strain in zigzag direction can promote 

the phase transition, while a small compressive strain in zigzag direction prevents the phase 

transition. For most of the simulation cases, the MBP has larger fracture strain under staged 

loading than that of proportional loading, so that the phase transition structure under staged 

loading is more uniform. Moreover, the phase transition of MBP is also influenced by SW-2 

defect concentration and curvature, and the critical phase transition strain decreases with the 

increasing of SW-2 defect concentration and curvature. Overall, the results presented herein 

provide useful insights for tuning the atomic structures of monolayer phosphorus allotropes 

by strain and defect engineering, which may hold potential applications in electronic, thermal 

and optical devices. 
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