
Chemical
Science

PERSPECTIVE

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

0 
O

ct
ob

er
 2

02
4.

 D
ow

nl
oa

de
d 

on
 0

9/
11

/2
02

5 
4:

58
:0

3 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
View Journal  | View Issue
Exploring the po
aDonostia International Physics Center

(UPV/EHU), 20018 Donostia, Spain. E-mail:
bIKERBASQUE, Basque Foundation for Scien

Cite this: Chem. Sci., 2024, 15, 17284

All publication charges for this article
have been paid for by the Royal Society
of Chemistry

Received 29th August 2024
Accepted 9th October 2024

DOI: 10.1039/d4sc05810k

rsc.li/chemical-science

17284 | Chem. Sci., 2024, 15, 17284–
tential of natural orbital
functionals
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In recent years, Natural Orbital Functional (NOF) theory has gained increasing significance in quantum

chemistry, successfully addressing one of the field's most challenging problems: providing an accurate

and balanced description of systems with strong electronic correlation. The quest for NOFs that strike

the delicate balance between computational tractability and predictive accuracy represents a holy grail

for researchers. Today, NOFs provide an alternative formalism to both density functional and

wavefunction-based methods, with their appeal rooted in a wonderfully simple conceptual framework.

This perspective outlines the basic concepts, strengths and weaknesses, and current status of NOFs,

while offering suggestions for their future development.
1 Introduction

In recent decades, we have witnessed signicant advances in
hardware and soware that have greatly enhanced our ability to
simulate molecules and materials with increasing numbers of
atoms. This progress has opened new avenues in scientic
research, enabling the exploration of molecular dynamics,
material properties, and chemical reactions on unprecedented
scales. As a result, the elds of computational chemistry and
materials science are undergoing a transformative phase,
promising groundbreaking discoveries and innovations. Much
of this success can be credited to the development of density
functional approximations, which provide reasonable results at
modest computational costs.

Density functional theory (DFT) was established1 by
Hohenberg and Kohn (HK), with practical implementations
relying on the Kohn–Sham (KS) formulation.2 In the KS
approach, the unknown kinetic energy functional as a func-
tional of the electron density is avoided by introducing a refer-
ence system of non-interacting electrons described by a single
Slater determinant. This difference highlights issues, particu-
larly from the correlation kinetic energy, posing a signicant
challenge in current density functionals. While local density
and generalized gradient approximations are commonly used,
they oen fail to describe strong electron correlations. Hybrid-
exchange functionals and range-separated interactions have
been practical solutions to this problem, showing improved
performance, although failures persist.3,4 Today, there is
a plethora of empirical and non-empirical parametrized density
functionals,5 but this extensive parametrization oen limits
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their applicability to specic systems and phenomena, devi-
ating from a physically grounded modeling approach.6,7

The exact solution of the time-independent non-relativistic
Schrödinger equation can be achieved by the full congura-
tion interaction (FCI) method, which accounts for all possible
electronic congurations based on a one-particle basis, the
spin-orbitals. However, FCI scales exponentially with the
number of orbitals, making methods based on approximate
wavefunctions more practical for solving the many-body
problem, despite the progress made with the density matrix
renormalization group technique.8 Currently, the coupled-
cluster wavefunction with single, double, and perturbative
triple excitations9 is considered the “gold standard” in quantum
chemistry, with efficient and nearly linear-scaling imple-
mentations.10,11 Nevertheless, this method still demands
signicant computational resources as the system size
increases and is unsatisfactory for systems with strong static
correlation due to its single Hartree–Fock reference character.

There is no universal consensus on the distinction between
static and dynamic electron correlation, and the transition
between them is gradual. Static correlation generally involves
a limited number of close-lying orbitals, usually the frontier
orbitals near the Fermi level. The wavefunction in such cases is
a mixture of conguration state functions, each with appre-
ciable weight. In contrast, dynamic correlation involves a very
large number of congurations, each with a small weight. The
most interesting chemistry—such as systems with partially
broken bonds, transition states for bond breaking, transition
metal compounds, compounds of strongly electronegative rst-
row atoms, large conjugated systems, electronically excited
states, etc.—requires a balanced treatment of both static and
dynamic correlation. Presently, the most reliable approaches to
address this are multireference methods, such as the complete
active space self-consistent eld (CASSCF)12 and its
© 2024 The Author(s). Published by the Royal Society of Chemistry
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combination with second-order perturbation theory (CASPT2).13

Unfortunately, multireference methods still suffer from high
computational costs and sensitivity to active space selection,
especially for a large number of strongly correlated orbitals.
Furthermore, while incorporating dynamic correlation through
perturbative corrections improves the accuracy of absolute
energies, it does not improve the quality of the reference.
Achieving results that include all electron correlation at once
requires a comprehensive optimization process, which becomes
computationally prohibitive for multireference-perturbative
methods.

Reduced density matrix (RDM)-based methods offer alter-
native formalisms to both density functional and wavefunction-
based approaches. It has long been known14 that the energy of
a system with at most two-body interactions is an exact linear
functional of the two-particle RDM (2RDM), the only functional
we know with certainty. Today, realistic variational 2RDM
calculations are possible,15 but they remain computationally
expensive. A dramatic reduction in computational scaling can
be achieved by further reducing the complexity of the funda-
mental variable, specically by using the one-particle reduced
density matrix (1RDM).

The existence of a functional of the 1RDM16–18 is already
implicit in the original HK theorem.19 However, the existence of
the functional alone does not allow us to determine its analyt-
ical expression in a general manner. While the Levy formula-
tion17 can reveal the explicit form of the exact functional for
certain model systems,20,21 it remains impractical for computa-
tional purposes. This limitation has driven the development of
approximate functionals, most of which are formulated in the
natural orbital (NO) representation,22 where the 1RDM is diag-
onal. The spectral decomposition of the 1RDM allows the
functional to be expressed in terms of the NOs and their occu-
pation numbers (ONs), thereby dening it as a natural orbital
functional (NOF).

This perspective is intended for a general audience,
emphasizing the fundamental and practical aspects of NOF
approximations. Rather than delving into detailed computa-
tional procedures and specic system results, it provides
insights into the current state of the eld and outlines future
directions. For a comprehensive historical overview of the
formulation and evolution of NOFs, readers are referred to the
recent review article by the author.23
2 The method behind approximate
NOFs

The Hamiltonian operator of an N-electron system consists of
both one- and two-electron components. Consequently, the
energy of an electronic system can be determined by accessing
the 1RDM and 2RDM, represented as G and D, respectively:

Eel ¼
X

ik

HkiGki þ
X

ijkl

hkljijiDkl;ij (1)

Here,Hki represents the matrix elements of the one-particle part
of the Hamiltonian, which includes the kinetic energy and
© 2024 The Author(s). Published by the Royal Society of Chemistry
potential energy operators, while hkljiji denotes the two-particle
interaction matrix elements. The non-interacting part of the
energy already exhibits an explicit dependence on G, high-
lighting a key advantage of the 1RDM formulation: the kinetic
energy is explicitly dened and does not require the construc-
tion of a functional, as is necessary with a density functional.
Therefore, the main objective in 1RDM functional theory
(1RDMFT) is to reconstruct the electron–electron potential
energy (Vee), which is the portion of the energy that explicitly
depends on D, in terms of G.

Assuming we can determine the universal functional Vee[G],
it becomes necessary to impose certain restrictions on the
allowable 1RDMs to ensure a physically valid ground-state
energy.24 These restrictions require that the 1RDM originate
from an N-particle quantum state that is antisymmetric with
respect to the exchange of identical electrons, a property known
as N-representability. A crucial aspect of N-representability is its
connection to either a pure or ensemble state. In 1963, Coleman
established25 the conditions for ensuring the ensemble N-rep-
resentability of G, and these are relatively straightforward to
implement. In contrast, the more recent systematic approach to
deriving pure-state N-representability conditions for the
1RDM,26,27 has proven extremely complex to implement.

For a considerable time, it was widely believed that pure and
ensemble universal functionals were equivalent within their
shared domain of pure-state N-representable 1RDMs.18,28

However, recent research29 has shown that the ensemble func-
tional is actually the lower convex envelope of the pure func-
tional. Fortunately, the equivalence of pure and ensemble
energy functionals on the set of v-representable 1RDMs was
conrmed recently.30 Consequently, we can focus on physical
electronic systems in their ground states under an external
potential v(r), where pure and ensemble functionals are indis-
tinguishable, and consider only ensemble constraints during
the energy minimization process to satisfy N-representability
conditions.

Disappointingly, analytically determining Vee[G] remains
a formidable challenge. Despite signicant efforts, this goal has
yet to be achieved, necessitating the use of approximations for
Vee. To approximate the unknown energy functional, one can
use the exact functional form (1) in the NO representation, with
a 2RDM constructed using a reconstruction functional D[ni, nj,
nk, nl], namely,

Eel½fni; fig� ¼
X

i

niHii þ
X

ijkl

D
�
ni; nj ; nk; nl

�hkljiji (2)

where ni denotes the ON of the NO fi. The restriction of the ONs
to the range 0 # ni # 1 is both a necessary and sufficient
condition for the ensemble N-representability of the 1RDM25

within Löwdin normalization, where the traces of G and D
correspond to the total number of electrons and electron pairs,
respectively.

The approximate functional (2) clearly retains dependence
on the 2RDM,31 meaning it is necessary to ensure not only the N-
representability of the 1RDM but also the N-representability of
the functional itself.32 Specically, the reconstructed D[ni, nj, nk,
nl] must satisfy the same N-representability conditions as an
Chem. Sci., 2024, 15, 17284–17291 | 17285
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unreconstructed D (ref. 33) to guarantee the existence of
a compatible N-electron system for the functional.

It has oen been assumed, incorrectly, that approximate
functionals do not encounter N-representability issues because
the 1RDM conditions were believed to be sufficient. Although
some functionals, like Müller's,34 appear well-formulated and
accurate for certain systems, they oen violate fundamental N-
representability conditions. This has exposed that many
currently used approximate functionals35–37 fail to meet func-
tional N-representability criteria.38–40

Two procedures can be envisioned to derive Eel[{ni, fi}]: the
so-called top-down and bottom-up methods.41 In the top-down
approach, an approximate N-particle wavefunction is
proposed in the NO representation, with the expansion coeffi-
cients explicitly expressed in terms of the ONs. This method
directly yields an approximate functional that is N-represent-
able by construction. Although this approach is straightfor-
ward, its success has been limited to a single case beyond the
Hartree–Fock approximation: PNOF5.42,43

In contrast, the bottom-up approach involves proposing D[ni,
nj, nk, nl] without relying on an N-particle state. The functional is
then constructed by incrementally incorporating the set of N-
representability conditions33 into the proposed 2RDM recon-
struction. Since the complete set of N-representability condi-
tions for the 2RDM involves higher-order RDMs, only those
conditions directly related to the 2RDM itself can be effectively
applied. Specically, the (2,2)-positivity conditions are used,
which require the two-electron density matrix, the electron–hole
density matrix, and the two-hole density matrix to be positive
semidenite. Consequently, we can never be entirely certain
that the functional is fully N-representable, with the exception
of PNOF5, which was derived using this method before its
generating wavefunction was identied. However, the other
functionals obtained via the bottom-up method can be
considered approximately N-representable, as only some of the
necessary N-representability conditions are imposed. The more
conditions imposed on the 2RDM, the closer the resulting
energy (2) is to the exact energy.

Given the implicit dependence of approximate functionals
on the 2RDM, it is more accurate to classify Eel[{ni, fi}] as a NOF
rather than as a 1RDM functional. Ultimately, these functionals
are only comprehended within the NO representation,
including even the well-established functional derived from the
Löwdin–Shull wavefunction44 with a chosen phase combina-
tion, which accurately describes closed-shell two-electron
systems. In this context, NOFs can be regarded as approxi-
mate energy expressions derived from an approximate quantum
state, with certainty when using the top-down method and with
high condence when employing the bottom-up method. A
signicant consequence of this is that energy is not invariant
under unitary transformations of the orbitals, resulting in the
absence of a generalized Fockian when working with approxi-
mate functionals.45 This property can only be guaranteed by the
exact 1RDM functional, which can be dened in any represen-
tation, not just that of the NOs.

A systematic application of the bottom-up approach, using
an explicit two-index approximation46 of the two-particle
17286 | Chem. Sci., 2024, 15, 17284–17291
cumulant,47,48 has resulted in the development of a series of
JKL-only functionals known as PNOFi (i = 1–7),49–55 where J, K,
and L represent Coulomb, exchange, and exchange-time-
inversion integrals, respectively.56 These functionals have been
particularly successful in capturing static electron correlation,57

especially those based on electron pairing,58 which closely
match results from accurate wavefunction-based methods for
small systems by also accounting for dynamic electron corre-
lation within intrapair interactions.

The missing dynamic electron correlation can be addressed
through perturbative corrections.59–62 However, while this
approach primarily improves energies relative to reference NOF
values, it does not enhance the quality of the NOs and ONs.
Fully correlated NOs and ONs requires a more comprehensive
strategy, such as the global NOF (GNOF).63 GNOF achieves
a balanced description of dynamic and static correlations, and
its strong agreement with accurate wavefunction-based
methods in both relative and absolute energies further under-
scores its reliability.

Minimizing a NOF requires adhering to the orthonormality
constraints for the NOs, while the ONs must meet both
ensemble N-representability conditions and Löwdin normali-
zation. For NOFs based on electron pairing, additional condi-
tions are imposed, which inherently ensure normalization. This
setup results in a constrained optimization problem, typically
tackled by optimizing the energy separately with respect to ONs
and NOs, since simultaneous optimization of all variables has
been shown to be inefficient for approximations.64 Currently,
open-source codes like DoNOF65,66 efficiently handle this
problem and support GPU acceleration via implementations in
modern programming languages such as Python and Julia.
These codes provide various features, including geometry
optimization, natural and canonical representations of molec-
ular orbitals, computation of ionization potentials and electric
moments, perturbative corrections for dynamic correlation,
NOF-based ab initio molecular dynamics, and excited state
calculations.

3 Assessment and future directions

NOFs can accurately treat strongly correlated systems,67–71 while
requiring less computational effort than multicongurational
wavefunction-based methods and coupled cluster theories.
Unlike multireference methods such as CASPT2, NOFs are not
sensitive to the selection of the active space or prone to insta-
bilities due to changes in active space orbitals. In typical NOF
calculations, all electrons are correlated across all available
orbitals within a given basis set, an approach that is currently
unfeasible for large systems using existing wavefunction-based
methods.

NOFs effectively address a broader spectrum of systems72–76

than density functionals, which are limited by their single-
reference nature, frequently achieving chemical accuracy.63,77

They are particularly effective in complex scenarios such as
bond-breaking and bond-forming reactions,78–81 as well as in
transitionmetal chemistry.82,83 PNOFs based on electron pairing
have been especially successful in capturing static electron
© 2024 The Author(s). Published by the Royal Society of Chemistry

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4sc05810k


Perspective Chemical Science

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

0 
O

ct
ob

er
 2

02
4.

 D
ow

nl
oa

de
d 

on
 0

9/
11

/2
02

5 
4:

58
:0

3 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
correlation84 and are the only functionals to date capable of
accurately determining the correct number of electrons in the
fragments resulting from homolytic dissociations,85–87 thereby
eliminating delocalization errors.88

Despite these advantages, the application of NOFs faces
several challenges, with computational expense being a signi-
cant one. A primary issue is the need to optimize NOs at the
molecular orbital level, unlike density functional calculations
where optimized orbitals are derived from solving the Kohn–
Sham equations in the atomic orbital basis. Optimizing NOs at
the molecular level requires a four-index transformation to
convert atomic orbital electron repulsion integrals into molec-
ular orbital integrals. Although this transformation is only
performed once during occupancy optimization, it must be
repeated each time the orbitals change, making NO optimiza-
tion a particularly time-consuming step in the energy minimi-
zation process.

To enhance efficiency, various strategies have been
employed. Parallelizing key sections of the code responsible for
the four-index transformation has led to signicant perfor-
mance improvements. For certain NOFs, summing over NO
indices separately has reduced computational costs by enabling
feasible integral-direct formalism calculations,89 decreasing
memory demands, and facilitating the use of efficient tech-
niques such as integral screening and the fast multipole
method. Additionally, the resolution of identity approximation
has been employed66 to further reduce arithmetic and memory
scaling, enabling the application of NOF approximations to
larger molecular systems of general chemical interest.83

Another key factor inuencing computational efficiency is
the optimization procedure itself, despite recent efforts.90,91

Over the past two decades, various implementations with
varying degrees of effectiveness have emerged. While advances
in optimizing ONs have improved efficiency,92 optimizing NOs
still requires substantial improvements to make NOF-based
methods competitive with density functional approximations.
The iterative diagonalization procedure45 represented a signi-
cant advancement by generating a generalized pseudo-Fockian,
but its efficiency is constrained by the lack of an exact
prescription for its diagonal elements and the absence of
effective techniques to accelerate convergence in the nal
stages.

An established alternative to orbital optimization through
diagonalization is orbital rotations.93 In this approach, ortho-
normal orbitals are rotated relative to each other using an
orthogonal transformation dened by a skew matrix, which
species the independent rotation parameters. Consequently,
the energy becomes a function of these rotation parameters,
with its gradients dictated by the off-diagonal elements of the
pseudo-Fockian. This eliminates the need for diagonal
elements, enabling the use of trust-region methods,94,95 which
provide accurate nonlinear approximation models in each
iteration. However, as system size increases, these conventional
techniques become increasingly costly. Given the advantages of
each approach, combining methods can accelerate the optimi-
zation of NOs. Yet, to achieve robust convergence at a reason-
able cost, it is evident that we must look beyond traditional
© 2024 The Author(s). Published by the Royal Society of Chemistry
techniques and leverage innovative optimization methods.
Additionally, to further reduce the scaling of orbital optimiza-
tion, solving the problem in the atomic orbital basis, as is
usually done in self-consistent eld methods, is essential.

Another difficulty to consider in any functional theory is
spin. Since the electronic Hamiltonian commutes with the total
spin squared (S2) and one of its components, typically Sz, its
eigenvectors must also be eigenvectors of these spin operators.
Some methodologies to address this challenge use spin-
unrestricted approaches, which bypass the requirement for
approximate functionals to fully exhibit all symmetries. In these
methodologies, the number of spin-up and spin-down electrons
is xed, but spin contamination is allowed. Relaxing the
constraint on total spin conservation can improve size consis-
tency and accuracy in energy predictions for molecular disso-
ciations, among other scenarios. Nevertheless, spin-
unrestricted methodologies oen involve non-physical
interpretations.

In the absence of an external eld, total spin invariance
implies that the ground state of a many-electron system forms
a multiplet, a mixed quantum state encompassing all possible
Sz values. One approach to addressing the spin issue is to focus
solely on the high-spin component of the multiplet. Extensions
of NOF theory to high-spin multiplet states have been
reported,96–98 demonstrating some positive outcomes for atoms
andmolecules. However, no approximation currently exists that
can accurately describe each component of the multiplet
individually.

A more comprehensive strategy, without focusing on the
specics of each component, is to treat the multiplet as
a whole.99,100 This approach centers on themixed-spin state with
the highest multiplicity (2S + 1 = NI + 1), corresponding to the
quantum number S = NI/2, where NI denotes the number of
unpaired electrons. A key feature of this formulation is the zero
average spin projection across the ensemble, which enables
2RDM reconstructions that conserve spin and allows for the
application of the machinery developed for singlet states. The
results from this approach, which contrasts with conventional
methods that emphasize the high-spin component or break
spin symmetry, are promising.101 However, in some systems,
additional correlation for unpaired electrons is still neces-
sary,82,83 and simulating individual states remains crucial,
especially in cases where the multiplet components are no
longer degenerate.

In the context of NOF calculations, the general formulation
of analytic energy gradients with respect to nuclear motion
facilitates the efficient computation of equilibrium geome-
tries.100,102 These gradients can be obtained through straight-
forward evaluation, eliminating the need for linear response
theory or iterative procedures. However, calculating the analytic
Hessian requires knowledge of NOs and ONs at the perturbed
geometry, which can only be obtained by solving coupled-
perturbed equations.103 Consequently, computing second-
order energy derivatives is signicantly more demanding in
terms of storage and computational time compared to evalu-
ating gradients, making numerical differentiation of analytical
gradients more efficient than direct analytical evaluation of the
Chem. Sci., 2024, 15, 17284–17291 | 17287
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Hessian. This has led to the development of codes that use
numerical Hessian calculations to nd equilibrium geometries
and calculate harmonic vibrational frequencies.65 Nevertheless,
it remains highly desirable to develop more efficient techniques
to characterize critical points on potential energy surfaces,
including saddle points, especially for large systems.

The ability to compute gradients analytically also makes ab
initiomolecular dynamics (AIMD) simulations using NOF-based
methods practical.104 The strategy involves calculating nuclear
forces on-the-y during molecular dynamics, eliminating the
need for predened interatomic potentials, which can be
problematic in chemically complex systems with evolving
bonding patterns. In such cases, density functional-based
AIMDs are oen inadequate, while multi-reference methods
are costly and may introduce energy discontinuities due to
instabilities from changes in active-space orbitals. In addition,
NOF-based AIMD offers a distinct edge over existing methods:
by tracking the real-time evolution of the NOs along with their
ONs, we can observe the dynamic evolution of the electronic
structure. Indeed, the unique NO representation adapts
dynamically during the trajectory, adjusting to the most favor-
able nuclear interactions at each step, making it especially
valuable for monitoring real-time changes in bonding patterns.
Since a reaction mechanism involves the sequence of bond
formation and breaking, the time evolution of NOs is the ideal
approach for insightful descriptions of reaction mechanisms.
Currently, only implementations based on the Born–Oppen-
heimer approximation are available; however, in the future,
non-adiabatic molecular dynamics will be necessary for cases
involving strong couplings between two or more potential
energy surfaces, which require a quantum treatment of the
nuclei.

The most signicant achievements of NOFs have so far been
in describing ground states, while developing a robust theo-
retical framework for accurately addressing excited states, both
charged (En

N±1 − E0
N) and neutral (En

N − E0
N), remains an

ongoing challenge. Research has mainly focused on the ener-
gies of vertical excitations, with only a few studies addressing
adiabatic transitions for charged excitations. For neutral exci-
tations, the problem remains unresolved, as a description of the
excited state independent of the ground state is still needed.
Progress has been made using time-dependent theory within
the adiabatic linear response framework105–107 and extending
1RDMFT to ensemble states with xed weights w.108,109However,
both approaches still require more efficient minimization
schemes to achieve signicant success.

Current vertical excitation calculations rely on the ground
state and vary depending on the excitation operator used to
generate either charged or neutral states. Charged excitations
are typically addressed using the extended Koopmans' theorem
(EKT),110,111 while neutral excitations employ Rowe's excitation
operator formalism.112 In both methods, the coefficients
dening these excited states are derived from the rst- and
second-order RDMs of the ground state. NOF-EKT provides
satisfactory results for lower ionization potentials (IPs), but its
accuracy diminishes for higher IPs.113–116 Recent advancements
have improved IP accuracy and effectively addressed band gap
17288 | Chem. Sci., 2024, 15, 17284–17291
opening in various systems,117,118 although some inaccuracies
persist in photoemission spectra. Conversely, NOF-EKT offers
an unsatisfactory description of electron affinities, though these
can be estimated using the inverse of the IP of the corre-
sponding anionic species, computed at the experimental
geometry of the neutral species.115 On the other hand, neutral
excitations within the extended random-phase approximation
(ERPA)119 have recently led to the development of various NOF-
ERPA methods,120 which have produced very promising results,
comparable to high-level CI methods but at signicantly lower
computational costs, and substantially outperform those ob-
tained with time-dependent density functional theory. The
accuracy of vertical excitation calculations is expected to
improve in parallel with advancements in ground-state NOFs, as
well as with enhanced implementations to better handle cases
involving degeneracy of ONs.

A promising research direction is the extension of NOFs to
periodic systems. Previously, some attempts were made using
very basic functionals for polymers121 and solids,122,123 where
translational symmetry allowed NOs to be represented as Bloch
states. Other studies have focused on model systems such as the
Hubbard model124 or systems consisting solely of hydrogen
atoms.68–70 The most signicant achievement to date is demon-
strating the viability of NOFs in cases where density functionals
struggle, particularly in treating strong correlations, including
Mott insulators. Consequently, there is a heightened focus on
developing NOF-based methods that can effectively tackle the
design and analysis of strongly correlated materials.125

One unresolved issue is the treatment of dispersion inter-
actions. Although some attempts have been made in the past,50

JKL-only functionals face signicant challenges with these
systems. Employing non-JKL functionals with more complex
dependencies seems necessary,126 but this approach increases
the computational cost of NOFs and detracts from their
inherent simplicity. Current alternatives include incorporating
perturbative corrections,61 using empirical treatments similar to
those in DFT, or potentially improving functionals through
machine learning. The latter has already shown promise in
1RDM-based electronic structure calculations,127 in DFT,128,129

and in 1RDMFT for bosons.130 By training on ab initio data,
more accurate approximations could be achieved. Nevertheless,
a key challenge for these functionals is generalization. Alter-
natively, machine learning could be employed as a phenome-
nological predictive tool, directly forecasting observables from
large datasets or computational results by establishing intricate
connections. However, this approach does not facilitate the
rationalization of structure–property relationships from rst
principles, highlighting the important distinction that predic-
tion does not equate to understanding.131

Finally, an encouraging avenue of research is the integration
of NOFs into quantum computing algorithms. Quantum
computing already holds the potential for signicant advan-
tages over classical methods in electronic structure calcula-
tions. However, current quantum processors have limited
capabilities, so NOFs could help minimize the quantum
resources required. Reducing the cost of quantum simulations
for many-electron problems has been demonstrated with
© 2024 The Author(s). Published by the Royal Society of Chemistry
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2RDM-based algorithms.132,133 Since 1RDM measurements
require sampling of signicantly fewer elements than 2RDM
measurements, NOFs are expected to result in substantial
savings in circuit executions.

4 Conclusions

Over the 40 years since the rst NOF appeared, signicant
progress has been made, and the development of NOFs has
experienced a substantial boost in the last two decades. Nowa-
days, NOFs offer a valuable alternative formalism to both
density functional and wavefunction-based methods for
studying strongly correlated systems. They have greatly
enhanced our understanding of molecular electronic structure,
molecular dynamics, spectroscopic properties, and other
related aspects. Nonetheless, these functionals are still in their
infancy in some respects. For example, while progress has been
made in extending them to the relativistic regime,134 further
development is needed; and much remains to be done in areas
such as the treatment of solvent effects and long-range disper-
sion interactions, which are crucial for biological systems.
Nevertheless, just a few years ago, it seemed unthinkable that
we would be able to correlate 360 electrons in 900 orbitals
today.135

Purists argue that current NOFs are not the exact functional
of the 1RDM and lack key properties, such as invariance under
unitary transformations of the orbitals. Given the current state
of knowledge, nding an analytical expression for the exact
1RDM functional seems unlikely. However, we can aim to
develop a sufficiently universal NOF approximation for physical
electronic systems that captures as many properties as possible,
including those related to N-representability. Our goal is to
obtain the right answers for the right reasons. Today, func-
tionals like GNOF have already demonstrated the ability to
handle arbitrary electronic systems with any spin value, inde-
pendent of the external potential, while providing a balanced
description of both dynamic and static correlations.

NOF-based methods can be considered “black box”
approaches because they do not require the denition of an
active space. However, their main drawback remains the
computational cost in comparison to density functional calcu-
lations. To achieve robust convergence at a reasonable cost, we
must go beyond traditional techniques, employing innovative
optimization methods and, if possible, using the atomic orbital
representation, as done in conventional self-consistent eld
methods. With the advent of articial intelligence, it is highly
likely that more accurate approximations will be achieved for
a wide range of electronic systems. Nevertheless, it is important
to remember that we are primarily theorists, not mere predic-
tors, even though our models must still be capable of providing
predictive insights.
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91 M. Vladaj, Q. Marécat, B. Senjean and M. Saubanère, J.
Chem. Phys., 2024, 161, 074105.

92 L. Franco, I. Bonl-Rivera, J. F. H. Lew-Yee, M. Piris,
J. M. del Campo and R. A. Vargas-Hernandez, J. Chem.
Phys., 2024, 160, 244107.

93 R. Shepard, Adv. Chem. Phys., 1987, 69, 63–200.
94 U. Bozkaya, J. M. Turney, Y. Yamaguchi, H. F. Schaefer and

C. D. Sherrill, J. Chem. Phys., 2011, 135, 104103–104117.
95 I. A. Elayan, R. Gupta and J. W. Hollett, J. Chem. Phys., 2022,

156, 094102.
96 P. Leiva andM. Piris, Int. J. Quantum Chem., 2007, 107, 1–11.
97 M. Piris, J. M. Matxain, X. Lopez and J. M. Ugalde, J. Chem.

Phys., 2009, 131, 021102.
98 R. Quintero-Monsebaiz, I. Mitxelena, M. Rodŕıguez-
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