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A reevaluation of the origin of the rate
acceleration for enzyme-catalyzed hydride
transfer

Archie C. Reyes, Tina L. Amyes and John P. Richard *

There is no consensus of opinion on the origin of the large rate accelerations observed for enzyme-cata-

lyzed hydride transfer. The interpretation of recent results from studies on hydride transfer reactions cata-

lyzed by alcohol dehydrogenase (ADH) focus on the proposal that the effective barrier height is reduced

by quantum-mechanical tunneling through the energy barrier. This interpretation contrasts sharply with

the notion that enzymatic rate accelerations are obtained through direct stabilization of the transition

state for the nonenzymatic reaction in water. The binding energy of the dianion of substrate DHAP

provides 11 kcal mol−1 stabilization of the transition state for the hydride transfer reaction catalyzed by

glycerol-3-phosphate dehydrogenase (GPDH). We summarize evidence that the binding interactions

between (GPDH) and dianion activators are utilized directly for stabilization of the transition state for

enzyme-catalyzed hydride transfer. The possibility is considered, and then discounted, that these dianion

binding interactions are utilized for the stabilization of a tunnel ready state (TRS) that enables efficient

tunneling of the transferred hydride through the energy barrier, and underneath the energy maximum for

the transition state. It is noted that the evidence to support the existence of a tunnel-ready state for the

hydride transfer reactions catalyzed by ADH is ambiguous. We propose that the rate acceleration for ADH

is due to the utilization of the binding energy of the cofactor NAD+/NADH in the stabilization of the tran-

sition state for enzyme-catalyzed hydride transfer.

Introduction

Transition state theory has been defined as “a theory of the
rates of elementary reactions which assumes a special type of
equilibrium, having an equilibrium constant K‡, for conver-
sion of the reactants to the transition state.”1 It follows from
this definition that interactions, which stabilize an enzyme-
bound transition state, will result in an increase in K‡ and an
enzymatic rate acceleration.2 It is broadly accepted that
enzymes operate to stabilize transition states, in order to
achieve their rate accelerations;3,4 but, there is dissatisfaction
with the slow pace in closing real and imagined gaps in our
understanding of enzyme catalysis, and with the slow progress
towards the de novo design of proteins with enzyme-like
catalytic activity.5 This discontent, and a sense of intellectual
curiosity, has stimulated the development of models that
emphasize the role of dynamics in enzymatic catalysis.5–7

Among these is the proposal that enzymatic catalysis of hydron
transfer [L−, L• or L+] is promoted by protein dynamics, and

proceeds mainly by tunneling of the transferred hydron
through the energy barrier.5

We have used transition state theory in the interpretation of
results from studies to characterize the effect of protein–
dianion interactions on the kinetic parameters for enzyme-
catalyzed reactions.8 Our first studies examined the isomeriza-
tion reactions catalyzed by triosephosphate isomerase (TIM,
Scheme 1A) and the decarboxylation reactions catalyzed by oro-
tidine 5′-monophosphate decarboxylase (OMPDC, Scheme 1B),
through unstable carbanion reaction intermediates. The acti-
vation barrier for formation of the transition states for none-
nzymatic isomerization and decarboxylation is composed
mainly of the thermodynamic barrier to formation of the
respective carbanion intermediates, whose structures should
closely resemble the corresponding transition state.9 There is a
strong imperative to lower this activation barrier through the
stabilization of the high-energy reaction intermediate (Fig. 1);
and, it is possible to rationalize the rate acceleration for these
enzymes using transition state theory.10–13

The modern reports of X-ray crystal structures of free and
liganded forms of alcohol dehydrogenase (ADH) show that the
cofactor NAD/NADH is poised at the enzyme active site to
undergo the catalyzed hydride transfer reaction.14–19 The intro-
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duction of site-directed mutations of side chains at the active
site of ADH result in falloffs in enzyme activity, which are con-
sistent with the elimination of side-chains that provide stabi-
lization of the transition state for hydride transfer.19–23

However, there is no consensus about the importance of tran-
sition state stabilization in this reaction, because of an alternate
model, which emphasizes the role of quantum mechanical tun-
neling through the energy barrier. We summarize in this review
the results of experiments that demonstrate a striking similarity
in the stabilization of the transition states for the polar reac-
tions catalyzed by OMPDC and TIM, and for the hydride trans-
fer reaction catalyzed by glycerol-3-phosphate dehydrogenase
(GPDH, Scheme 2) from interactions between the protein and

the substrate phosphodianion, along with evidence against a
significant contribution from quantum mechanical tunneling
to the enzymatic rate acceleration for GPDH. These data provide
support for the conclusion that catalysis by GPDH is due largely
or entirely to stabilization of the transition state for hydride
transfer by interactions with the protein catalyst. We suggest
that this conclusion may also hold for hydride transfer reactions
catalyzed by alcohol dehydrogenase.

Transition state stabilization from
protein–dianion binding interactions

If transition state theory holds, then our results require that
the transition state for GPDH-catalyzed reduction of glycolalde-
hyde (GA) is 11 kcal mol−1 higher in energy than that for
reduction of the whole substrate dihydroxyacetone phosphate
(DHAP, Scheme 2).27,28 Fig. 2 shows that the former transition
state is stabilized 8 kcal mol−1 by the binding of phosphite
dianion [HPi] at a standard state of 1.0 M, and an additional
3 kcal mol−1 by the connection [“connection energy”]29 of
these substrate pieces (Fig. 2).27,28 By comparison, the tran-
sition states for OMPDC and TIM-catalyzed reactions of trun-
cated substrates are 12 kcal mol−1 higher in energy than for
the reaction of the corresponding whole substrate;30,31 and,
the transition states for reactions of truncated substrates are

Scheme 1

Fig. 1 Reaction coordinate profiles which show: (1) the similarity
between the activation barrier for nonenzymatic decarboxylation of
OMP and the thermodynamic barrier for formation of the unstable vinyl
carbanion reaction intermediate.24–26 (2) The similar effect of the
protein catalyst on the activation barrier for nonenzymatic decarboxyla-
tion of OMP and the thermodynamic reaction barrier.

Scheme 2
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stabilized by 8 and 6 kcal mol−1,30,31 respectively, by the
binding of phosphite dianion at a standard state of 1.0 M.
Similar results have been obtained in studies on the reactions
catalyzed by phosphoglucomutase32 and 1-deoxy-D-xylulose-5-
phosphate reductoisomerase.33

The disconnect between protein structures, obtained from
the snapshots provided by X-ray crystallography, and enzyme
function in phosphite dianion activation of truncated sub-
strates, is striking. An examination of X-ray crystal structures
for TIM,34–36 OMPDC,11,37,38 and GPDH39 over many years
failed to predict that protein–dianion interactions might acti-
vate these enzymes for catalysis. The absence of direct stabiliz-
ing interactions between phosphite dianion and the putative
transition states for these enzymatic reactions is worth noting;
and, in the case of OMPDC the large 8–10 Å separation between
the dianion binding site and the catalytic sites precludes strong
direct stabilizing interactions.37,40,41 The observation of dianion
activation of any one of these enzyme-catalyzed reactions is
surprising, while the similarity in the kinetic parameters for
dianion activation of the diverse set of reactions catalyzed by
TIM, OMPDC and GPDH suggests that there exists a common,
generalizable, mechanism for activation of a broad range of
enzymatic reactions through protein dianion interactions.28

The X-ray crystal structures for TIM,34–36 OMPDC,11,37,38

and GPDH,39 each show the presence of a gripper loop near
the respective enzyme active sites. The active site at each un-
liganded enzyme is accessible to substrate, but in each case
substrate binding is accompanied by a protein conformational
change, during which the flexible loop folds over the phospho-
dianion and sequesters the substrate, at a protein cage, from
interaction with bulk solvent.3,8,42 The large difference
between the structures of the open unliganded (EO) and the
closed liganded (EC) forms of TIM, OMPDC and GPDH
prompted the proposal that only EC is catalytically active
(Scheme 3).3,43 The specificity in the binding of phosphite
dianion to EC results from interactions between the protein

Fig. 2 Diagram prepared with the assumption that transition state theory can be used to model the relative activation barriers to formation of tran-
sition states for GPDH-catalyzed reactions at a standard state of 1.0 M.27,28 (1) Reduction of DHAP by NADH at the ternary complex [E·DHAP·NADH]‡.
(2) Reduction of GA by NADH, activated by phosphite dianion, at the quaternary complex [E·GA·HPi·NADH]‡. (3) Reduction of GA by NADH at the
ternary complex [E·GA·NADH]‡. The transition state stabilization obtained by interactions with the substrate dianion is equal to the 11 kcal mol−1

difference in the activation barriers for GPDH-catalyzed reduction of DHAP and GA. The 3 kcal mol−1 greater transition state stabilization from
protein–dianion interactions at [E·DHAP·NADH]‡ compared with [E·GA·HPi·NADH]‡ is the advantage obtained from the connection of the pieces at
the quaternary complex.

Scheme 3
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catalyst and phosphodianion. Strong dianion activation is
observed when a small fraction of the enzyme exists in the
active closed form (KC ≪ 1, Scheme 3), and the dianion
binding energy is utilized to increase the fraction of enzyme in
the active closed form. The barrier for conversion of EO to EC

represents, minimally, the barriers to extrusion of protein
bound waters to bulk solvent, and to freezing of large confor-
mational motions of the flexible protein loops and of catalytic
side chains at the ordered structure for the active protein–
substrate cage.3,8,42,44,45

We have examined the effect of site-directed mutations of
TIM,46–54 OMPDC,40,41,55–57 and GPDH58–60 on the activity of
these enzymes for catalysis of the reactions of the whole sub-
strate and the substrate in pieces. The results of these studies
on the reactions of the substrate in pieces have been fully
rationalized using Scheme 3. This work establishes Scheme 3
as a broadly generalizable model to rationalize the utilization
of substrate binding interactions in enzyme activation.

Utilization of dianion binding
interactions for stabilization of the
transition state for GPDH-catalyzed
hydride transfer

The kinetic parameters from Scheme 4 for phosphite dianion
activation of GPDH for catalysis of the reduction of GA were
used to construct the free energy diagram shown in Fig. 3.28

This diagram shows: (i) that phosphite dianion and the tran-
sition state for enzyme-catalyzed reduction of GA (GA‡)
bind specifically to the closed form of GPDH (EC, Scheme 3);
and, (ii) that the −5.9 kcal mol−1 difference between the
−1.6 kcal mol−1 free energy for binding of HPi to E′O and the
−7.5 kcal mol−1 free energy for binding of HPi to the transition
state complex to EC·GA

‡ is the part of the intrinsic dianion
binding energy that is utilized to drive the unfavorable confor-
mational change from EO to EC.

4

Fig. 4 shows a representation of the X-ray crystal structure
of the nonproductive complex between GPDH, DHAP and
NAD+. The loop residues 292–297 that fold over DHAP when
the substrate binds to GPDH are shown in green. The stabiliz-
ing interactions between the phosphodianion of DHAP and
GPDH are due mainly or entirely to interactions with the gua-
nidinium cation side chain of R269 and the amide side chain

of N270; and, we propose that these side chains also interact
with enzyme-bound phosphite dianion. The results of studies
of the effect of R269A and N270A mutations on the GPDH-cata-
lyzed reduction of the whole substrate DHAP and the substrate
pieces GA + HPi by NADH show that the interactions of theseScheme 4

Fig. 3 Free energy diagram for GPDH-catalyzed reduction of glycol-
aldehyde (GA) by free GPDH, which exists mainly in the inactive open
form (E’O, Scheme 3) and by GPDH that is saturated with phosphite
dianion and exists in the active closed form (E’C·HPO3

2−). This diagram
was constructed using kinetic parameters for Scheme 4 that were
reported in ref. 28. The observed tighter binding of phosphite dianion to
the transition state complex E’C·GA‡ to give EC·HPO3

2−·GA‡ (ΔGint =
−7.5 kcal mol−1) than to the free enzyme EO to give EC·HPO3

2− (ΔGobsd =
−1.6 kcal mol−1) is attributed the binding energy utilized to drive an
unfavorable enzyme conformational change (ΔGC = +5.9 kcal mol−1)
that converts E’O to E’C (Scheme 3).

Fig. 4 A rendering of the X-ray crystal structure of the nonproductive
ternary complex between GPDH, DHAP and NAD+ (PDB entry 1WPQ),
which shows: (a) the loop residues 292–297 (green) that fold over
DHAP. (b) Arg269 and Asn270 that interact with the substrate phospho-
dianion. (c) The network of hydrogen-bonded side chains Asn270,
Thr264, Asn205, Lys204 Asp260 and Lys120. Reprinted with permission
from ref. 5. Copyright 2016 American Chemical Society.
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side chains account for most, or all, of the 11 kcal mol−1

intrinsic dianion binding energy of the substrate DHAP
(Fig. 2).58,60

R269A GPDH

The R269A mutation of GPDH results in a 110-fold increase in
Km (2.8 kcal mol−1 effect) and a 41 000-fold decrease in kcat
(6.3 kcal mol−1 effect). These effects sum to a 9.1 kcal mol−1

destabilization of the transition state for GPDH-catalyzed
reduction of DHAP by NADH,60 which represents ca. 80% of the
total 11 kcal mol−1 dianion binding energy. The 6.3 kcal mol−1

effect of this mutation that is specifically expressed at the tran-
sition state for hydride transfer (kcat effect) is ca. 80% of the
7.5 kcal mol−1 phosphite dianion binding energy (Fig. 3)
expressed at the transition state for GPDH-catalyzed reduction.
The striking size of the apparent side-chain interaction
(9.1 kcal mol−1) suggests that the architecture of the active site
of GPDH has evolved to optimize stabilizing interactions, at
the transition state for hydride transfer, between the side
chain cation from R269 and ligand negative charge q, which
increases from −2 at the reactant to as large as −3 (Scheme 5)
at the transition state. The high density of negative charge at
the transition state is important, because the magnitude of
Coloumbic interactions increases with the product of the
square of the interacting charges. The difference between the
2.8 kcal mol−1 ground-state and the total 9.1 kcal mol−1 stabi-
lization, shows that the stabilizing interactions develop mainly
at the transition state. The strong phosphite dianion inter-
actions also develop specifically at the transition state for
GPDH-catalyzed reduction of GA (Fig. 3), which is consistent
with the conclusion that these interactions involve the side
chain cation from R269.60

N270A GPDH

The N270A and R269A/N270A mutations of GPDH result in 5.6
and 11.5 kcal mol−1 destabilization, respectively of the tran-
sition state for GPDH-catalyzed reduction of DHAP by NADH.
These results are summarized in Scheme 6, where the total
effect of the R269A/N270A mutations on ΔG‡

DHAP is similar to
the 11 kcal mol−1 intrinsic dianion binding energy. We pro-
posed that the 5.6 kcal mol−1 effect of the N270A mutation on
ΔG‡

DHAP for wildtype GPDH represents the loss of a 2.4 kcal mol−1

interaction between the amide side chain and the phosphodi-
anion observed for the N270A mutation of R269A GPDH plus
an additional ca. 3.2 kcal mol−1 weakening of the 9.1 kcal mol−1

interaction between the phosphodianion and the side chain of
R269 (Scheme 6).58

The N270A mutation results in two further surprising
changes in the kinetic parameters for the reactions of the sub-
strate pieces.58 (i) A 2.2 kcal mol−1 stabilization of the tran-
sition state for unactivated hydride transfer from NADH to GA,
instead of the expected destabilization. (ii) A change in the
effect of phosphite dianion on GPDH-catalyzed reduction of
GA by NADH, from strongly activating for wildtype GPDH to
inhibiting. These results are consistent with a reorganization
in the structure of the active site for the N270A mutants, which
alters the preferred mode of GA binding. We propose that
phosphite dianion activation of wildtype GPDH-catalyzed
reduction of GA occurs by the binding of the substrate pieces
GA + HPi at a structured binding pocket, while the N270A
mutation results in an erosion of the structure of this binding
pocket, and changes in enzyme reactivity that have not yet
been rationalized.

Optimization of a protein–dianion
interaction

Ionic interactions between the transition state for GPDH-cata-
lyzed reduction of DHAP by NADH and the cationic side chain
of R269 provide a 9 kcal mol−1 stabilization, which corresponds
to 4 million fold rate effect.60 By comparison, the cationic side
chains of K12 and R235 provide 8 and 5.8 kcal mol−1 stabiliz-
ation, respectively of the transition states for the isomerization
of D-glyceraldehyde 3-phosphate catalyzed by triosephosphate
isomerase and for the decarboxylation of orotidine
5′-monophosphate (OMP) catalyzed by OMP decarboxylase

Scheme 5

Scheme 6
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(OMPDC).61,62 These results show that the structures of TIM,
OMPDC and GPDH have evolved to optimize transition state
stabilization from the interaction between the phosphodianion
and a side chain cation. Such interactions in water are weak.
For example, the value of KGua = 0.18 M for breakdown of
[OMP·Gua+], the ion pair between the OMP trianion and
guanidine cation,62 corresponds to a binding energy of only
1.0 kcal mol−1 (Scheme 7A). Ion pairing interactions are stron-
ger for a ligand bound to a protein catalyst, compared with
aqueous solution, because the effective dielectric constants at
the interior of proteins is much smaller than for water.63,64

A large fraction of the stabilizing interactions associated
with ion pair formation (Kd, Scheme 7) is utilized for the
reduction in the translational and rotational entropy of the
separate free ions.29,65 The effect of a change in the molecu-
larity on the free energy change associated with ion-pair for-
mation has been examined in studies on rescue of enzyme
activity, which is lost upon mutation of an essential cationic
amino acid side chain, by small molecule analogs of the
excised side chain (Scheme 7B and 7C). The K12G mutation of
triosephosphate isomerase eliminates the interaction between
the side chain cation and substrate phosphate group and
results in a 500 000 fold reduction in kcat/Km. This corresponds
to the loss of a 7.8 kcal mol−1 stabilizing interaction (Fig. 5).61

The activity that is rescued by addition of 1.0 M NH4
+ or by

different RNH3
+ has been determined, to give the values of

�ΔG‡RNH3
listed in Fig. 5. The apparent advantage of the

covalent connection between the protein and the side chain
cation, ΔG‡

S, is then calculated as the difference between the
overall 7.8 kcal mol−1 effect of the K12G mutation and
�ΔG‡RNH3

.61

The decrease in ΔG‡
S from 6.3 to 4.4 kcal mol−1 observed as

ΔG‡RNH3
increases for activation by alkyl ammonium cations

(Fig. 5) reflects the contribution of hydrophobic protein·cation
interactions towards reducing the price for formation of the
transition state from free reactants.61 The minimum value of
ΔG‡

S = 6.3 kcal mol−1 for activation by NH4
+ provides an

estimate for the intrinsic entropic advantage for reaction of
wildtype TIM compared with the K12G·NH4

+ pieces, where
there is the minimal stabilization of the complex to the
cationic piece.

The large 9.1 kcal mol−1 stabilizing interaction between the
cationic side chain of R269 and the transition state for GPDH-
catalyzed reduction of DHAP by NADH is reflective of strong
protein–cation and protein–anion interactions, which favor the
self-assembly of enzyme (R269A GPDH + Gua+) and substrate
(GA + HPi) pieces at the active site of GPDH to form the cataly-
tically active [R269AGPDH·GA·HPi·Gua

+] complex (Fig. 6A).59

The results of experiments to characterize the reactivity of this
complex are summarized in Fig. 6B. The R269A mutation
results in a 9.1 kcal mol−1 reduction in the activation barrier
for GPDH-catalyzed reduction of DHAP by NADH. The addition
of 1.0 M Gua+ and 1.0 M HPi results in a 3.5 kcal mol−1 lower
activation barrier than is observed for R269A GPDH-catalyzed
reduction of DHAP [−(ΔG‡

act)Gua+HPi, Fig. 6B]. The advantage
obtained from connection of the enzyme and substrate
pieces is (ΔG‡

S)Gua+HPi = 5.6 kcal mol−1 (Fig. 6B), or roughly 2.8
kcal mol−1 for each covalent connection. This is substantially
smaller that the single connection energies of (4–6) kcal mol−1

from previous comparisons of the reactive of whole enzymes
or substrates with the corresponding pieces.28,59 This small
advantage obtained from the covalent connection of the
enzyme and substrate pieces is consistent with a relatively
strong stabilization of the complex to the pieces, as illustrated
in Fig. 5 for activation of the K12G mutant of TIM.

Beyond Pauling’s model?

The results from the studies on GPDH, summarized above,
show that the interaction between the side chain cation of
R269 and the substrate phosphodianion are essential for the
observation of robust catalysis. We have proposed that this ion
pairing interaction provides a 2.8 kcal mol−1 stabilization of
the Michaelis complex to substrate, and a much stronger
9.1 kcal mol−1 stabilization of the transition state for GPDH-
catalyzed hydride transfer from NADH to GPDH. We now con-
sider the possibility that these binding interactions are utilized
in the stabilization of a “tunneling ready state” (TRS), which is

Scheme 7

Fig. 5 A comparison of �ΔG‡RNH3
, the free energy associated with the

binding of NH4
+ or RNH3

+ to the transition state for K12G mutant TIM-
catalyzed isomerization of GAP, and the apparent transition state stabi-
lization obtained from connecting these activators to the mutant
enzyme, ΔG‡

S. The sum of these terms is equal to the overall stabilization
of the transition state for the wildtype TIM-catalyzed isomerization of
GAP by interaction with the cationic side chain of Lys12. Reprinted with
permission from ref. 61. Copyright 2010 American Chemical Society.
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proposed to constitute a special case of the more general tran-
sition state.66 The TRS has been defined as “the ensemble of
states from which H tunneling occurs and like the general
case of TS is a saddle point along a coordinate that represents
the motions that bring the system from the ground state to the
TRS”.67

The two models for enzymatic catalysis through a classical
transition state and through a TRS, invoke different roles for
the protein. The first model envisions the protein as participat-
ing directly in transition state stabilization. By contrast, the
existence of a TRS implies that classical transition state stabi-
lization alone is not sufficient to obtain the enzymatic rate
acceleration. In this case, the energetic cost to organization of
the protein into the TRS must be recovered, with dividends, as
a rate enhancement for enzyme-catalyzed hydride transfer: this
would arise from the advantage for tunneling through the
reaction barrier, as compared with passage over the classical
transition state.

It is important to separate the question of whether there is
quantum mechanical tunneling during enzyme-catalyzed
hydride transfer, from the question of whether this tunneling
results in a large rate enhancement, compared to a reaction
that passes over the energy barrier. The first question was
addressed in computational studies, which provide evidence
for tunneling of the transferred hydron, but only as the posi-
tion of the hydron draws very close to that for the semi-classi-
cal transition state. The tunneling that occurs near the top of
the energy barrier results in only a small decrease in the
“effective” barrier height. The calculations give kinetic isotope
effects on enzyme-catalyzed hydride transfer that are well
below the semiclassical limit for a reaction that passes over
the energy barrier, consistent a minor role for tunneling,68–70

so that the observation of primary deuterium kinetic isotope

effects in the semi-classical range does not exclude a reaction
that occurs with tunneling.71,72

With respect to the second question, tunneling will only
make a large contribution to an enzymatic rate enhancement
when the energetic cost of organization of the protein into the
TRS is recovered, so that the apparent reaction barrier is lower
than the sum of the barrier for the reaction that passes
through the transition state plus the barrier to formation of
the TRS. If the effective barrier to a reaction with tunneling is
lower than for formation of a semiclassical transition state,
then the hydron must tunnel though the surface at an energy
substantially below that for the transition state. Enzyme-cata-
lyzed hydride transfers, which occur mainly by tunneling,
should result in primary kinetic deuterium isotope effects
(1°DKIE) that exceed the semi classical limit of ca. 7, because
the longer QM wavelength for –H compared with –D gives rise
to a greater uncertainty in the position of the light isotope.
This favors tunneling of –H as the width of the energy barrier
approaches that for the transferred –H.73

Kinetic isotope effect on GPDH-
catalyzed hydride transfer

The following primary deuterium kinetic isotope effects were
determined for GPDH-catalyzed reduction of DHAP by NADL
[L = H, D] by fitting the data to the ordered reaction mechan-
ism shown in Scheme 8,74,75 where A = NADH and B = DHAP:
D(V/KA) = 1.2; D(V/KB) = 1.5; DV = 1.5.78 These 1°DKIEs are
smaller than the intrinsic 1°DKIEs expected for enzyme-cata-
lyzed hydride transfer to the carbonyl group when hydride
transfer is fully rate determining.68–70 This is because the bar-
riers to isotope-independent substrate binding and product

Fig. 6 (A) Representation of the structure of the nonproductive complex between R269A GPDH, NAD+, Gua+, GA and HPi generated from the X-ray
crystal structure of the ternary complex between wildtype enzyme, NAD+ and DHAP (PDB entry 1WPQ). (B) A comparison between the effect of the
R269A mutation on the activation barrier to wildtype GPDH-catalyzed reduction of DHAP (ΔG‡

R269A − ΔG‡
WT = 9.1 kcal mol−1) and of the relative acti-

vation barriers for R269A GPDH-catalyzed reduction of DHAP and for GA activated by 1.0 M Gua+ and 1.0 M HPi ([−(ΔG
‡
act)Gua+HPi). The advantage

obtained from connection of the enzyme and substrate pieces is (ΔG‡
S)Gua+HPi = 5.6 kcal mol−1.
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release steps, compared with isotope dependent hydride trans-
fer, have been equalized by evolutionary pressures to optimize
the efficiency of protein catalysis.76,77

The tight binding to GPDH ((Km)DHAP = 50 µM)28 favors
slow release of the sticky substrate DHAP and partially rate
determining substrate binding, which suppresses the 1°DKIE.
By contrast, the weak binding of the pieces GA (Kd = 5 mM)
and HPi (KX = 70 mM, Scheme 9) to GPDH favors fast and
reversible ligand binding, and the observation of intrinsic
1°DKIEs on hydride transfer.

We determined the kinetic parameters (Scheme 9) for
GPDH-catalyzed dianion activated reduction of GA by NADH
and NADD and the 1°DKIE reported in Fig. 7 on enzyme-cata-
lyzed hydride transfer from NADL to GA.78 The large dis-
sociation constants KGA for GA (6 mM) and KX for X2−

(17–105 mM) require that ligand binding to GPDH be fast and

reversible, so that kcat/KGA and kcat are controlled by the same
rate determining hydride transfer. This is supported by the
observation of similar 1°DKIE on these kinetic parameters
(Fig. 7).78 The strongest evidence that the 1°DKIEs from Fig. 7
are intrinsic is the observation that they are independent of
the reactivity of the dianion activator. If binding of phosphite
dianion were partly rate determining for this fast reaction,
because dianion disassociation is slow compared with hydride
transfer, then the change to more weakly binding dianions
should result in faster dianion disassociation and an increase
in the primary 1°DKIE, but this is not observed.

Cutting substrates into pieces has little effect on the struc-
ture of the transition state for reactions catalyzed by triosepho-
sphate isomerase51,52 and orotidine 5′-monophosphate decar-
boxylase.40 We likewise propose that the transition states for
GPDH-catalyzed reactions of the whole substrate DHAP and
the pieces GA + X2

− are similar, and that the intrinsic 1°DKIE
on the reaction of the whole substrate is similar to the values
of kH/kD reported for the pieces in Fig. 7.

The magnitude of these intrinsic 1°DKIE for GPDH-cata-
lyzed reductions of GA by NADL (2.7 ± 0.3, Fig. 7) is marginally
smaller than the computed value of ≈3.6 for the intrinsic
1°DKIE on hydride transfer catalyzed by alcohol dehydrogen-
ase.69 The intrinsic 1°DKIE of ca. 2.7 provides strong evidence
for the conclusion that the isotope effect is due largely to the
change in the difference in zero-point energy for –H compared
with –D, on moving from reactants to the transition state, and
that there is only a small contribution from tunneling to this
1°DKIE.

We conclude that there is no evidence that the difference in
the QM wavelengths of –H and –D provide a substantial advan-
tage to the reaction of H, as expected for the tunneling of –H
and –D underneath the reaction barrier. Such tunneling has
been proposed to give rise to 1°DKIEs of kH/kD > 80 for the
C–H cleavage catalyzed by soybean lipoxygenase at room tem-
perature (Scheme 10).79–82 The observation of 1°DKIE in the
semi-classical range does not rule out the existence of tunnel-
ing during GPDH-catalyzed hydride transfer. However, the
small 1°DKIEs observed for the dianion-activated reactions
(Fig. 7) provide strong evidence that such tunneling does not
provide a rate advantage, compared with the reaction that
passes over the barrier.

Alcohol dehydrogenase

The 1°DKIE reported for alcohol dehydrogenase-catalyzed
reduction of aldehydes and ketones, or oxidation of alcohols

Scheme 8

Scheme 9

Fig. 7 The 1°DKIEs determined for dianion activated reduction of GA
catalyzed by GPDH that were determined from the fit of kinetic data to
the mechanism shown in Scheme 9.78 Essentially the same dis-
association constants KX and KGA were obtained from the fit of data for
the reactions of NADH and NADD, so that the 1°DKIE on the kinetic
parameters kcat, kcat/KGA and kcat/KGAKX for the different dianion acti-
vated reactions are equal to the quoted values of kH/kD.

Scheme 10
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range from 1.2–6.4.19,83–87 The relatively small isotope effects
on the physiological reactions of ethanol/acetaldehyde may be
suppressed because hydride transfer is not fully rate-determin-
ing.84,85 However, the isotope effects determined for the slower
reactions of nonphysiological substrates are not sufficiently
large to provide evidence for quantum-mechanical tunnel-
ing.19,83,84,87 We suggest that the barriers to these enzymatic
reactions are determined largely by the barrier to formation of
the transition state for a semi-classical hydride transfer reac-
tion, and that there is no large reduction in this barrier from
quantum mechanical tunneling. The ambiguity associated
with other evidence presented to support the proposal that
protein–substrate interactions enhance tunneling during
alcohol dehydrogenase-catalyzed hydride transfer has been
discussed in detail by Truhlar.88 The binding energy of the
small ethanol/acetaldehyde substrate for ADH is almost cer-
tainly insufficient to account for the enyzmatic rate accelera-
tion, so that the binding energy of NAD+/NADH cofactor must
make a significant contribution to this acceleration. We
propose that a significant fraction of this cofactor binding
energy is utilized to activate ADH for catalysis of hydride trans-
fer, in a manner similar to that described above for dianion
activation of GPDH for catalysis. We are considering experi-
ments with the NAD+ cofactor in pieces, similar to those with
DHAP in pieces described above for GPDH.

Summary and concluding remarks

The notion that chemical catalysts achieve their rate accelera-
tion through transition state stabilization is part of the fabric
of the chemical literature. Enzymes are special in the sense
that the transition state stabilizations required to rationalize
their rate accelerations are much larger than for man-made
catalysts. However, to the best of our knowledge, there is no
rate acceleration for an enzymatic reaction that exceeds the
interactions possible between the putative transition state and
the protein catalyst.

We find that protein–dianion interactions make a large con-
tribution to the rate acceleration for GPDH-catalyzed reduction
of DHAP, and we present here arguments that these inter-
actions represent direct stabilization of the reaction transition
state. The 1°DKIE determined for these reactions are consist-
ent with a reaction whose rate is controlled largely by the
barrier to formation of the reaction transition state.

It might seem sensible for the sake of avoiding futile con-
troversy, to suspend judgement about the role of tunneling in
enzymatic reactions, until coming to grips with the experi-
mental evidence published to support the proposal this role.
However, this evidence is difficult to evaluate. We note that
such suspension of judgement may slow progress towards the
development of a consensus; and, that the resulting stagnation
may prove more damaging than heated discussion. Such dis-
cussion often generates ideas for experiments that provide the
results necessary for the development of a consensus. We hope
that this article spurs discussion and the development of crea-

tive experimental protocol to distinguish between these two
models to rationalize the rate acceleration for enzyme-cata-
lyzed hydride transfer.
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