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Techniques for synthesis of bespoke oligosaccharides currently lag behind those for other biopoly-
mers such as polypeptides and polynucleotides, in part because of the absence of satisfactory
enzymatic tools to perform the synthetic reactions. One promising avenue of development for
this problem is glycoside hydrolase enzymes with mutated nucleophile residues (called glycosyn-
thases), which retain some elements of their native specificity and work with cheaply available
substrates. However, the mechanistic underpinnings of this class of enzymes are not yet well-
understood, and what few atomistic studies have been conducted have found different reaction
pathways. In this paper, we describe the first unbiased computational study of the mechanism of
a GH29 glycosynthase enzyme, Thermotoga maritima α-L-fucosidase (TmAfc) D224G. We find a
single-step endothermic reaction step with an oxocarbenium-like transition state, demonstrating
how stabilization of this transition state structure (which is common to many retaining glycoside
hydrolases) can be repurposed in mutant enzymes to perform synthesis instead of hydrolysis.
Our results are consistent with previous experimental observations and help both to clarify the
mechanism of the existing single-mutant and to provide directions for further engineering of this
and other glycosynthases.

1 Introduction
Oligosaccharides have long been known to play a wide variety of
important roles in biology,1 from structural support to signaling
cascades and mediation of cell-cell interactions — as one 1993
review paper put it: “all of the theories are correct.”2 Futher
understanding of the properties and roles of particular oligosac-
charides requires synthesis of homogeneous samples of sufficient
quantities for research studies. Unfortunately, techniques for syn-
thesizing oligosaccharides have lagged significantly behind those
for other biological polymers, owing in part to the complexities
of regio- and stereochemistry.3,4 Though significant progress has
been made since the 1990s, the variety of methods that have been
developed are narrow in their applicability, usually taking place
over many successive steps with a loss of conversion at each step,
and require meticulous control over the reaction conditions to
minimize competing off-pathway reactions.5–7

The natural alternative to arduous organic synthesis routes is
the use of enzymes to catalyze highly specific glycosynthetic reac-
tions. Enzymes remove the need for careful protection and depro-
tection steps or the tuning of highly sensitive reaction parameters.
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Unfortunately, the enzymes evolved in nature to perform these
reactions, glycotransferases, are largely not amenable to biotech-
nological applications because of their low stability outside the
cell and reliance upon expensive nucleotide-sugar substrates.8 Al-
though strategies to circumvent these issues are in development,
such as the recycling of reacted nucleotides or directed evolution
of the enzymes to accept more readily available precursors, this
has proven to be a non-trivial problem.9,10

Other enzymatic alternatives are mutant glycosidases, dubbed
“glycosynthases.”4,12 To modify a two-step retaining bond cleav-
age mechanism, the nucleophilic residue responsible for forming
the stable intermediate is mutated into a non-reactive residue in
order to preclude the forward reaction, leaving the catalytic base
(Glu-266) intact and able to aid synthesis of a glycosidic bond
between suitable glycosyl donor and acceptor molecules. Such
enzymes provide a powerful framework for building oligosaccha-
rides from readily available substrates (employing much simpler
leaving groups than nucleotides, such as azide groups or fluo-
rine atoms).13 Glycoside hydrolases are more stable and soluable
than glycosyltransferases and thus more amenable to in vitro and
industral conditions. However, because they are evolved for a
different reaction pathway, they lack the high specificity and ef-
ficiency characteristic of most wild-type enzymes. Furthermore,
much of the work to date on the discovery of new glycosynthases
has been a series of shots in the dark: it is not well-understood
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α-1,4 linkage (55%)

α-1,3 linkage (45%)

4-Nitrophenyl 
β-D-xylopyranoside (4NX)

1-Azido-β-L-Fucose (1AF)

Fig. 1 The TmAfc D224G reaction of interest in this work. This reaction was experimentally studied by Cobucci-Ponzano et al. in 2009. 11 As reported
there, this reaction produces α-1,4 and α-1,3 products in nearly equal amounts, and has an overall specificity of 91% for transfer of the donor (4NX) to
the shown acceptor (1AF) versus water.

which nucleophile mutations apply to which glycoside hydrolases
will produce an active glycosynthase or why, and the most suc-
cessful work for obtaining new or improved glycosynthases has
relied on random, semi-random, or otherwise exploratory ap-
proaches.11,14,15

These shortcomings motivate attempts to rationally engineer
glycosynthases to produce a given oligosaccharide with high
specificity and efficiency. This endeavor will require a clear under-
standing of the reaction mechanism at the atomic level. However,
although glycosynthases have been present in the literature for
over 20 years,12 investigations into the atomistic underpinnings
of these mutants’ reactions have been scant. One 2013 study by
Zhang et al. described a metadynamics study on the Humicola in-
solens Cel7B cellulase E197S mutant in its glycosylation reaction
between α-lactosyl fluoride and the flavonoid luteolin.16 In that
same year, Wang et al. performed partitioned-rational function
optimization calculations to find energy minima and maxima in
the cellulose synthase reaction of rice BGlu1 β-glucosidase mu-
tants E386G, -S and -A.17 Although both papers help to clarify
the mechanisms of their respective reactions, taken together they
underscore how individual studies do not to capture the com-
plete picture of how this class of enzyme functions. For exam-
ple, although the transition state search algorithm employed by
Wang et al. identified only a single step in the BGlu1 mutant reac-
tion mechanisms, Zhang et al. describe a three-step reaction with
stable intermediates in HiCel7B E197S. Furthermore, although
in Zhang et al. the mutant serine participates in the reaction by
stabilizing the leaving fluorine, the corresponding interaction in
BGlu1 E386S was shown to be less favorable compared to the lack
of interaction of E386G. Because of these stark disagreements, it
is clear that further study is required in order to gain further un-
derstanding of these promising enzymes.

Herein we present a validated reaction mechanism for the
transglycosylation reaction between 1-azido-β-L-fucose (1AF)

and 4-nitrophenyl β-D-xylopyranoside (4NX) catalyzed by Ther-
motoga maritima α-L-fucosidase (TmAfc) D224G, as diagrammed
in Figure 1.11 Significantly, we present the first study of the com-
plete reaction pathway of a glycosynthase performed strictly us-
ing methods that do not bias the Hamiltonian by introducing non-
physical energy terms into the model. Because the only deci-
sion made in our study that biases our results is the choice of
reactant and product definitions (as discussed in the Computa-
tional Methods section), this result represents the most rigorous
computational study of a glycosynthase reaction to date. TmAfc
D224G differs from the enzymes in previous computational stud-
ies (and most studies of glycosynthases in general) in that it
uses α-fucosyl donors (compared to the α-lactosyl and α-glucosyl
donors of Zhang et al. and Wang et al. respectively) with azide
leaving groups instead of fluorine atoms. Despite the underrep-
resentation of fucosylsynthases in the literature, fucosyl oligosac-
charides are of particular interest in biomedical applications, in-
cluding as anti-cancer and anti-inflammatory drugs.18 They are
also major constituents in human milk oligosaccharides present
in natural breast milk and implicated in healthy gut microbiota
development, but typically not included in infant formula.19–21

The results of our molecular models are in good agreement
with the experimental observations in Cobucci-Ponzano et al. with
respect to the relative abundances of the two isomeric products
shown in Figure 1.11 They reveal a one-step, endothermic reac-
tion mechanism, wherein the dissociation of the leaving azide
from the electron donor occurs in concert with the transfer of
the hydrogen from the acceptor to the catalytic residue, as well
as with the bond formation between the donor and acceptor,
through an oxocarbenium-like transition state. Our results ex-
plain the experimental observation that, unlike in the D224G mu-
tant, fucosidase activity in the TmD224S mutant cannot be res-
cued by the addition of free azide,11 and also provide clues for
rational engineering of this and similar enzymes in the future.
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2 Computational Methods
2.1 Model building
The TmAfc model was based on the crystal structure PDB ID:
2ZXD,22 chosen over the two earlier crystal structures published
(PDB IDs: 1ODU23 and 2WSP11) because they both contain in-
complete loops near the active site, and because the resolution of
2ZXD is considerably better than the next most recent (2.15 Å vs.
2.65 Å). Although the 2ZXD structure is complexed with an in-
hibitor molecule, the protein backbone overlays very closely with
that of 1ODU and 2WSP (complexed with fucose and α-L-Fucose-
(1-2)-β-L-Fucosyl-Azide, respectively), indicating that complex-
ing with the inhibitor does not result in any major conformational
changes.

The substrate models had to be custom-built for this study, as
parameters for neither 1AF nor 4NX were available. In both cases,
parameterization began with the Generalized Amber Force Field
(GAFF),24 to which appropriate GLYCAM06 parameters25 and
other custom parameters were added as needed to obtain qual-
itatively reasonable agreement between minimized structures ob-
tained using the custom force field and quantum mechanical SCC-
DFTB calculations.26,27 For 1AF, the additional parameters re-
quired were those for the azide group and its connection to the
sugar, and were taken from Carvalho et al.28 and Weiner et al.29,
respectively. For 4NX, one parameter was calculated directly us-
ing Gaussian 16 Rev. A.03,30 using the B3LYP quantum mechanics
model31–34 with the 6-311+G(d,p) basis set.35,36 Comparisons
between the parameterized molecular mechanics models and the
quantum mechanical models, as well as documentation of all the
parameters added to GAFF to build the custom force fields, are
available in the ESI.†

To insert the substrates into the active site of the enzyme, first
the donor 1AF was overlaid atop the inhibitor present in the crys-
tal structure using the RMSD Visualizer tool in VMD37, taking
advantage of the six-membered ring structure shared between the
two. The acceptor 4NX was inserted manually into the open cleft
nearby the donor in such a way as to place its sugar’s O4 close
to the donor’s C1 atom (in anticipation of the bond that forms
between them). This structure was solvated in a box of TIP3P
water molecules38 such that there was everywhere at least 10
Å between the solute and the edge of the box. The model was
minimized with Amber 1639 over 2500 steps and then heated
from 100 K to 300 K over 10,000 steps (followed by 1000 addi-
tional steps at 300 K) using the Andersen thermostat40 to ran-
domize velocities every 1000 steps in an NVT ensemble. Finally,
the structure was equilibrated with molecular mechanics (MM)
for 10,000 steps with isotropic pressure scaling turned on (NPT
ensemble) and velocity randomization every 100 steps. A step
size of 2 fs and a cutoff distance of 8.0 Å were used throughout,
and the SHAKE algorithm41 was applied to restrict the covalent
bond lengths of hydrogen atoms during heating and equilibration.

2.2 Transition path sampling
Our transition path sampling (TPS) methodology is divided into
several steps: transition state hypothesizing, aimless shooting,
likelihood maximization,42 committor analysis,43 and equilib-

rium path sampling.44 Taken together, they represent a method of
sampling the transition state ensemble without biasing the Hamil-
tonian, obtaining a reaction coordinate from that sample, verify-
ing the transition state described by the resulting reaction coor-
dinate, and then measuring the free energy surface along that
reaction coordinate.

In the remainder of this section, we will detail our methodol-
ogy for building the models and performing the aimless shooting
step, which is responsible for producing the data that the follow-
ing steps (likelihood maximization, committor analysis, and equi-
librium path sampling) were used to analyze. The methodologies
for those analysis steps can be found in the ESI.†

2.2.1 Transition state hypothesizing.

Aimless shooting requires at least one (and preferably more) ini-
tial structure(s) close to the separatrix (the surface in phase space
along which any trajectory with randomly selected velocities for
all atoms will have an equal chance of collapsing to the product
state or to the reactant state.) Because we don’t have an a pri-
ori definition of the separatrix, hypothesized transition states are
created by changing the distances between the atoms involved
in either formation or cleavage of bonds during the reaction of
interest, to a range of distances between those observed in the
reactants and products. In the case of the reaction at hand, these
bond lengths (and in brackets the corresponding distances tested
in Å) were those between: (1) the 4NX O4 hydrogen and closest
oxygen of Glu-266 (the catalytic base) [1.1, 1.2, 1.3, 1.4]; (2)
that same hydrogen and the 4NX O4 itself [1.1, 1.2, 1.3, 1.4];
(3) the 4NX O4 and the 1AF C1 atoms [2.1, 2.2, 2.3, 2.4]; and
(4) the 1AF C1 atom and the primary nitrogen of the azide group
[2.5, 2.6, 2.7, 2.8]. Structures with each combination of the given
bond distances were built using restraints in combined quantum
mechanics and molecular mechanics (QM/MM) simulations with
SCC-DFTB.26,27 This semi-empirical quantum mechanical model
was selected for its good compromise between speed and accu-
racy, and its history of successful application to systems similar
to our own.45,46 Details of these simulations are available in the
ESI.† Combinations with more than one extreme value (defined
as either the largest or smallest allowable value for a given bond
length) were omitted to reduce computational expense, resulting
in a total of 80 starting conformations.

2.2.2 Aimless shooting.

Each of the 80 initial conformations were used to seed two
“threads” of aimless shooting using the flexible length shooting
algorithm of Mullen et al.47 and the SCC-DFTB quantum mechan-
ical model,26,27 and threads were canceled if they were rejected
10 times in a row to prevent excessive sampling of regions far
from the transition state. This procedure was followed to yield
2305 unbiased shooting moves, of which 2069 committed to ei-
ther the reactant or product basin from the “forward” trajectory.
Of those, 275 showed the “backward” trajectory committed to the
opposite basin than from the “forward” trajectory, and thus were
“accepted” as points along the ensemble of pathways connect-
ing the reactant and product basins. New shooting points were
generated after an accepted shooting move by randomly choos-
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E266

4NX

1AF

Fig. 2 Snapshots from the ensemble of reactant state structures for the
α-1,4 (gold) and α-1,3 (silver) reactions. The key features – namely, the
positioning of the acceptor’s active oxygen and hydrogen relative to the
catalytic residue and the donor – are conserved with the acceptor rotated
180◦ in place, motivating the hypothesis that the reaction mechanisms
(and reaction coordinates) are homologous. The protein structures are
fitted onto one another, though for clarity only that of the α-1,3 product is
shown here. Non-reactive hydrogens are also omitted for clarity.

ing (with equal probability) the configuration from the first 50
1-fs frames of either the forward or reverse trajectory, also chosen
randomly with equal probability. The basin definitions were: for
the products, the 4NX O4 and the 1AF C1 atoms closer than 1.60
Å and the 1AF C1 atom and the primary nitrogen of the azide
group further than 2.75 Å; and for the reactants, the former dis-
tance further than 2.75 Å and the latter closer than 2.00 Å. These
conservative basin definitions were chosen to avoid errors due to
potential recrossing. The full set of collective variables that were
included in each observation are listed in the ESI.†

2.3 Gaussian energy calculations
We calculated the overall energy of each reaction using Gaussian
16, Rev. B.0148 using the B3LYP quantum mechanics model31–34

with the 6-311+G(d,p) basis set.35,36 These calculations were
performed on the donor, acceptor, azide, and α-1,3 and α-1,4
product structures solvated in implicit water using the polariz-
able continuum model.49–51 The overall reaction energy was cal-
culated from the Gibbs free energies of the constituent molecules
as:

∆Grxn = Gproduct +Gazide −Gdonor −Gacceptor. (1)

3 Results and Discussion
3.1 Results
Analysis of how 4NX binds in the active site revealed two clear
modes, shown in Figure 2. In the mode shown in gold in the
figure, the C4 of the 4NX fucosyl group is closest to the donor
C1, which we hypothesized leads to the α-1,4 product, while the
mode shown in silver has the C3 of the 4NX fucosyl group closest
to the donor C1, corresponding to a α-1,3 product. Binding en-
ergy measurements for the α-1,3 and -1,4 reactant states showed

μ = 0.423
σ = 0.296
N = 143

Fig. 3 Committor distribution for the α-1,4 reaction, using the reaction
coordinate definition in Equation 2. Each of the 143 shooting points had
an RC value with absolute value less than 0.1 and was simulated 10
times in order to obtain a pB value. Although the committor distribution
is not of the ideal, sharply peaked shape, its average is appropriate and
its standard deviation is reasonable, suggesting a decent fit between the
reaction coordinate and the underlying committor surface.

no significant differences in the protein’s affinity for binding ei-
ther mode. For this reason, and based on the highly similar re-
actant state binding modes hypothesized to account for the two
products, we studied only the reaction coordinate for the forma-
tion of the α-1,4 product. We propose that the reaction coordinate
for the α-1,3 would be analogous to that for the α-1,4 reaction,
with the identities of the donor O4 and its hydrogen changed to
the O3 and its hydrogen in the definitions of the relevant CVs.

Likelihood maximization was performed for the α-1,4 reaction
on a set of 54 candidate CVs. The top three CVs whose values and
rates of change were most predictive of commitment to the prod-
uct and reactant basins were: the distance between the acceptor
O4 and the donor C1 (CV3); the distance between the donor C1
and the primary azide nitrogen (CV4); and the difference of the
distances between the transferred hydrogen and the glycosidic
and Glu-266 carboxyl oxygens, respectively (CV21). See the ESI
for a complete list of CVs.† The reaction coordinate constructed
only from the configurational parts of these CVs was:

RC = – 1.35−3.66 Å
−1 CV3 +3.83 Å

−1 CV4 −1.69 Å
−1 CV21 (2)

where RC = 0 represents the transition state and the RC is di-
mensionless. Because all three of these CVs represent a different
bond breaking and/or forming, their importance in describing the
progress of this reaction is unsurprising. Validation of the reac-
tion coordinate was performed using committor analysis, and the
results are shown in Figure 3, and the same RC is used in analysis
of the α-1,4 and α-1,3 reaction paths.

The energy profiles along this RC were obtained via EPS runs
and are shown in Figure 4. The activation energy for the α-1,4
reaction is slightly lower (6.4 kcal/mol α-1,4 vs. 7.1 kcal/mol
α-1,3), and the overall ΔG of this reaction step is marginally
more favorable for the α-1,3 product (3 .2 kcal/mol α-1,4 vs. 1.8
kcal/mol α-1,3). Notably, the reaction step is endothermic overall
for both products, as was the case in the results of Wang et al.
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Fig. 4 Energy profiles for both reactions obtained via equilibrium path
sampling along the unitless reaction coordinate (RC). The negative RC
values represent the side of the separatrix including the reactant basin
while positive values represent the side including the product basin. The
energy profiles are normalized to the minimum along the α-1,3 reaction,
for clarity. The shaded regions represent one standard deviation of the
mean values from 1000 iterations of bootstrapping with a sample size of
25 conformations per EPS window.

for BGlu1.17 It is unlikely that this is the rate determining step
in the overall reaction from the reactants in solution to products
in solution, which also including binding and unbinding steps; an
estimation of the rate coefficient for bond rearrangement is on
the order of 1E8 1/s for both reactions, using the Eyring equation
with κ = 1 at the experimental reaction temperature of 70◦C. If
this were the rate determining step, the reaction would proceed
in less than the order of seconds and reach an equilibrium of ap-
proximately 13:87 (α-1,4:α-1,3) (with low yield due to the en-
dothermic reaction), rather than the observed ratio of 55:45.11

In addition to the energies of activation and ΔG values for the
reaction step, we calculated the overall reaction ΔG using Gaus-
sian48 as described in the Computational Methods section. The
overall reaction energy (the difference in energy between the free
product and free reactant states) was slightly exothermic at -1.27
kcal/mol for α-1,4 and -1.24 kcal/mol for α-1,3. This difference
in overall ΔG values are consistent with the ratios of products
reported by Cobucci-Ponzano et al.11 of 55:45 (α-1,4 : α-1,3),
giving a ratio of 51:49.

The experimentally observed equilibrium constants (Keq) were
very low (6.6E-3 and 5.4E-3 for the α-1,4 and -1,3 reactions, re-
spectively; personal communication, see ESI for details†). Based
on the conditions reported in that study, if thermodynamics of the
overall (slightly exothermic) reaction dominated, a much higher
Keq (approximately 6) would be expected. It is possible that the
reactant binding and/or product unbinding steps have significant
barriers and limited the rate of conversion. Studying these steps
would thus be of interest for future work.

3.2 Discussion

A close inspection of the α-1,4 energy profile (Figure 4) provides
a potential explanation for the leftward-bias observed in the com-
mittor distribution (Figure 3): although the transition state is very

close to the RC = 0 value, in fact the energy maximum is slightly
to the right of this threshold, owing to minor errors in the like-
lihood maximization step. Furthermore, the region directly sur-
rounding the transition state is flat towards the products, but falls
off quickly towards the reactant basin on the other side. This ex-
planation helps ameliorate concerns that the RC = 0 surface does
not approximate the true separatrix along the relevant region of
phase space; the observed error is instead attributable to a mild
bias in the selected shooting points, sampling error, and recross-
ing (particularly back towards the reactants).

Snapshots corresponding to the reactants, products, and tran-
sition state of the α-1,4 reaction are shown in Figure 5. The reac-
tion was observed to proceed via an oxocarbenium-like transition
state; unsurprising, given that this is the same transition state
structure typical of wild-type glycoside hydrolases,52 although in
this case a nitrogen atom is substituted for the more typical oxy-
gen atom. The reaction mechanism takes place in a concerted
manner, with none of the relevant bond lengths changing signif-
icantly earlier than the others in either the forward or reverse
directions, and a single energy barrier is observed.

One potential explanation for the poor reaction efficiency ob-
served for this enzyme is that there are no nearby residues or
water molecules to stabilize the departure of the azide group.
Instead, the product state azide ion is left unbound in the ac-
tive site cleft, presumably until it is able to diffuse into the bulk
solvent (although this was not observed during our simulations,
which had limited sampling time and a limited QM region that
could prevent such an observation). In this light, it is not surpris-
ing that the rescue of fucosidase activity with the addition of free
azide was not observed in the TmAfc D224S mutant,11 as there is
already limited space for the azide ion with a glycine at position
224; the relatively bulky serine side chain would restrict the azide
group’s access to the substrate. Based on this reasoning, a possi-
ble target for engineering this enzyme is via mutation of Met-225,
as this is a bulky, hydrophobic side chain in prime position for in-
teracting with the azide and potentially stabilizing its departure
with a positive charge.

4 Conclusions
We investigated the mechanism of oligosaccharide synthesis in
the reaction between 1-azido-β-L-Fucose (1AF) and 4-nitrophenyl
β-D-xylopyranoside (4NX) via the glycosynthase T. maritima α-
L-fucosidase (TmAfc) D224G. We propose that the reaction pro-
ceeds in a single endothermic step via a oxocarbenium-like tran-
sition state, wherein the role of the mutant residue Gly-224 is
solely to provide room for the leaving azide group. Experimental
results indicated that the α-1,3 product is produced in a slightly
lower quantity compared to the α-1,4 product, and that fucosi-
dase activity in the D224S mutant could not be rescued with the
addition of free azide. Our results explain both of these obser-
vations, and provide new information for use in designing and
engineering TmAfc and other glycoside hydrolases for improved
glycosynthetic activity.
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Fig. 5 Snapshots and schematics of a representative transition path for the α-1,4 reaction. For this figure, a transition pathway from late in the aimless
shooting procedure and with a relatively high acceptance ratio preceding it was chosen to ensure maximum decorrelation from the initial configuration.
Red dashes in the schematic representations indicate hydrogen bonding interactions. Dashed lines in the reactant state snapshot (at top-left) indicate
the CVs constituting the reaction coordinate obtained with likelihood maximization. Dashed lines in the transition state snapshot (top-center) help
delineate the oxocarbenium-like transition state structure, where the catalytic hydrogen is caught between the two oxygen atoms and the resulting
partial charge on the donor O4 is compensated by an elongated bond between the anomeric carbon and the azide group. These intermediate bonds
are represented with blue dashes in the corresponding schematic. Finally, in the product state the azide is completely dissociated from the fucose and
the new glycosidic bond is formed as the donor O4 bonds fully with the catalytic Glu-266 residue. Residues Met-225 and Gly-224 are also shown in
the snapshots to illustrate the molecular context around the azide group, whereas various hydrogen bonding residues are shown in the schematics to
depict the stabilization of the donor and the catalytic residue.
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