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teorology of regional
contributions to air pollution in eastern Canada:
part 1: ozone and NOX

Robin Stevens, ab Hélène Côté,c Biljana Music,c Trevor J. Smith c

and Patrick L. Hayes *a

Air pollution is well known to have harmful effects on human health. The mechanisms of production,

elimination and transport of air pollutants are sensitive to atmospheric conditions. Therefore, future

concentrations of air pollutants, and the transboundary transport of these air pollutants, may vary with

climate change. Based on GEOS-Chem chemical transport model output, we created emulators to

capture the effects of meteorology on the concentrations of O3 and NOX in eastern Canada. We then

used the emulators with regional climate model output to project how climate change will affect the

concentrations of these pollutants. We project that spring O3 concentrations in eastern Canada will

increase by ∼5 ppb in the RCP8.5 scenario, primarily due to increases in temperature. We project that

NOX concentrations will increase by less than 0.5 ppb, except for the greater toronto area where we

project increases of more than 1 ppb. We also created emulators based on additional model simulations

in which anthropogenic emissions were set to zero in one of three regions: the province of Quebec, the

rest of Canada, and the US. We used these additional emulators to project how the contributions from

each of these three regions to O3 and NOX concentrations may be altered due to climate change. We

project that climate change will increase the US contribution to O3 concentrations in eastern Canada

more than the Canadian and Quebec contributions. Higher temperatures increase the efficiency of O3

formation from anthropogenic precursors, thus enhancing pre-existing disparities due to the different

quantities of O3 precursor emissions from each region. This result suggests that climate change has the

potential to exacerbate the export of air pollution across political boundaries.
1 Introduction

Air pollution is well known to have harmful effects on human
health.1–3 However, the lifetimes of many common air pollut-
ants span from days to weeks, allowing these air pollutants to
cross national and sub-national borders, negatively affecting
human health in other countries and even other continents
than those where they were emitted.4–7 The mechanisms of
production, elimination and transport of air pollutants are
sensitive to atmospheric conditions.8–10 Therefore, future
concentrations of air pollutants could vary with climate change,
and the transboundary transport of these air pollutants may
also vary with climate change.

Our analysis focuses on three pollutants: ne particles with
a diameter of less than 2.5 mm (PM2.5) NOX (nitrogen oxide (NO)
and Sciences, Université de Montréal,

montreal.ca

and Climate Change Canada, Victoria,

e and Adaptation to Climate Change,

y the Royal Society of Chemistry
+ nitrogen dioxide (NO2)) and O3 (ozone). We will examine PM2.5

in a follow-up paper and we discuss NOX and O3 in this paper.
These three pollutants are known to be associated with adverse
effects on human health.1–3 In addition, their concentrations are
currently used to calculate air quality indices in Canada and in
other countries. Thus, it is important to better understand the
sources of these pollutants as well as their future changes in
order to develop policies that enable economic growth while
reducing the impacts of poor air quality on affected
populations.

Climate change is expected to alter NOX concentrations
through several mechanisms. Natural NOX emissions from
lightning and soil microbial activity are expected to be affected
by climate change.9,11 A decline in lighting over eastern Canada
has been observed over recent decades.12 However, the inter-
governmental panel on climate change (IPCC) AR6 report
assigns a low level of condence to the sign of change in
lightning NOX emissions due to fundamental uncertainties in
parametrizations of lightning NOX, and quantitative estimates
of climate-induced changes in soil NOX are not yet represented
in Earth system models.9 Higher temperatures increase perox-
yacetylnitrate (PAN) decomposition rates, leading to local
Environ. Sci.: Atmos.
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increases in NO2 in polluted emission regions,11,13 but higher
water vapour mixing ratios also convert NO2 to nitric acid
(HNO3) which can be quickly removed by wet deposition,
thereby decreasing NOX concentrations.14,15

As O3 formation rates are strongly inuenced by NOX

concentrations, all of the previous relationships between NOX

and meteorology will have subsequent effects on O3 concen-
trations. These effects are complicated in that both the
magnitude and sign of this inuence varies based on local
concentrations of NOX and volatile organic compounds (VOCs).
Previous studies have also noted that there are complex inter-
actions between O3 concentrations and water vapour concen-
trations, as hydroxyl radical (OH) concentrations increase with
water vapour concentrations, subsequently inuencing
concentrations of both NOX and VOCs.8–10 A warmer climate is
predicted to decrease surface O3 concentrations in regions far
from pollution sources, because increased water vapour
concentrations are expected to reduce the lifetime of O3.14

Biogenic emissions of VOCs are generally expected to increase
for small increases in temperature, but this relationship is both
nonlinear and complex, depending on plant species and other
ambient meteorological conditions.16 Near anthropogenic
pollution sources, O3 concentrations are expected to increase by
several parts per billion (ppb).8–10,14,17 The sensitivity of O3 to
projected climate change was estimated by an ensemble of four
Earth system models as part of CMIP6, as the difference
between simulations with sea-surface temperatures evolving
due to climate change and a second set of simulations with sea-
surface temperatures xed at present-day values following the
AerChemMIP experiment conguration.9 The four models were
evenly split (two positive, two negative) on the sign of the
change in O3 in the most populated regions of eastern Canada
for global average temperature increases of 1 or 1.5 °C. The
same ensemble predicted average decreases of about 0.5 to
1 ppb for global average temperature increases of 2 or 2.5 °C.

Correlations between future changes in O3 and surface air
temperature for six models participating in CMIP6 were further
examined by Turnock et al.18. Both emissions and climate varied
during the experiment (scenario ssp370). The models disagreed
on the sign of the change in O3 in North America and on the
sign of the correlation between O3 and surface temperature in
this region, indicating an unclear signal of the impact of climate
change on O3 concentrations in this region.

Both Kelly et al.19 and Turnock et al.17 have examined
changes in O3 due to climate change in the absence of changes
in emissions. The former study projected small changes
(generally less than 1 ppb) in O3 concentrations over Canada by
2050, excepting the Great Lakes region where O3 concentrations
were projected to increase by several ppb. The latter study found
that annual-mean surface concentrations of O3 decreased by
13% in 2095 in regions far frommajor sources of anthropogenic
pollution, due to increased quantities of water vapour which
increase O3 destruction. Conversely, they also found that
climate change would locally increase O3 production rates and
increase annual-mean surface O3 concentrations (up to 5 ppb by
2095) in the polluted continental regions of the northeastern
United States (US). They note that this is a stronger response
Environ. Sci.: Atmos.
than occurs in other CMIP6 models and could be due to the
larger temperature variation simulated by the model they used
(UKESM1). Eastern Canada lies downwind of the northeastern
US, and no statistically signicant O3 concentration changes
were found for most of eastern Canada.

The effect of climate change on atmospheric transport is
mixed in previous studies. Doherty et al.20 and Murazaki and
Hess21 have specically studied changes in transport, but the
effects on pollutant concentrations at the Earth's surface in
eastern Canada are unclear. Doherty et al.14 found an increase in
transport from the eastern US to eastern Canada, but the effects
on concentrations of O3 were small relative to changes due to
differences in other processes, including formation and
destruction of O3. In contrast, Barnes and Fiore22 suggests that
changes in the latitude of the jet stream over northeastern
North America will have effects on the variability in O3

concentrations at the Earth's surface and the relationship
between O3 concentrations and temperature.

Few previous studies have examined the effects of climate
change on the fate of O3 formed from anthropogenic precursors
from a single source region in isolation, and even fewer studies
have considered source regions smaller than the continental
scale. This renders it more difficult to distinguish whether O3

increases in a particular region are primarily due to the
increased formation and survival of O3 from local precursors, or
an increase in transport, formation and survival of O3 formed
from precursors that were emitted upwind. To investigate how
transboundary transport in eastern Canada may change in the
future, we used a chemical transport model (GEOS-Chem) to
quantify the concentrations of pollutants originating from the
cross-border transport of emissions. GEOS-Chem has previously
been evaluated specically against observations in the Quebec
region,23,24 and has also previously been shown to adequately
reproduce the observed response of O3 to temperature in the US
and Europe.11 From the GEOS-Chem results, we developed an
emulator that calculates the concentrations of O3 and NOX

using several meteorological parameters. The emulator
described here is essentially a simplied model linking mete-
orological variables and pollutant concentrations, and it was
developed following similar methods to those described in Shen
et al.25. In other words, its aim is to capture the effects of
changes in meteorology on the concentrations of pollutants in
eastern Canada. We created three more emulators based on
further GEOS-Chem simulations without anthropogenic emis-
sions from either Quebec, the rest of Canada (excluding
Quebec), or the United States to assess the sensitivity of O3 and
NOX to changes in meteorology in the absence of anthropogenic
emissions from each of these three regions. These four emula-
tors are then driven by data for future climate change scenarios
to project changes in pollutant concentrations due to climate
change. More specically, we use results from a regional climate
model, which can better resolve small-scale features than the
global models used in most of the studies referenced above.
This allows us to examine how the regional anthropogenic
contributions to O3 and NOX concentrations may change due to
climate change. By examining which meteorological variables
are responsible for the change, we can also investigate whether
© 2026 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 Geographical domain of the study region. The pale shaded
region indicates the domain of the high-resolution GEOS-Chem
simulations and the green shaded region indicates the domain of the
emulator. Canadian provinces and territories are labelled by postal
abbreviation. NL: Newfoundland and Labrador, PE: Prince Edward
Island, NS: Nova Scotia, NB: New Brunswick, QC: Quebec, ON:
Ontario, MB: Manitoba, NU: Nunavut.
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these changes are due to changes in transport or due to changes
in formation efficiency and survival.

The sections of this study are organized as follows. Section 2
explains the methodologies used in detail, including the GEOS-
Chem chemical transport model (Section 2.1), the creation of
the emulator (Section 2.2), and the regional climate model data
used (Section 2.3). Then, Section 3 presents our results: GEOS-
Chem results in Section 3.1, an evaluation of the emulator in
Section 3.2, and projections of the effect of climate change on
O3 and NOX in Section 3.3. Finally, the conclusions of this report
are summarized in Section 4.

2 Methods
2.1 Description of the GEOS-Chem simulations

We performed simulations using the GEOS-Chem chemical
transport model (version 13.3.4, doi:10.5281/zen-
odo.5764874).26,27 GEOS-Chem is driven by assimilated meteo-
rological data from the Modern-Era Retrospective Analysis for
Research and Applications, Version 2 (MERRA-2) which is
produced by NASA's Global Modeling and Assimilation Office
(GMAO). A global simulation at a resolution of 2° latitude and
2.5° longitude was performed to generate the boundary condi-
tions which are then used in a second high-resolution simula-
tion. The high resolution simulation is carried out over
a domain which extends from 35° N to 65° N and from 90° W to
50° W in order to include the province of Quebec in its entirety,
as well as the strong sources in the Great Lakes region and the
northeastern US. This second simulation has a resolution of
0.5° latitude and 0.625° longitude (Fig. 1). We chose our
simulation periods to sample a wide range of meteorological
conditions as follows: The earliest year of MERRA-2 data avail-
able is 1980, and therefore the earliest full year we could
simulate while allowing for spin-up is 1981. To limit the
computational resources required, we simulated only the rst
ve available years of each decade: 1981 to 1985, 1990 to 1994,
2000 to 2004, and 2010 to 2014 inclusive. We allow one month
of spin-up time for each ve-year simulation to ensure that the
model is in a stable state that is not disrupted by the conditions
at the start of the simulation. The atmosphere is resolved using
47 vertical layers extending from the surface to an altitude
corresponding to an atmospheric pressure of 0.01 hPa. The
vertical resolution of the model is about 100 m near the surface,
but becomes coarser at higher altitudes.

All anthropogenic emissions are set to those of the year 2010,
in order to study only the effect of meteorology on pollutant
concentrations without interannual changes in emissions.
Anthropogenic emissions for Canada are provided by the Air
Pollutant Emissions Inventory (APEI), and anthropogenic
emissions for the US are provided by the National Emissions
Inventory for 2016,28 multiplied by a species-specic scaling
factor to account for changes in emissions between 2010 and
2016. Anthropogenic emissions outside of Canada and the US,
as well as shipping emissions globally, are provided by the
Community Emissions Data System version 2 (CEDSv2).29 Fossil
fuel and biofuel emissions of C2H6 are overwritten by the
updated inventory of Tzompa-Sosa et al.30. Outside of Canada
© 2026 The Author(s). Published by the Royal Society of Chemistry
and the US, emissions of C3H8 are overwritten by the inventory
of Xiao et al.31. Aircra emissions are provided by the Aviation
Emissions Inventory Code (AEIC).32,33

We allow natural emissions to vary from year to year in the
simulations. Natural emissions of several chemical species are
calculated online (rather than prescribed) in the GEOS-Chem
model and can therefore be inuenced by meteorological vari-
ability (see Keller et al.34 for more details). We therefore take
into account the impacts of meteorology on the concentrations
of O3 and other pollutants through changes in natural emis-
sions. These emissions include NOX emissions from lightning
and ground processes, sea salt emissions, desert dust emis-
sions, and biogenic VOC emissions. Biogenic VOC emissions in
particular are important for O3 formation, and vary in our
simulations depending on leaf area index, solar radiation,
temperature, and soil moisture.16 We also include biomass
burning emissions, derived from historical global biomass
burning emissions for the Coupled Model Intercomparison
Project (CMIP)35 to cover the full temporal period of our simu-
lations. In northeastern North America, biomass burning
emissions are primarily due to unmanaged wildland re, as
opposed to managed agricultural burning.

To examine the sensitivity of air pollutant concentrations to
transboundary transport, we performed a base simulation with
no changes in emissions and three sensitivity simulations, each
with anthropogenic emissions removed in a different region,
Environ. Sci.: Atmos.
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Table 1 GEOS-Chem simulations performed

Name Description

Base case All emissions enabled
noQC No anthropogenic emissions from within Quebec
noRoC No anthropogenic emissions from within Canada, excluding Quebec
noUS No anthropogenic emissions from within the contiguous United States
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listed in Table 1. For the rst sensitivity simulation (noQC),
anthropogenic emissions are not permitted within the borders
of Quebec. For the second simulation (noRoC), anthropogenic
emissions are not permitted within the borders of Canada,
except emissions coming from Quebec (Rest of Canada, RoC).
For the third simulation (noUS), anthropogenic emissions are
not permitted within the borders of the contiguous US. Emis-
sions from shipping and aircra are removed within the
boundaries of the specied region, but we have not changed
emissions from wildres or natural sources. We remove the
anthropogenic emissions in both the global 2° latitude and 2.5°
longitude resolution simulation used to generate boundary
conditions and the 0.5° latitude and 0.625° longitude higher-
resolution simulations used for our analysis. We note that for
the purposes of masking emissions, each cell in the model is
considered to be entirely within a province or country. The
resolution of the provincial and national emissionsmasks is the
same as the resolution of the model. From the differences in the
pollutant concentrations between the base simulation and the
sensitivity simulations, we can calculate the fraction of the
pollutant concentrations due to sources within Quebec, due to
sources within the RoC and due to sources within the contig-
uous US.
2.2 Creation of statistical models

We selected seven meteorological variables to use in creating
our statistical models (i.e. the emulator): the velocities of the
eastward (west-to-east) and northward (south-to-north) wind
components at 850 hPa above the surface (U850 and V850), near-
surface relative humidity (RH), sea level pressure (P0), near-
surface temperature (T), surface precipitation (Pr ) and the
downward shortwave radiative ux at the surface (DSR). To
capture the variability associated with short-term events, the
daily averages of all variables considered in this study were
used. We chose these variables based on ve criteria:

1. They are available from the MERRA-2 meteorological data
used to drive GEOS-Chem;

2. They would be expected to inuence the Earth's surface
concentrations of at least one of our target pollutants through
physical mechanisms represented in GEOS-Chem;

3. They are commonly available as results of regional climate
models;

4. They vary over time but are spatially two-dimensional; and
5. The cross-correlation between two selected variables was

not high (R2 < 0.8) in a preliminary data set.
In instances where multiple variables satised criteria 1–4,

but had large cross-correlations, we used expert judgment to
Environ. Sci.: Atmos.
select the variable that was most likely to be physically relevant
or most likely to be consistently dened within the MERRA-2
reanalysis, applied within GEOS-Chem, and dened within
the regional climate models. For example, we chose the near-
surface temperature instead of the surface skin temperature,
as the former is more commonly used in studies of air pollution
and climate. Due to the very large correlation between the daily
means of these two metrics, our results would likely not have
differed if we had chosen the surface skin temperature instead
of the near-surface temperature.

We additionally excluded the planetary boundary layer
height (PBLH) due to differences in the denition used between
the MERRA-2 dataset and the regional climate model data used
in this study: In MERRA-2, the PBLH is dened as the lowest
model level at which the turbulent (heat) diffusivity falls below
a prescribed threshold value.36,37 In the Canadian Regional
Climate Model, the PBLH is dened as the altitude at which the
bulk Richardson number rst exceeds a critical threshold of
0.25, marking the transition from a turbulent to a stably strat-
ied regime.38,39 The former therefore employs a diffusivity-
based diagnostic, whereas the latter applies a stability-based
diagnostic grounded in the Richardson-number criterion.
These two approaches are likely to produce substantially
different diagnosed values of the PBLH.

The statistical models relating meteorology to air pollutant
concentrations were created in a manner similar to that
described in Shen et al.:25 for each spatial grid cell, the statistical
model is a multiple linear regression of nine terms: the time
series of the seven meteorological variables in the same grid cell
and two additional terms derived using singular value decom-
position (SVD) to reduce the three-dimensional large mesoscale
meteorology (two horizontal dimensions and one temporal
dimension) to two time-varying scalars. To avoid confounding
seasonal or spatial variability with relationships between
pollutant concentrations and meteorological variables, we
created independent statistical models for each month and for
each horizontal grid cell. This also permits the relationships
between meteorology and pollutant concentrations to vary
spatially and seasonally. We also created independent statistical
models for each sensitivity simulation. For this study, we have
therefore created 2 (O3 and NOX) × 12 months × 2912 spatial
grid cells (56 latitudes × 52 longitudes) × 4 sensitivity simula-
tions = 279552 statistical models that comprise the four
emulators.

As stated, in addition to local meteorological variables at the
central grid cell, the regression includes two predictors (S1(t)
and S2(t)) which summarize large mesoscale meteorological
patterns that inuence pollutant concentrations not captured
© 2026 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 The variable weights (V) and the spatial weights (U) of the first
two SVD components. Top row: first component. Bottom row: second
component.
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by local variables alone. Including them allows the model to
account for both local meteorological effects and the larger-
scale context in a low-dimensional way. We used SVD to
reduce the three-dimensional large mesoscale meteorology to
the two time-varying scalars S1(t) and S2(t) through the following
process:

We normalized the time series of each of the seven meteo-
rological variables in each grid cell by subtracting the temporal
mean and dividing by the temporal standard deviation. We then
considered the meteorological variables over a 9 × 9 grid cell
area (4.5° latitude by 5.625° longitude) centred on the cell for
which we were creating the statistical model. We calculated the
correlation coefficient between the time series of each normal-
ized meteorological variable in each grid cell and the time series
of the pollutant concentrations in the central grid cell. These
correlation coefficients can be considered as a matrix of
dimension 7 (the number of meteorological variables) by 81 (the
number of grid cells). We performed an SVD of this matrix of
correlation coefficients, retaining only the rst two SVD
components. We excluded the central grid cell, because we later
include the weather data from the central grid cell directly in
the multilinear regression. The SVD has the form:

F = ULVT (1)

where F is the matrix to be decomposed, U is a matrix of weights
associated with the columns of F, V is a matrix of weights
associated with the rows of F, and L is a diagonal matrix with
non-negative numbers on the diagonal. The diagonal values in L
represent the relative importance of each SVD component. In
our study, we choose F to be the matrix of Pearson correlation
coefficients, structured with each column corresponding to
a spatial grid cell (81 columns, corresponding to the number of
grid cells), and each row corresponding to a meteorological
variable (7 rows, corresponding to the number of meteorolog-
ical variables). U therefore represents the spatial weights of the
decomposition (81 columns) and V represents the weights of the
meteorological variables of the decomposition (7 columns). The
number of rows in U, L, and V for the full decomposition is
equal to the number of meteorological variables, but we retain
only the rst two.

As an example, we show in Fig. 2 the rst two SVD compo-
nents for April O3 in the cell that contains the city of Montreal.
The spatial weights of the rst SVD component show little
variation, and as we will show in Sect. 3.2, the rst SVD
component variable weights are similar to the correlations
between O3 and the meteorological variables in April. It is
therefore likely that the rst SVD component represents the
autocorrelation between meteorological variables in the cell of
interest and the surrounding cells, e.g., high temperatures in
Montreal are associated with high temperatures in the area
surrounding Montreal. The second component shows
a different spatial pattern: more Pr to the northwest and less to
the southeast, and lower values of DSR, T, and P0 to the
northwest and higher values to the southeast. This spatial
pattern probably represents a storm to the northwest of Mon-
treal in which cyclonic winds transport emissions of O3
© 2026 The Author(s). Published by the Royal Society of Chemistry
precursors from the west and southwest, particularly from the
Great Lakes region.

We then applied the inverse SVD process to the normalized
time series of meteorological variables to calculate a new time
series of the magnitude of each SVD mode:

Sk(t) = Uk
TM(t)Vk (2)

where U and V are, respectively, the spatial weights and mete-
orological variable weights matrices derived using eqn (1). The
counter k refers to the column of UT and V and the SVD mode,
and has a value of 1 or 2. Additionally, M(t) is the matrix of
normalized meteorological variables over the spatial area
(dimension 7 by 81) as a function of time. The result of this
process is S1(t) and S2(t), each of which is a scalar time series.
These time series indicate how strongly each SVD-identied
pattern is expressed at a given time step and whether the
pattern is in a positive mode or a negative mode at that time
step. Since the SVD was performed on the correlations of the
two-dimensional large mesoscale meteorology with the
pollutant concentrations in the grid cell of interest, these S1(t)
and S2(t) terms will in turn correlate with the pollutant
concentrations.

Finally, we performed a multiple linear regression of the
concentrations of a given pollutant against the meteorological
variables in the same grid cell and against the two SVD modes
(S1 and S2). Thus, for each pollutant X, the statistical model is
written as shown below:

[X](t) = a$U850(t) + b$V850(t) + c$RH(t) + d$P0(t) + e$T(t)

+ f$Pr(t) + g$DSR(t) + h$S1(t) + i$S2(t) (3)

where a, b, c, d, e, f, g, h and i are the multiple linear regression
coefficients. Since we are using the daily averages of each vari-
able to create these statistical relationships, for a 30 day month,
Environ. Sci.: Atmos.
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the number of data points for each variable used to create the
regression will be 30 days 19 years = 570 data points.

We will refer to the set of statistical models as “the emulator”
in the remainder of this article. As the statistical model for each
grid cell requires GEOS-Chem training data for the surrounding
region included in the SVD, the emulator domain is smaller
than the high-resolution GEOS-Chem domain (Fig. 1). We note
that the emulator reproduces relationships between meteoro-
logical variables and the pollutant concentrations, but does not
distinguish the mechanisms behind these relationships. For
example, the emulator may reproduce an increase in O3 asso-
ciated with an increase in T, but the analysis described here
does not allow us to unambiguously distinguish temperature-
driven increases in photochemistry, temperature-driven
increases in biogenic VOC emissions, or increases in stagna-
tion event frequency correlated with temperature.
2.3 Regional climate model data

To project future changes in pollutant concentrations, we
applied the emulator to output from a regional climate model.
We used output from version 5 of the canadian regional climate
model (CRCM5),40,41 which was developed by the Center for the
Study and Simulation of Climate at Regional Scales (ESCER) at
UQAM (Université du Québec à Montréal) with the collaboration
of Environment and Climate Change Canada (ECCC). The
CRCM5 v3.3.3.1 outputs were generated and provided by Our-
anos. The simulation domain covers North America
(AMNO22d2: 380 × 340 grid points including a 20-point sponge
and halo zone surrounding the domain) with a horizontal grid-
size mesh of 0.22° on a rotated latitudevlongitude grid (about 25
km resolution), using 10 minute time steps. This gives a free
zone for analysis of 340 × 300 grid points.

We list in Table 2 the CRCM5 simulations used in this study.
The regional simulations were performed using the projected
evolution of greenhouse gas concentrations as dened by the
IPCC RCP4.5 and RCP8.5 scenarios,42 as were the global driving
models. For historical and climate change projections, each
simulation was driven by atmospheric and oceanic 6-hourly
elds taken from the rst member (simulation r1i1p1) of each
of the following four CMIP5 ESMs:
Table 2 The CRCM5 simulations used in this study

Simulation name Driving model Scenario Temporal window

bby CanESM2 Historical 1950-01 to 2005-12
bbz CanESM2 RCP8.5 2005-01 to 2100-12
bca CanESM2 RCP4.5 2006-01 to 2100-12
bcc CNRM-CM5 Historical 1950-01 to 2005-12
bcd CNRM-CM5 RCP8.5 2006-01 to 2100-12
bce CNRM-CM5 RCP4.5 2006-01 to 2100-12
bcg MPI-ESM-LR Historical 1950-01 to 2005-12
bch MPI-ESM-LR RCP8.5 2006-01 to 2100-12
bdf MPI-ESM-LR RCP4.5 2006-01 to 2100-12
bcj GFDL-ESM2M Historical 1950-01 to 2005-12
bck GFDL-ESM2M RCP8.5 2006-01 to 2100-12
bcr GFDL-ESM2M RCP4.5 2006-01 to 2100-12

Environ. Sci.: Atmos.
1. The Canadian Earth System Model version 2 (CanESM2/
T63 corresponding approximately to 2.81° on a horizontal
linear grid43,44),

2. The Geophysical Fluid Dynamics Laboratory Earth System
Model (GFDL-ESM2M/latitude v. longitude grid of 90 × 144
points45),

3. The Centre National de Recherches Météorologiques Earth
System Model (CNRM-CM5/atmospheric resolution of T127
∼0.95°, archived on a latitude v. longitude grid of 128 × 256
points46), and

4. The Max Planck Institute for Meteorology Earth System
Model (MPI-ESM-LR/T063L40, ∼1.875°, latitude v. longitude
grid of 96 × 192 points47).

This was done by applying a smooth spectral nudging of
large scales48,49 to the horizontal wind component within the
CRCM5 domain interior. The spectral nudging conguration
consists of large-scale features being dened with a half-
response wavelength of 1177 km and a relaxation time of
13.34 h. These large scales are imposed inside the CRCM5
domain and vary along the vertical: the nudging strength is set
to zero from the surface to a height of 500 hPa and increases
linearly to the top of the model's simulated atmosphere (10
hPa). The CRCM5 output was aggregated to match the MERRA2
grid using the xESMF Python package.50

3 Results and discussion
3.1 GEOS-Chem simulations

We begin by comparing the results of the base simulation with
the three sensitivity simulations (Table 1) for the historical
period. We have already discussed in more detail in a previous
publication23 the effects on O3 and NOX of anthropogenic
emissions from the US, Quebec and the RoC based on results
from a similar set of simulations, so we will only provide an
overview here.

As expected, the largest differences in NOX concentrations
are in the emission region set to zero in the sensitivity simula-
tions, and the absolute concentration differences are larger in
densely populated southern Canada than in sparsely populated
northern Canada (Fig. A1 and A2). In addition, the differences
in concentrations are generally greater in January (Fig. A1) than
in July (Fig. A2). One factor contributing to this seasonal cycle is
the seasonal cycle of boundary layer heights: due to warmer
surface temperatures, boundary layer heights are greater in
summer than in winter. The samemass of pollution is therefore
diluted in a greater vertical layer in summer than in winter.
Therefore, in the absence of seasonal differences in chemistry,
emissions, or horizontal transport, we would expect higher
concentrations of any locally emitted pollutant in winter than in
summer.

Anthropogenic emissions reduce the O3 concentrations in
regions with high emissions in January due to titration by NOX

(Fig. 3), but they increase O3 in July (Fig. 4). This indicates that
the production of O3 is VOC-limited in wintertime in the large
urban areas of northeastern North America, and local emissions
decrease O3 by up to 5 ppb in Toronto and Montreal. It should
be noted, however, that O3 concentrations are generally much
© 2026 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 Differences in January O3 surface concentrations between the sensitivity simulations and the base simulation. Top row: absolute
differences. Bottom row: relative differences. The three columns show the results of the noQC (left), noRoC (centre) and noUS (right) sensitivity
simulations. Negative values indicate that concentrations were lower in the base simulation than in the simulation with emissions removed.
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higher in summer than in winter and exceedances of the 8 hour
O3 standard are generally not observed in winter. In contrast,
July O3 appears to be NOX-limited and reducing emissions to
zero leads to a decrease in O3.

Before examining the emulator, we wish to investigate how
the chosenmeteorological variables relate to the concentrations
of O3 and NOX in the GEOS-Chem results. For this purpose, we
show in Fig. 5 the annual-mean correlations between O3

concentrations and the seven meteorological variables. We note
Fig. 4 Differences in July O3 surface concentrations between the sensiti
Bottom row: relative differences. The three columns show the results of

© 2026 The Author(s). Published by the Royal Society of Chemistry
that O3 concentrations are correlated with higher temperatures
for nearly all of the domain. As we described in Sect. 1, increases
in O3 concentrations with higher temperatures over polluted
regions are consistent with other studies.8–10,14,17 We also note
positive correlations with V850 and U850 for the majority of the
domain, which is associated with the transport of O3 precursors
from the southwest. The correlations with the other variables
are weaker.
vity simulations and the base simulation. Top row: absolute differences.
the noQC (left), noRoC (centre) and noUS (right) sensitivity simulations.
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Fig. 5 Annual means of correlations between O3 concentrations and the meteorological variables.

Fig. 6 Annual means of correlations between NOX concentrations and the meteorological variables.
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There is a strong seasonal dependence of the correlations
between O3 concentrations and meteorological variables, as
revealed by histograms of the correlations between O3 concen-
trations and meteorological variables for each month (Fig. A3),
and the contrast between maps of the correlations between O3

concentrations and meteorological variables for July (Fig. A4)
and January (Fig. A5). The July correlations are more similar to
those for the rest of the year than the January correlations. In
winter, the correlations with most variables change sign around
urbanized areas near the Great Lakes and the St. Lawrence
River. For example, the correlation with T becomes negative
while remaining positive in less-urbanized areas, and the
correlation with P0 becomes positive while remaining negative
in many less-urbanized areas. For U850 and V850, it is likely that
weaker winds lead to higher concentrations of NOX which
contributes to O3 formation in summer and O3 titration in
winter. It is also likely that increases in RH and T increase the
rate of destruction of O3 in these urbanized locations in winter.

The correlations between the meteorological variables and
NOX do not depend on season so strongly as O3 (Fig. A6).
Therefore, we will only discuss the annual averages of the
Environ. Sci.: Atmos.
correlations between NOX concentrations and the meteorolog-
ical variables, shown in Fig. 6. The correlations between NOX

and V850 or U850 are likely due to the transport of NOX and its
precursors from urban source regions. NOX concentrations are
more strongly correlated with T, RH, and V850, but these corre-
lations are all negative south of ∼41° N. Racherla and Adams15

found previously that the response of simulated NOX concen-
trations to climate change depended on existing O3 concentra-
tions, with NOX increasing due to climate change under low-O3

conditions and decreasing under high-O3 conditions. They
explained the increases as due to an increase in PAN decom-
position, and the decreases due to increased loss of NOX to
HNO3, which is in turn due to an increase in the NO2 : NO ratio
from increased O3 chemical formation. We note that the region
of our domain with negative correlations between NOX

concentrations and T, RH, and V850 corresponds roughly with
the region where temporal-mean O3 concentrations are greater
than 35 ppb. It is therefore likely that the correlations with T
and RH are primarily due to decreases in PAN lifetimes in the
northern part of the domain and to increased loss of NOX to
HNO3 in the southern part of the domain. It is also likely that
© 2026 The Author(s). Published by the Royal Society of Chemistry
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Table 3 Spatial and temporal averages of goodness-of-fit metrics

Species Mean R Mean ME [ppb] Mean NME [%]

O3 0.62 2.95 11
NOX 0.60 0.31 47
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the geographical distinction between these two regimes is
sensitive to changes in anthropogenic emissions, which were
held xed in our study at 2010 levels.
3.2 Validation of the emulator and uncertainty analysis

We note that the emulator is not intended to exactly replicate
pollutant concentrations, as we have intentionally not included
any factors in the emulator for changes in natural or biogenic
emissions over time. Insofar as these emissions are well-
correlated with the meteorological parameters used in the
emulator, the effects of changes in meteorology on the emis-
sions will implicitly be included in the emulator, although our
experimental design does not allow us to distinguish the effects
of these changes in emissions from other effects of the meteo-
rology on the pollutant concentrations. Additionally, even
where meteorology has a direct effect on emissions, the effect of
transport will be to further weaken correlations between emis-
sions and pollutant concentrations, as there will be a delay in
time and a displacement in space between the meteorology that
drives the emissions and the meteorology used to derive the
emulator. Some emissions (e.g. wildres) will not be well
correlated with meteorological factors over the simulated
period, and this variability cannot be captured by the emulator.
Nevertheless, we nd that the emulator captures much of the
variability in the O3 and NOX concentrations.

As mentioned in Sect. 2.2, we create individual emulators for
each month. Due to the difficulties in performing calculations
on the entire data set at the same time due to the large amount
of data, we evaluate each monthly emulator independently and
summarize the goodness-of-t metrics using the averages of the
monthly evaluations. We use Pearson's correlation coefficient
(R), mean error (ME), and normalized mean error (NME) as
goodness-of-t metrics. We show the spatial and temporal
Fig. 7 Annual means of goodness-of-fit metrics between the emulator a
error. Right: normalized mean error.

© 2026 The Author(s). Published by the Royal Society of Chemistry
averages of these metrics in Table 3, and we show the annual
means of these metrics for O3 in Fig. 7 and for NOX in Fig. A7.

For O3, the annual averages of R are >0.6 for the majority of
eastern Canada, and the annual averages of NME are <15% for
nearly all of eastern Canada. Correlations decrease further away
from source regions. In these regions, O3 concentrations are
more strongly inuenced by long-range transport, and the
emulator cannot fully represent the variability in long-range
transport.

For NOX, in general, ME values are higher at higher
concentrations, and NME values are lower at higher concen-
trations. This pattern is expected because small relative errors
in high concentrations yield large absolute errors, and small
absolute errors in low concentrations yield large relative errors.
Correlations between the NOX emulator results and the GEOS-
Chem results are highest around the Great Lakes and north of
the St. Lawrence River.

In order to evaluate the uncertainties due to the choice of
training data for the emulator, we recreated the emulator
according to the process described above 20 times, each time
excluding one year of training data. Since the goal of the
emulator is to make projections of changes in pollutant
concentrations due to future climate change, we focus on the
variability of relationships between the emulator output and the
input weather variables. For a simple multilinear regression,
this would normally be represented by the variability of the
slopes (the coefficients a, b, c,. in the eqn (3)). However, due to
the spatial autocorrelation in meteorology that is frequently
captured by the rst SVD component, as shown in Fig. 2, the
value of g is not independent of other slopes of the eqn (3), and
a naive interpretation of the variability of the slopes would
overestimate the uncertainty of the emulator.

Instead, we will examine the partial derivative of the
emulator results with respect to spatially homogeneous changes
in weather variables. For example, the partial derivative of the
eqn (3) with respect to a spatially homogeneous change in RH
would be:

d½X �
dRH

¼ cþ hU1V1RH þ iU2V2RH (4)

where U1 and U2 are the spatial weights of the rst and second
SVD components, and V1RH and V2RH are the variable weights
nd the training data for O3. Left: correlation coefficient. Centre: mean
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Table 4 Statistics describing the partial derivatives of O3 and NOX: mean of absolute values, mean of standard deviation, and median of
normalized standard deviation

Species Variable Mean of absolute values Mean of standard deviation
Median of normalized
standard deviation

O3 V850 0.120 ppb/m s−1 0.0109 ppb/m s−1 12%
U850 0.123 ppb/m s−1 0.0106 ppb/m s−1 11%
RH 0.0992 ppb/% 0.00868 ppb/% 10%
P0 0.0582 ppb/hPa 0.00881 ppb/hPa 21%
T 0.636 ppb/K 0.0322 ppb/K 5%
Pr 0.0812 ppb/mm day−1 0.0130 ppb/mm day−1 18%
DSR 0.0190 ppb/W m−2 0.00227 ppb/W m−2 18%

NOX V850 0.0157 ppb/m s−1 0.00115 ppb/m s−1 7%
U850 0.0164 ppb/m s−1 0.00106 ppb/m s−1 6%
RH 0.0153 ppb/% 0.000756 ppb/% 6%
P0 0.00486 ppb/hPa 0.000830 ppb/hPa 18%
T 0.0204 ppb/K 0.00196 ppb/K 9%
Pr 0.0118 ppb/mm day−1 0.00128 ppb/mm day−1 17%
DSR 0.00171 ppb/W m−2 0.000210 ppb/W m−2 14%
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corresponding to RH of the rst and second SVD components.
We will evaluate the uncertainty in the emulator as the vari-
ability of these partial derivatives when we recreate the emulator
excluding a single year from the input data. This approach will
properly capture the variability in the sensitivity of the emula-
tor's predicted pollutant concentration to meteorology in the
same grid cell. However, if the spatial weights of one of the SVD
components frequently total zero or near zero, the variability of
that component will not be captured by these indicators.

We show in Table 4 the spatial and temporal averages of the
standard deviation of the partial derivatives of O3 with respect
to the seven meteorological variables. We show analogous
statistics for NOX in Table 4. For comparison, we also include
the spatial and temporal averages of the absolute values of the
partial derivatives of O3 or NOX with respect to the seven
meteorological variables, when calculated using the full set of
training data. The means of the standard deviations are at most
17% of the means of the absolute values, and they are an order
of magnitude smaller in most cases. For another perspective, we
calculate another metric similar to the coefficient of variation:

1. First, we normalize the standard deviations by the abso-
lute values of the partial derivatives calculated using the full set
of training data for each grid cell and each month.

2. Next, we calculate the medians. We choose medians,
because there are partial derivative values close to zero, which
give very large values to the normalized standard deviations,
and this makes the means of the normalized standard devia-
tions misleading. We note that the largest median of the
normalized standard deviations for O3 has a value of 21%. The
value for T, the variable that has the most signicant changes
due to climate change and has the strongest correlations with
O3, is only 5%. The results for NOX are similar, with the medians
of the normalized standard deviations ranging from 6% for U850

and RH to 18% for P0.
3.3 Future projections based on CRCM5 data

As described in Sect. 2.3, we apply the emulator to the results of
four versions of CRCM5, each having been used to simulate two
Environ. Sci.: Atmos.
GHG (greenhouse gas) scenarios: RCP8.5 and RCP4.5. In addi-
tion to the two future scenarios, the emulator is applied to
simulations of the historical period. We list these simulations
in Table 2. This section describes our projections of changes in
pollutant concentrations caused by climate change between the
periods of 1986 to 2006 and 2080 to 2100. We choose periods of
20 years to reduce the effect of interannual variability. We report
the differences in concentrations between these two periods
rather than the absolute concentrations provided by the
emulator, since the differences are a more robust result. Only
the means of the four CRCM5 simulations are shown in this
section, but the agreement between the four simulations is
indicated using the following notation: Vertical hatching indi-
cates that the standard deviation among the CRCM5 simula-
tions is larger than twice the mean of the change obtained from
the CRCM5 ensemble (i.e. the four simulations have low
agreement on the magnitude of the change), and diagonal
hatching indicates that the simulations are evenly distributed
according to the sign of the change (two positive, two negative).
Additionally, we use horizontal hatching to indicate that the
change is insignicant (p > 0.05) in more than one simulation
according to Welch's t-test.

In both the RCP8.5 (Fig. 8) and the RCP4.5 (Fig. A8)
scenarios, changes due to climate in V850 and U850 are not
signicant for the majority of our domain according to the four
simulations used. There is a robust increase in temperature
which is greater in the north for both scenarios, about 5 K for
RCP8.5 and about 3 K for RCP4.5. There are increases in Pr that
are signicant in most of eastern Canada of 0.5 to 1.0 mm day−1

in the RCP8.5 scenario. We project signicant increases over the
Atlantic Ocean in the southeast of our domain and signicant
decreases over Hudson's Bay and northern Quebec in the
northeast of our domain for P0 (+0.5 hPa and −2 hPa in RCP8.5)
and DSR (+5 W m−2 and -15 W m−2 in RCP8.5). The changes in
DSR are associated with opposing changes in cloud cover. We
project increases in RH of up to 2% in RCP8.5 over the Atlantic
Ocean and portions of Canada and the US east of the Great
Lakes. Three of the four CRCM5 simulations project decreases
© 2026 The Author(s). Published by the Royal Society of Chemistry
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Fig. 8 CRCM5 ensemble-mean projected changes in meteorological variables for the RCP8.5 scenario. Hatching is described in Sect. 3.3.

Fig. 9 CRCM5 ensemble-mean projected changes in Spring (March, April, May) O3 concentrations for the RCP8.5 scenario due to each
meteorological variable in isolation. Total projected change is shown in the lower right. Hatching is described in Sect. 3.3.
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in RH over northeastern Canada, including Newfoundland and
Labrador andmuch of Ontario and Quebec, but the simulations
do not agree on the magnitude of these decreases. For all of the
meteorological variables, the spatial patterns are similar in
RCP8.5 and RCP4.5, but the magnitudes of the changes are
roughly a factor of two smaller in the RCP4.5 scenario.

By applying the emulator to the CRCM5 results, we project
how these changes in meteorology will affect spring (March,
April, and May) O3 concentrations in the RCP8.5 (Fig. 9) and
RCP4.5 (Fig. 10) scenarios. We focus on the spring, because O3

shows maximum monthly concentrations in spring. Spring O3

concentrations are projected to increase by about 4 ppb in
Quebec in the RCP8.5 scenario, but only by about 2 ppb in the
RCP4.5 scenario. We also show in Fig. 9 and 10 the changes in
O3 due to each meteorological variable in isolation. As O3 is best
correlated with T, and T has the most signicant projected
© 2026 The Author(s). Published by the Royal Society of Chemistry
changes of all the meteorological variables, it is not surprising
that the increases in O3 concentrations are largely explained by
the increases in T. Nevertheless, we note that there are also
small mitigating contributions from the decrease in DSR and
the increase in Pr, and small contributions correlated with
changes in RH.

We also apply the emulator to the CRCM5 results in project
changes in annual-mean NOX concentrations in the RCP8.5
(Fig. 11) and RCP4.5 (Fig. A9) scenarios. Smaller changes in NOX

concentrations are projected compared to the increases in O3

concentrations. We project greater changes in NOX concentra-
tions in urbanized environments. We project that NOX

concentrations will increase in most of eastern Canada by less
than 0.5 ppb, with increases in the Greater Toronto Area of more
than 1 ppb. We also show in Fig. 11 and A9 the changes in NOX

due to each meteorological variable in isolation. Consistent
Environ. Sci.: Atmos.
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Fig. 10 CRCM5 ensemble-mean projected changes in Spring (March, April, May) O3 concentrations for the RCP4.5 scenario due to each
meteorological variable in isolation. Total projected change is shown in the lower right. Hatching is described in Sect. 3.3.

Fig. 11 CRCM5 ensemble-mean projected changes in annual mean NOX concentrations for the RCP8.5 scenario due to each meteorological
variable in isolation. Total projected change is shown in the lower right. Hatching is described in Sect. 3.3.
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with the correlations shown in Fig. 6, NOX concentrations in the
southern part of our domain decrease associated with increases
in T, likely due to an increase in loss to HNO3. This is partially
offset by increases in concentrations associated with increases
in RH. Therefore, we project decreases in NOX concentrations in
the southern part of our domain.

We also created emulators based on the results of the three
GEOS-Chem sensitivity simulations without anthropogenic
emissions from the three regions: noQC, noRoC, and noUS. We
applied these emulators to the CRCM5 ensemble output. To
assess future changes in transboundary transport, we use the
emulators for each scenario to predict spring O3 and annual-
mean NOX for each scenario for each of the years 1986 to
2006 and 2080 to 2100. We calculate the change between these
two periods for the full emulator domain (36.75 N to 62.75 N,
87.5 W to 52.5 W, shown in Fig. 1) and the parts of the domain
Environ. Sci.: Atmos.
covering the province of Quebec, the rest of Canada, and the
United States. As listed in Table 5, spring O3 concentrations
within Quebec are projected to increase by 3.36 ppb in the base-
case RCP8.5 scenario due to climate change. Without emissions
from either Quebec or the RoC, this increase is slightly smaller
at 3.23 or 3.17 ppb. The increase is much smaller without US
emissions, at 2.42 ppb. We therefore project that US emissions
will contribute 0.94 ppb more to Quebec-mean O3 concentra-
tions in 2080 to 2100 under an RCP8.5 scenario due solely to
changes in climate. Similarly to O3, projected increases in
annual-mean NOX concentrations averaged across Quebec are
smallest for the noUS scenario, indicating that US emissions are
projected to contribute 0.0413 ppb more to NOX concentrations
due to climate change, while these increases are 0.0063 and
0.0112 ppb for emissions from Quebec and the RoC, respec-
tively. In all cases, the projected increases for the RCP4.5
© 2026 The Author(s). Published by the Royal Society of Chemistry

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d5ea00112a


Table 5 Projected changes in Spring (March, April, May) O3 and annual-mean NOX concentrations in ppb between 1986 to 2006 and 2080 to
2100 for each climate scenario and emissions sensitivity case. Results are averaged across the full emulator domain (36.75 N to 62.75 N, 87.5W to
52.5 W, shown in Fig. 1) and the parts of the domain covering the province of Quebec, the rest of Canada, and the United States

Species Climate Emissions Domain mean Within QC Within RoC Within US

MAM O3 RCP8.5 Base 3.60 3.36 3.64 4.75
noQC 3.55 3.23 3.57 4.80
noCA 3.53 3.17 3.48 4.88
noUS 2.20 2.42 2.59 1.26

RCP4.5 Base 1.74 1.50 1.70 2.42
noQC 1.72 1.45 1.67 2.44
noCA 1.72 1.42 1.63 2.48
noUS 1.05 1.07 1.20 0.66

Annual-mean NOX RCP8.5 Base 0.0507 0.0763 0.0804 0.0524
noQC 0.0503 0.0700 0.0808 0.0566
noCA 0.0456 0.0650 0.0666 0.0511
noUS 0.0252 0.0349 0.0392 0.0437

RCP4.5 Base 0.0243 0.0385 0.0390 0.0233
noQC 0.0238 0.0348 0.0392 0.0248
noCA 0.0219 0.0329 0.0326 0.0220
noUS 0.0116 0.0174 0.0185 0.0207
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climate scenario for each emissions scenario are roughly half of
those for the RCP8.5 scenario.

To investigate these future changes in transboundary
transport in more detail, we calculate the differences between
the results of the emulators for the base scenario and each of
the noQC, noRoC, and noUS scenarios in order to estimate the
contribution of each region to spring O3 concentrations. This
calculation is done for each of the years 1986 to 2006 and 2080
Fig. 12 Spring (March, April, May) means of CRCM5 ensemble-mean cha
The GHG scenario is RCP8.5. Hatching is described in Sect. 3.3. Top: c
butions. Left: contribution from Quebec (base – noQC). Centre: contrib
(base – noUS).

© 2026 The Author(s). Published by the Royal Society of Chemistry
to 2100. Then, we calculate the changes in these contributions
between the two periods. In this way, we evaluate future changes
in the contributions of each region to air pollution in eastern
Canada. We will discuss rst the results for the RCP8.5 GHG
scenario, and then the results for the RCP4.5 scenario.

We begin with the CRCM5 ensemble-mean changes in the
absolute contributions of the different regions (Quebec, RoC,
and US) to the spring O3 concentrations (Fig. 12). We project
nges in the contributions of different regions to the O3 concentrations.
hanges in absolute contributions. Bottom: changes in relative contri-
ution from the RoC (base – noRoC). Right: contribution from the US
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Fig. 13 Annual means of CRCM5 ensemble-mean changes in the contributions of different regions to the NOX concentrations for the RCP8.5
scenario. Hatching is described in Sect. 3.3. Top: changes in absolute contributions. Bottom: changes in relative contributions. Left: contribution
from Quebec (base – noQC). Centre: contribution from the RoC (base – noRoC). Right: contribution from the US (base – noUS).

Environmental Science: Atmospheres Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

7 
D

ez
em

be
r 

20
25

. D
ow

nl
oa

de
d 

on
 3

1.
01

.2
02

6 
05

:4
5:

04
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n 
3.

0 
U

np
or

te
d 

L
ic

en
ce

.
View Article Online
that future increases in O3 concentrations in eastern Canada are
primarily driven by U.S. emissions, due to the larger anthro-
pogenic emissions of O3 precursors from the U.S. region.
Changes in the amount of O3 due to emissions from Quebec
and RoC are less than 1 ppb, and we even project decreases in
the contributions from Quebec and the RoC to O3 to the south
and southeast of these emission regions. As the CRCM5 results
do not show a signicant change in U850 or V850 (Fig. 8), the
changes in contributions (including the decreases) do not
appear to be due to a change in transport patterns. To investi-
gate this further, we have calculated the effect of changing each
meteorological variable independently on the contributions to
O3 concentrations from each region. As shown in Fig. A10, the
changes in the contributions are due almost entirely to the
changes in T. As T increases throughout our domain, this
implies that in the southern part of our domain, the increase in
O3 due to T in the base case emulator is less than in the noQC
and noROC emulators. In other words, the relationship between
O3 and T in this region is less positive in the base-case GEOS-
Chem simulation than in the noQC or noRoC simulations.
One possible cause for this could be that the same transport
patterns that bring Canadian emissions southward also typi-
cally bring colder air from the north, decreasing T. While we
have attempted to control for cross-correlation between trans-
port direction and T by including U850 and V850 in our emulator,
it is still possible that the correlation between T and transport
direction causes the emulator to overestimate the relationship
between O3 and T in the absence of Quebec or RoC emissions. If
so, then this same effect may also be contributing to an
Environ. Sci.: Atmos.
overestimate of the effect of emissions from each of the three
regions on O3 concentrations to the north of the emissions
regions, including the inuence of US emissions on eastern
Canada.

We use the same process as above to investigate the changes
in the relative contributions from each region (e.g. (base –

noQC)/base) and calculate the changes due to climate change in
the proportion of pollutant concentrations due to emissions
from each region. In Fig. 12, we show the springtime means of
the changes in the relative contributions to O3 concentrations.
Changes in relative contributions are mostly consistent with
changes in absolute contributions, but negative changes extend
further north for the noQC and noRoC cases. This result can be
explained by the following reasoning: If Quebec or RoC emis-
sions are not responsible for more O3, and US emissions are
responsible for more O3, it follows that emissions from Quebec
or the RoC are responsible for a smaller fraction of the O3. We
also note that all maps show positive values in northern
Ontario, Quebec, and Labrador. Here, the proportion of O3 due
to anthropogenic emissions from each of the three regions
increases, as the proportion due to natural sources or due to
transport from regions outside North America decreases.

We apply the same analysis to annual-mean NOX concen-
trations (Fig. 13). Increases in NOX concentrations due to
anthropogenic emissions from Quebec are <0.1 ppb everywhere
in our domain. Increases due to RoC emissions are <0.1 ppb
outside of the Greater Toronto Area. We project that the
contribution of US emissions to NOX concentrations in eastern
Canada will increase by up to 0.2 ppb. As with O3, the
© 2026 The Author(s). Published by the Royal Society of Chemistry
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proportion of NOX concentrations due to US emissions
increases throughout most of eastern Canada, and the propor-
tion due to Quebec and RoC emissions frequently decreases as
the absolute US contribution increases more than the absolute
Quebec or RoC contributions. We also project that anthropo-
genic US emissions will contribute less to NOX concentrations
south of ∼40° N, likely due to increases in removal via HNO3.

Lastly, we apply this analysis of the changes in regional
contributions to the RCP4.5 scenario. The RCP4.5 results have
the same spatial patterns as for the RCP8.5 scenario, but the
magnitude of the changes in the contributions is about half of
the magnitude in the RCP8.5 scenario, as shown for spring O3

concentrations in Fig. A12 and for annual-mean NOX concen-
trations in Fig. A13.

4 Conclusions

The increases in NOX near emitting regions that are projected
here are consistent with previous studies using different
methods.13 Increases in O3 near emitting regions are also
consistent with other studies.8,9,19 We do not project decreases
in O3, even far from the transmitting regions. We note, however,
that our projections are sensitive to the anthropogenic emis-
sions that we used in our training data, xed at 2010 levels.
Other recent studies do not project unambiguous increases in
O3 concentrations throughout eastern Canada.17,18,51 An expla-
nation for this difference is that the emissions scenarios used in
these other studies project a decrease in anthropogenic emis-
sions of O3 precursors in the future, and lower concentrations
may weaken the relationship between O3 and temperature, or
even reverse it. As the relationship between NOX and tempera-
ture is also dependent on O3 concentrations, we also expect the
projections of future NOX changes shown here to be sensitive to
the assumptions regarding anthropogenic emissions.

According to our projections, the origin of most of the
anthropogenic precursors giving rise to our projected changes
in NOX concentrations will be local emissions, while increases
in O3 concentrations will be due primarily due to precursors
from the US. This is not due to a change in transport direction,
as we do not nd a clear signal in changes in U850 or V850 due to
climate change. Instead, the increases in temperature increase
the efficiency of O3 formation from anthropogenic precursors,
thus enhance pre-existing disparities due to the different
quantities of O3 precursor emissions from each region. If this
result is robust to other regions globally, it would suggest that
climate change has the potential to exacerbate the export of
pollution across political boundaries. However, we project
decreases in the contribution of the RoC and QC to O3

concentrations south of the Canada-US border that are difficult
to mechanistically explain as being caused by an increase in
temperature. While we have attempted to control for cross-
correlation between transport direction and temperature by
including wind velocity variables in our emulator, it is still
possible that the correlation between temperature and trans-
port direction (northerly winds bringing both colder air and
Canadian emissions into the US) is contributing to the emulator
projecting less inuence of Canadian emissions on US O3
© 2026 The Author(s). Published by the Royal Society of Chemistry
concentrations when temperatures increase. If so, then this
same effect may also be contributing to an overestimate of the
effect of emissions from each of the three regions on O3

concentrations to the north of the emissions regions, including
the inuence of US emissions on eastern Canada. Due to the
nonlinear relationships between concentrations and precursor
emissions, we expect these results to be sensitive to assump-
tions regarding the anthropogenic emissions. We therefore
encourage further work investigating the interactions between
climate change, the export of air pollution across political
boundaries, and assumptions regarding the future evolution of
anthropogenic emissions.

The O3 climate penalty means that mitigation policy has to
work harder to achieve the same result. In addition, for Canada,
international cooperation will be necessary to address the
problem if most of the projected increase in O3 concentrations
is associated with emissions occurring in the United States. The
Canadian Ambient Air Quality Standards (CAAQS) are set by the
Canadian Council of Ministers of the Environment, and the
current standard for O3 is 60 ppb (calculated from the 3 year
average of the annual 4th highest of the daily maximum 8 hour
average O3 concentration).52 Observations from monitoring
stations in eastern Canada, including its two largest cities
Toronto andMontréal53 show that ambient levels are oen close
to or exceed this standard. For example, the City of Montréal
reported for the metropolitan region an observed concentration
of 58 pbb for 2021–2023,54 calculated as described above. It is
therefore expected that the number of O3 exceedances will
increase due to the projected changes in meteorological
parameters under the RCP8.5 and RCP4.5 scenarios.

The Canada-US Air Quality Agreement is the current envi-
ronmental treaty between the two countries that addresses the
transboundary transport of air pollutants, specically of SO2,
NOX, and VOCs.55 The most recent review and assessment of the
treaty in 2023 concluded that Canada and the US have met their
commitments with respect to ground-level O3, but also that it
continues to have signicant impacts on public health and
agricultural production.56 The results of our current study
suggest that the O3 climate penalty will make meeting the
CAAQS standard increasingly difficult in the future, and that the
Canada-U.S. Air Quality Agreement may need to be updated
with more stringent specic objectives concerning ground-level
O3 precursors in order to ensure the continued success of the
agreement.

A further question beyond the scope of this work is how the
effects of a given feasible policy intervention, such as a 10%
decrease in NOX emissions from a particular region, would vary
with climate change. We chose to remove all anthropogenic
emissions of all species in each region in order to attribute the
full contribution of each region to pollutant concentrations,
and we note that due to the nonlinear relationships between
pollutant concentrations and precursor emissions, we do not
expect that e.g. the effect of reducing the emissions by 10% will
be 10% of the effect of reducing the emissions by 100%. This is
true for NOX, but particularly problematic for O3, where
concentrations do not necessarily increase for a given increase
in NOX or VOC emissions. The results shown here would
Environ. Sci.: Atmos.
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suggest that the effects on O3 concentrations of a given policy
intervention will be sensitive to climate change, but this should
be investigated further in future work.
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