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Transformer-based encoder—decoder models have demonstrated impressive results in
chemical reaction prediction tasks. However, these models typically rely on pretraining
using tens of millions of unlabelled molecules, which can be time-consuming and GPU-
intensive. One of the central questions we aim to answer in this work is: can FlanT5 and
ByT5, the encoder—decoder models pretrained solely on language data, be effectively
specialised for organic reaction prediction through task-specific fine-tuning? We conduct
a systematic empirical study on several key issues of the process, including tokenisation,
the impact of (SMILES-oriented) pretraining, fine-tuning sample efficiency, and decoding
algorithms at inference. Our key findings indicate that although being pretrained only on
language tasks, FlanT5 and ByT5 provide a solid foundation to fine-tune for reaction
prediction, and thus become ‘chemistry domain compatible’ in the process. This suggests
that GPU-intensive and expensive pretraining on a large dataset of unlabelled molecules
may be useful yet not essential, to leverage the power of language models for chemistry.
All our models achieve comparable Top-1 and Top-5 accuracy although some variation
across different models does exist. Notably, tokenisation and vocabulary trimming slightly
affect final performance but can speed up training and inference; the most efficient
greedy decoding strategy is very competitive while only marginal gains can be achieved
from more sophisticated decoding algorithms. In summary, we evaluate FlanT5 and ByT5
across several dimensions and benchmark their impact on organic reaction prediction,
which may guide more effective use of these state-of-the-art language models for
chemistry-related tasks in the future.

1 Introduction

Transformer-based deep learning techniques have revolutionised Natural
Language Processing (NLP) in recent years. They are increasingly applied to
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chemical sciences where sequence representations of molecular structure, such
as SMILES and SELFIES," bear similarity to language sequences. This makes it
possible to adopt NLP algorithms to process and analyse molecules in a similar
fashion as used to process and analyse text. This approach can be used for a wide
range of tasks, such as molecular property prediction and data-driven molecular
structure generation.

The original Transformer architecture, introduced in the seminal paper of
Vaswani et al.,> contains two main components: (1) the encoder and (2) the
decoder. All subsequent NLP models share some relationship with these
components. For example, the widely used BERT (Bidirectional Encoder Repre-
sentations from Transformers) only has the encoder component, while OpenAT’s
GPT models and other very recent Large Language Models (LLMs) such as the
Llama family’ or Gemini* only have the decoder component. The encoder-
decoder framework is ideally suited for sequence-to-sequence (seq2seq) learning,
often referred to as text-to-text processing in NLP. In this framework, the encoder
component captures the context of input sequences and sends it to the decoder
which then generates output sequences.

Several studies have adapted seq2seq models for chemical reaction prediction
tasks. Notably, the pioneering Molecular Transformer model by Schwaller et al.®
and the recent TS5Chem model® have achieved impressive performance. T5Chem
adapted Google’s T5 (“Text-To-Text Transfer Transformer”) NLP model” to
chemical data represented in the SMILES format. T5 closely aligns with the
encoder-decoder structure used in the original Transformer model but intro-
duces the “Text-to-Text” framework which feeds text sequence (in a natural
language such as English) as input and then generates text as output. This allows
the same model to handle a variety of tasks simultaneously. To perform a specific
task, a task-specific prefix is added to the input sequence, tailoring the model’s
output. T5Chem pretrained the T5 encoder-decoder architecture with 97m
SMILES from PubChem molecules and the USPTO_500_MT dataset, creating
a multi-task reaction prediction model for five different types of reaction tasks.
For example, it uses the task-specific prefix “Product:” for reaction product
prediction, and a prefix “Reactants:” for single-step retrosynthesis. The advantage
of multi-task learning is that it allows for simultaneous learning of multiple tasks
by leveraging similarities between tasks and offers improved data efficiency, and
fast learning without the need to predetermine a single specific prediction task.

T5Chem and a few other similar models®**® have demonstrated the feasibility
of applying a seq2seq framework to a variety of predictions in organic chemistry.
However, several crucial issues have not been explored to enable more effective
and accurate models. In the present study, we have trained multiple variants of
two state-of-the-art seq2seq language models, namely instruction-tuned models
Flan-T5 (ref. 11) and tokenisation-free byte-level models ByT5 (ref. 12), for stan-
dard organic reaction prediction tasks. With these two model architectures, our
aim is to conduct a systematic empirical study on the following aspects:

(1) Adapted and adequate input preprocessing and tokenisation that reaches
beyond natural language towards molecular structure. Tokenisation is usually the
first step to train an NLP model. It is the process of breaking a sequence into
discrete elements, called ‘tokens’ which are then converted to vectors/
embeddings for machine learning models. In NLP, most pretrained language
models over the past few years rely on tokenisation performed at the sub-word
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level, as it is effective with frequent tokens, capable of grouping sub-words while
having some ability to deal with unknown words. However, sub-word tokenisation
is still limited in its ability to deal with variants in spelling (e.g. typos) and
unknown characters (e.g. from other languages). Recent approaches, such as
ByT5, a variant of the multilingual T5 model which disposes of subword-level
tokenisation, have shown the viability of token-free models which were trained
on characters in the form of their UTF-8 byte encodings. ByT5 uses a standard
Transformer architecture but is ‘tokenisation-free’ as it does not rely on a learned
vocabulary to map words or sub-word units to tokens.

In addition, it has been demonstrated in NLP research that ByT5 is substan-
tially more robust to noise in the data and performs better on tasks that are
sensitive to spelling, grammar errors and ambiguous expressions, such as text on
social media platforms. In terms of data noise, a chemical reaction dataset may
have similarity with text on social media. For example, USPTO (United States
Patent Office), the largest open-source chemical reaction dataset, contains noise:
in this context, data noise is defined as incomplete reaction entry with missing or
incorrect reactants, reagents and products; and could be quite common in all
chemical reaction datasets due to the nature of how chemists record reactions, i.e.
focusing on only the main product, and leaving unvaried reagents out when
recording many similar reactions.*® Our work will thus implicitly assess whether
ByT5’s advantage over dealing with noise in NLP data can be translated to better
handling of noise in the chemical reaction data.

(2) Training data efficiency, i.e., how much annotated data is required in fine-
tuning to generalise new sequences when working with chemical reaction data-
sets using seq2seq models.

(3) The use and impact of pretraining. T5-style language models are pretrained only
on language data and/or language tasks, therefore are not “SMILES-aware”. T5Chem
relies on self-supervised pretraining using 97m SMILES to learn the chemical space,
which can be extremely GPU-intensive. Recently, language models pretrained on
both language and chemical data have emerged. This cross-domain approach,
adopted by models such as MolT5 ** and nach0," creates a shared representation
space. We thus also assess whether such hybrid pretraining offers better initiali-
sation points for task-specific fine-tuning for reaction prediction tasks.

(4) various other important modelling aspects that can impact the final task
performance, e.g., model size, and decoding algorithm at inference.

2 Methodology

In this work, we aim to answer a range of questions related to the now established
ability®**® to apply encoder-decoder neural architectures, originally devised for
language tasks in NLP research,” to solve tasks related to organic reaction
prediction. We vary models, modelling choices, as well as training and evaluation
setups across several dimensions of comparison, which we outline next, and also
summarise in Fig. 1.

2.1 Model architectures

All the models follow the standard Transformer-based encoder—-decoder structure
where the input sequence is fed to the model (i.e., a sentence in a natural
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Fig. 1 Illustration of the key areas explored along the flow of pretraining, fine-tuning and
inference in our work.

language in the case of language models or SMILES for organic reaction predic-
tion), based on the original T5 architecture.”

One of the central questions we aim to answer in this work is: can encoder-
decoder models, originally pretrained only on language data and/or a variety of
language tasks, be effectively specialised to organic reaction prediction tasks via
task-specific fine-tuning? Will the model learn to encode and generate SMILES
although it was originally pretrained for encoding and generating natural
language? To this end, our starting points are different flavours of the T5-style, all
pretrained on language data:

e The original T5 model,” pretrained on the CommonCrawl-based C4 corpus
covering ~356b word tokens, via the span-mask denoising objective;

e The FlanT5 model**" is an instruction-tuned language model that starts
from the pretrained T5 model of the same size, and then ‘instruction-tunes’ it on
supervised data of 1800+ NLP tasks (Flan stands for Finetuning Language mod-
els).] It typically exhibits better performance than the underlying T5 model across
a range of NLP tasks. It can also be used in a standard text-to-text fashion with
task-specific fine-tuning if an ‘empty’ instruction is provided to the model (i.e.,
only the input sequence without an additional task description is provided). This
is how we use the model for single task-specific fine-tuning.

e The ByT5 model™ obtains the same architecture, but disposes of standard
subword-level tokenisation (see the next paragraph) and processes text as
sequences of raw (UTF-8) bytes. Being originally designed to enhance multilingual
NLP models, it was pretrained on the multilingual mC4 corpus spanning 101
diverse languages, again relying on the span-mask denoising objective.

All the models come in different sizes (in terms of model parameters), and due
to high computational demands we mostly focus on benchmarking their Small
and Base variants. The Small variant of T5 and FlanT5 comprises ~60m param-
eters, while Base covers 220m parameters. ByT5 variants with the same label are
not directly comparable to T5/FlanT5 as they contain a larger number of
parameters: Small is 300m, and Base is 582m parameters.

Assuming the existence of task-specific training data for organic reaction
prediction tasks, we also evaluate whether language-specific (and thus ‘chemical
domain-incompatible’) pretraining is necessary at all, by also comparing to the

1 Instruction-tuning is a specialised form of fine-tuning in which a model is fine-tuned using pairs of
input-output instructions, enabling it to learn specific tasks guided by these instructions.
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same architectures of the same size which get randomly initialised and then fine-
tuned for the task. We denote those variants of each model as random.

Furthermore, we also analyse whether continued pretraining in a self-
supervised fashion on SMILES data offers any performance benefits before
task-specific fine-tuning (denoted as cont). For the continued pretraining we rely
on the standard masked language modelling objective adapted to SMILES. For
each SMILES we sample 15% of its constituent tokens (where constituent tokens
are based on the standard regular expression for SMILES from prior work,® see
also later) and then we do one of the following options: (a) replace the token with
a special mask token (the ‘¢’ character is used for the mask token) with the
probability of 80%; or (b) replace the token with another random token from the
same SMILES (10% probability); or (c) keep the token ‘as is’ (10% probability).

Finally, we test whether the ‘hybrid’ T5-style models of the same sizes pre-
trained in a multi-task fashion to handle both text and SMILES generation
simultaneously, offer better initialisation points for single task-specific fine-
tuning. For the latter, we select molT5 (ref. 14) and nachoO (ref. 15) (their Base
variants spanning 220m parameters) as two representative recent models from
this ‘SMILES-aware’ family of encoder-decoder models.

2.2 Input preprocessing, vocabulary, and tokenisation

An often overlooked aspect of language models which may also have a profound
impact on model behaviour and final performance, is the choice (and size) of
vocabulary and corresponding tokenisation.'®** We thus also delve deeper into
their impact on final performance in organic reaction prediction tasks. With T5
and FlanT5 we experiment with different input preprocessing strategies, as also
illustrated in Fig. 2. First, given a SMILES sequence as input, we can decide to
directly feed the sequence into the model tokeniser: we refer to this variant as
+none. We can also insert whitespaces into the input sequence in a trivial way, by
simply dividing each character by a whitespace, ignoring any specific/chemistry
domain knowledge; see Fig. 2. This means that the subsequent Br will be pre-
processed into B r, and [Na+] will be turned into [ N a + |. We refer to this input
preprocessing strategy as +simple. It is possible to improve this via ‘SMILES-aware’
preprocessing which relies on a set of standard regular expressions as used in
prior work® to separate the input sequence into a whitespace-separated set of
tokens. This strategy, referred to as +smiles, will not insert whitespaces into valid
subsequences such as Br and [Na+]. The preprocessed input is then fed to the
standard tokeniser of the pretrained model which has been created on and for
natural language data. In this work, we thus test whether T5 and FlanT5 models

Input SMILES
Nclcc([N+](=0)[O-])ccclBr
smiles I

simple

none

(Neice([N+](=0)[O-])ccclBr]

.
Tokenizer
Fig. 2 Illustration of different preprocessing strategies for SMILES input.
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can be used to process SMILES even with ‘ready-made’ tokenisers that have no
adaptation or creation based on the (large collections of) raw SMILES data.

Further, the original vocabularies of FlanT5 (and T5) typically span 32 000 sub-
words, but most of these subwords are associated with natural language subwords
and can be safely discarded when processing SMILES with a much more restricted
vocabulary. We thus trim the original vocabulary of FlanT5 by tokenising the large
dataset of 116m SMILES sequences preprocessed via the +smiles strategy above,
retaining only the subwords (and the corresponding embeddings) that occurred in
those tokenised SMILES sequences.§ By doing this, we trimmed the vocabulary from
the original 32k subwords to only 324 subwords, plus the three standard special
tokens denoting the padding token, the start-of-sequence token and the ‘unknown’
token. This trimming of the vocabulary and the corresponding embeddings has
a double effect: (1) it speeds up training and inference as it effectively constrains the
search space, and (2) it reduces model size from 60m to 44.4m parameters
(FlanT5g;,,,4) or from 220m to 198.7m (FlanT55,,) without losing any modelling
capability and expressiveness in organic reaction prediction tasks. We denote vari-
ants that rely on the vocabulary and embed the trimming step as +trim, and variants
with the original vocabulary as +orig. Different model variants are then possible
when this step is combined with input preprocessing strategies (+none+orig as the
simplest variant without any interventions versus, e.g., +Smi+orig or +smi+trim).

Finally, given that SMILES comprise only special symbols, numbers, and
alphabet letters where common atoms involved in organic reactions are represented
as single or double letters, namely Br, Cl, N, O, S, P, F, I, b, c, n, o, s, p (note: upper
case letters refer to non-aromatic atoms and lower case letters refer to aromatic
atoms in SMILES), all the characters in SMILES sequences are UTF-8 compatible
and can be easily fed into a tokenisation-free byte-level model such as ByT5. ByT5 is
‘tokenisation-free’ as it does not rely on a learned vocabulary to map words or sub-
word units to vocabulary items and simply operates on the vocabulary of 256 UTF-8
characters. Therefore, in this work we also analyse the potential of such byte-level
natural language-pretrained encoder-decoder models for organic reaction predic-
tion tasks. We run ByT5 without any input preprocessing to keep the length of the
sequences tractable, e.g., the only variant tested is +none+orig. In prior work in NLP,
it was shown that ByT5 is significantly more robust to noise in the data and
performs better on tasks that are sensitive to spelling, grammar errors and
ambiguous expressions, such as text on social media platforms or speech tran-
scribed to text.”® Our goal is to assess whether ByT5’s advantage related to dealing
with noise in NLP data can be translated to better handling of noise in the chemical
reaction data such as typically encountered in the USPTO datasets.

2.3 Decoding strategy

In NLP, the use of the decoding strategy (i.e., the method used to generate strings
from the model) can have a profound impact on output text.>* However, the
impact of the decoding strategy when working with SMILES as the input has not
been properly investigated: prior work® typically fixes the decoding strategy to the

§ In practice, we did not tokenise the entire set of 116m SMILES sequences but stopped tokenisation
when we encountered that the set of ‘seen subwords’ has not been extended after seeing 500k new
SMILES sequences.
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standard beam search (with beam width fixed, typically to 5), and does not
provide any further evidence on how the chosen decoding strategy might impact
the final output. In this paper, we thus compare the performance with much more
efficient greedy search decoding to the standard beam search, and also analyse
how varying beam width impacts the final results. Moreover, we also run addi-
tional experiments with more sophisticated text generation strategies adopted
from NLP research such as nucleus sampling® and contrastive search.”® For tech-
nical details on the respective generation strategies, we refer the reader to the
original publications.

3 Experimental setup

We examine a range of encoder-decoder models with distinct properties (e.g.,
tokenisation, model size, model architecture) in a variety of setups (e.g., full-model
fine-tuning, parameter-efficient fine-tuning, training data size, inference strate-
gies). After further combining with a range of possible reaction prediction tasks (e.g.,
forward reaction prediction, single-step retrosynthesis, reaction yield prediction,
reaction type classification), this yields a huge space of possible experimental
configurations. Therefore, due to the large computational demands associated
with the full experimental space, we do not present the full spectrum of results
across all possible tasks; we rather zoom in and provide a representative selection
of models, tasks, and experimental configurations that offer useful insight into
the main interactions and models’ inner workings without loss of generality.

3.1 Target tasks and datasets

Following prior work,>® we train and evaluate the models on:

(1) Forward reaction prediction (FWD-S) with reactant-reagent separationq on the
USPTO_MIT dataset. The full training set consists of 409 035 input-output pairs.

(2) Single-step retrosynthesis (RETRO) on USPTO_50k, where the full training set
comprises 40 029 input-output pairs.

(3) Reagent prediction (REAG) on the USPTO_500_MT dataset. While USP-
TO_500_MT has been created primarily as a multi-task dataset,® unless stated
otherwise we conduct task-specific tuning for the single task using only its cor-
responding data, which comprises 116 360 input-output pairs.

We use the datasets and corresponding splits as provided by Lu et al.® We
evaluate all the models on the full test set of the RETRO task (5004 pairs), while we
randomly sample 10 000 test instances from the full, larger test sets of FWD-S and
REAG to speed up inference due to a large number of experiments.||

3.2 Input preprocessing

We experiment with different input preprocessing strategies primarily for FlanT5
(with some experiments on T5) as illustrated in Fig. 2. The maximum input

9§ Preliminary experiments in the task version with mixed reactants and reagents,® yields very similar
relative trends in results and comparisons; we thus omit it for brevity and to save computation.

|| We have empirically validated that the relative trends in results do not change due to the test set
sampling. We also run a smaller selection of models on full test sets to enable direct comparison to
prior methods that operated on the same datasets.
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sequence length is task-dependent and is defined based on the longest input
sequence in each task-specific training set. Accordingly, the maximum output
sequence length is also set according to the longest output sequence in the cor-
responding training sets.

3.3 Evaluation metrics

We report the standard accuracy at rank K (Acc@K) scores, measuring if the gold
sequence can be found in the top K output sequences generated by the model. We
select K-s following prior work (i.e., it is {1, 3, 5} for RETRO and REAG, and {1, 2, 5}
for FWD-S).

3.4 Continued pretraining setup

For the cont variants that run self-supervised continued pretraining on SMILES
data, we randomly sample a pretraining set of 10m SMILES from the full set of
116m SMILES, and run continued pretraining for 400 000 steps. It might be
possible that longer pretraining and a larger pretraining set — as conducted e.g. by
T5Chem® - might yield models better adapted to SMILES input and output, but
that setup exceeds our computational resources. We run continued pretraining
for the FlanT5 g, +trim+smi variant and ByT53.,.; the batch size is set to 64 for
both models, learning rate is set to 0.0001 with inverse square root decay, and the
optimiser used is Adafactor.*

3.5 Training setup

Due to a large number of experiments, we run a very constrained hyperparameter
search, based on the development sets of FWD-S and RETRO and FlanT5.
smairtnone+orig as the underlying model variant. The found hyper-parameters are
then ported to all the other models: we acknowledge that finer-grained hyper-
parameter optimisation is warranted as part of future research. Unless stated
otherwise, we fine-tune with the learning rate set to 0.003, batch size is 64, weight
decay is set to 0.01, and warm-up is set to 5000 steps. For FWD-S in the standard
setting we fine-tune for 100 000 steps (~16 epochs), while we fine-tune for 100
epochs for RETRO (62.5k steps), and 50 epochs for REAG (~90k steps).** The
optimiser is Adafactor in all the experiments. For each model variant and task, we
select the checkpoint based on performance on the corresponding development
set: in most cases, it is the end checkpoint.

3.6 Inference setup

The main decoding strategy is a standard beam search with beam width set to 5,
again following prior work.>*** In Section 4.6, we also analyse the impact of beam
width on Acc@1 scores, and also run preliminary investigations with more
sophisticated decoding strategies borrowed from NLP research (see Section 2).

** We capped the maximum number of steps to 100k to keep training times manageable and the work
computationally feasible given the large number of trained models. We note that FWD-S has by far the
largest training set out of the three tasks and there is a possibility that the models on FWD-S are
‘under-trained’ and would benefit from additional fine-tuning.
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4 Results and discussion
4.1 Impact of the underlying encoder-decoder model

The results in the three tasks with different underlying encoder-decoder models
are summarised in Table 1, where several findings emerge. First, results from all
the models are ‘in the same ballpark’ although some variation across different
models does exist. For instance, FlanT5 is a better initialisation point for task-
specific fine-tuning than the corresponding original T5, yielding higher scores
across all Acc@K metrics and all three tasks. Second, byte-level models offer the
highest and most robust performance across the three tasks on average, indi-
cating that a byte-level ‘tokenisation-free’ approach is a promising avenue for
future work dealing with SMILES input and output. Next, the two models that
were already fine-tuned on SMILES data and relevant tasks do not exhibit any
advantage as starting points for task-specific fine-tuning over the ‘language-
tuned’ models such as FlanT5 and ByT5. The exception is the REAG task where
molT5p,s and nach0p,s, show strong performance: we suspect that this is due to
the fact that the exact REAG training data was already included in their multi-task
tuning, while they did not see the data of the other two tasks beforehand. Finally,
a general important finding is that ‘language-pretrained’ encoder-decoder
models can be directly used for task-specific fine-tuning, even without any
SMILES-oriented self-supervised pretraining, yielding competitive and robust
performance.

Running the best-performing models on the full test set of FWD-S yields the
peak Acc@1/Acc@5 scores of 90.2/96.2 which surpasses the performance of
Molecular Transformer® (88.8/92.6) and is close to the T5-Chem model (90.4/96.4)
despite the fact that the models have not been pretrained on SMILES prior to task-
specific fine-tuning. The advantage over Molecular Transformer also occurs on
the full test set of RETRO (Acc@1 of 45.0 vs. 43.5), but the gap to T5-Chem is
slightly larger (45.0/66.7 vs. 46.5/70.5). Additional results showing the minimal
variation in relative trends in results between the subsampled 10k test set and full
set are available later in Table 4.

Table 1 Results in the three evaluation tasks (see Section 3) with different encoder—
decoder architectures (see Section 2) trained on the full single-task training set. T5 and
FlanT5 use the following configuration: original vocabularies (+orig) with 'SMILES spaces’
(+smi). All the results are obtained with standard beam search (beam size of 5). Peak scores
per column are in boldface

FWD-S RETRO REAG
Model | Acc@1 Acc@2 Acc@5 Acc@1 Acc@3 Acc@5 Acc@1 Acc@3 Acc@5
T5gmait 89.01 93.36 95.45 42.35 57.97 63.13  3.85  7.36  9.32
T5pase 89.28 93.36 95.47 42.59 58.31 62.89 20.33 29.72 33.90
FlanT5 g4, 89.83 93.73 95.73 44.86 61.45 66.55 23.27 31.86 35.82
ByT5smau 90.06 93.75 95.71 43.96 58.81 63.09 22.85 31.20 35.43
ByT5545¢ 90.10 93.90 96.07 44.74 60.25 64.89 24.18 32.27 36.18

molT5s,q/' 88.98 93.23 95.60 42.63 59.09 63.53 20.89 27.81 31.39
molT5,,:."* 89.90 93.68 9575 42.71 5845 63.77 250  32.87 36.82
nachOge'> 87.33 9212 9472 4133 57.35 62.59 250  33.54 37.26
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4.2 Impact of input preprocessing, vocabulary size and tokenisation

The results of the analysis, based on the FlanT5 model family, are provided in
Table 2. We observe that trimming the vocabulary and the corresponding
embeddings (i.e., the +trim+smi variant) does not have any negative impact on the
final performance: in contrast, due to the side-effect of constraining the search
space, it even has a slight positive impact on the final scores. In terms of input
preprocessing, +smi has a slight edge over +simple and +none (but the differences
are sometimes minimal). This holds for FlanT5 of both tested sizes as well as for
the original T5 model of those sizes (not shown). We speculate that this might be
due to the fact that the language-pretrained model is better adapted to seeing
input that contains whitespaces, but further investigations are warranted in
future research. The random variant without any language-specific pretraining is
unable to learn the task well, even with relatively large amounts of training data
(e.g., ~400k training instances for FWD-S), which again indicates the importance
of non-random initialisation from the language-pretrained model.

Finally, as expected, the +trim+none variant provides extremely low scores: we
report it for didactic purposes to emphasise how the mismatch between input
preprocessing, vocabulary and tokenisation can have extremely detrimental
negative impact; this variant trims the vocabulary based on the +spaces pre-
processing, while the actual input to the model does not undergo the same pre-
processing step, which creates the mismatch and the model has to deal with (sub)
sequences that result in the ‘unknown’ tokens.

4.3 Impact of model size

Zooming again into Table 1 and 2, we observe that, as expected, the Base variants
of different models offer slightly higher performance than the Small variants. This
holds for T5 and FlanT5 as well as for ByT5 and molT5. However, the gap between
Small and Base is not large (the only exception is T5 on REAG, see Table 1):
therefore, the choice of the model size also depends on the final need - if
performance is paramount, Base is a stronger option, while the Small variants
trade off some performance for improved training and inference efficiency.

In order to verify if further performance benefits can be reaped from an even
larger encoder-decoder model, we fine-tune FlanT5;,,,. (780m parameters) in the
RETRO task. However, the increase in model size does not result in any increase
in performance, with obtained Acc@1/Acc@3/Acc@5 scores of 43.96/59.61/64.23.
In fact, the scores even decrease a bit, which might be the result of overfitting to
the RETRO training data.

4.4 Impact of continued SMILES-based pretraining

Continued pretraining (the +cont variant in Table 2) does not have a positive
impact on final task performance in FWD-S and RETRO: in fact, it even yields
slight performance drops. However, the +cont variant of ByT55,s. does yield some
small gains in both tasks when we decrease the learning rate for fine-tuning from
the default 0.003 to 0.0003: it reaches 90.37/93.9 (Acc@2)/96.07 in FWD-S and
44.88/61.33 (Acc@3)/66.29. These mixed preliminary results call for further
investigation and also indicate the importance of finer-grained hyper-parameter
optimisation, which is required as part of future research.
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4.5 Visualisation of prediction with SHAP

To check the chemistry validity of our models, we applied SHAP (SHapley Additive
exPlanations)* to explain the predictions made by ByT5 and FlanT5 (+orig+none
variant of FlanT5 is used for simplicity). The SHAP explanations visualise the
contributions of reactant and reagents to the structure of the predicted product at
the token level. SHAP is a popular approach to explain the output of any machine
learning model using game theory. The key idea behind SHAP is to calculate the
Shapley values for each feature of the dataset and each Shapley value represents
the impact of that feature on the model’s prediction. In the case of sequence input
and output, such as the reactions we work with, multiple Shapley values are
calculated for every token in the input sequence (i.e. reactant and reagents) for
every token in the output sequence (i.e. the predict product). These SHAP values
can be visualised in a matrix-like heatmap.

We analysed a classic organic reaction: the generation of ketoxime from hydrox-
ylamine and ketone in the presence of HCl and CH;OH. The SMILES representation
of the reaction is as follows: NO.O=C1CCCc2ccccc21.CO.CI>>ON=C1CCCc2ccccc21.
This reaction involves first the nucleophilic attack of the nitrogen in hydroxylamine
(NH,—-OH) on the carbonyl carbon in the ketone, followed by two successive proton
transfers from the nitrogen to the oxygen in C=0 to allow for elimination of water,
resulting in the formation of the oxime functional group (C=N-OH) (Fig. 3).

Fig. 4 displays the computed Shapley values for this reaction from the ByT5
and FlanT5 models. The figure is generated using Seaborn heatmap and coloured
using the ‘bwr’ colormap from matplotlib. The y-axis represents the sequence of
tokens from the reactants and reagents, while the x-axis represents the sequence
of tokens from the predicted product. Additionally, we visualised the impact of
tokens in the reactants and reagents on the first few tokens in the product by
projecting the Shapley values onto their 2d structures (Fig. 5). Fig. 5 was generated
using the GetSimilarityMapFromWeights function in RDkit*® and coloured using
the ‘bwr’ colormap from matplotlib.

Both models highlight the hydroxylamine (N and O, token_0 and token_1 from
ByT5; NO, token_0 in FlanT5) as having the most significant impact on the
product, which aligns with the underlying reaction mechanism. Furthermore,
both models correctly identified that =N-OH in the product originates from the
hydroxylamine, while the oxygen in the reactant ketone has a much weaker
impact. This suggests that the models may have learned the correct reaction
pathway, i.e. the oxygen in the ketone as the leaving group. In addition, atoms
present in both the reactant and product (such as the aromatic ring and the cyclic
aliphatic ketone) also exhibit noticeable impact. For the double bond in C1=N-
OH, neighbouring carbons in the cyclic aliphatic ring have a strong impact.
Although the exact reason for this is not clear, it is well known that Sy2 reactions,

NH,-OH

Fig. 3 The reaction mechanism to generate ketoxime from ketone and hydroxylamine.
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Fig. 4 Computed Shapley values for the reaction.
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Fig. 5 Visualisation of the impact of tokens in the reactants and reagents on the first few
tokens in the predicted product.

like this one, are sensitive to steric hindrance from neighbouring atoms. It is
likely that our models have learned correlations between key substructures of the
molecule, as has been observed in T5Chem.
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We provide two additional examples of SHAP analysis with more complex
product structure and reaction conditions (e.g. reagents) in the SI.T FlanT5 seems
slightly better at identifying key reagents involved in the reactions compared to
ByT5. However, the impact of the reagents is not always associated with the
reaction centre. Further work is needed to provide a more quantitative analysis of
the SHAP method for chemical reaction prediction models.

4.6 Further analyses

4.6.1 Data efficiency experiments. Data efficiency experiments are run on the
FWD-S task, where we subsample smaller training data, taking 1/2 (204518
training instances), 1/4, ..., 1/128 (3196 instances) of the full FWD-S training set.
Each smaller set is a subset of all the larger (sub)sets. The models in comparison
are Base versions of FlanT5 (+trim+smi), ByT5, and molT5: the summary of their
performance across different FWD-S data sizes is provided in Fig. 6. The three
models display very similar ‘performance trajectories’ where molT5 lags slightly
behind the two other models for smaller data samples across both Acc@K
metrics. Combined with the results already observed in Table 1 and 2, these plots
point to a more general conclusion that the actual training data size and quality is
more instrumental to the final performance than the chosen encoder-decoder
architecture. While there is some variation that stems from the choice of input
preprocessing, tokenisation, and model size, the data size is still a key factor
determining the ‘performance magnitude’. This conjecture calls for future
research across two axes: (1) creation of larger and higher-quality training and
evaluation datasets® for single-task and multi-task training; (2) work on more
sample-efficient learning via transfer learning.

4.6.2 Impact of the decoding strategy. We vary beam width from 1 (greedy
search) to 10 for two high-performing model variants in FWD-S and RETRO and
plot the Acc@1 and Acc@5 scores in Fig. 7. Very similar patterns have also been
observed for other model variants across different tasks. First, we note that the
most efficient decoding strategy, greedy search, is already very competitive in
terms of Acc@1 scores and only marginal gains can be achieved with beam
search. Moreover, Acc@1 with larger beam sizes saturates quickly and the peak
Acc@1 score is typically achieved already with beam size set to 2 or 3. This
basically indicates that for efficiency reasons, if Acc@1 is paramount, there is
typically no need to increase the beam size. Moreover, for larger beam sizes (>5),

%0 FlanTs —a FlanT5 a1
ByTS * 90 ByTS e g
- MolT5 o = MolTs < g

Accuracy@l
oo
g
]
Accuracy@5
Q

30 s /
w w
28 164 132 116 18 14 12  Ful vi28 164 132 146 18 14 12  Ful
Training Data Sample Training Data Sample

(a) Acc@1 Scores (b) Acc@5 Scores

Fig. 6 Data efficiency experiments: (a) Acc@l and (b) Acc@5 scores in the FWD-S task on
the same test set of 10 000 instances while varying the size of the training set (taking the
fraction of the full set as denoted in the x axis); the FlanT5 variant is +trim+smi.
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Fig. 7 Beam analysis experiments: (@) FWD-S; (b) RETRO; we vary beam size from 1
(greedy) to 10; the FlanT5p,s variant is +trim+smi.

Acc@5 scores even seem to slightly decrease as the model might provide more
exploratory generations.

Additional experiments with top-K sampling, nucleus sampling and contras-
tive search with hyper-parameters suggested from NLP research (e.g., temperature
for top-K sampling, top_p for nucleus sampling), did not yield any noteworthy
benefits over the simple greedy search. Changing the hyper-parameters for the
efficient nucleus sampling based on development set performance can yield
slight benefits at inference over greedy search without damaging inference effi-
ciency, but the gains are typically slight, ranging between 0.1 and 0.4 Acc@1
points. In summary, a more focused study on the impact of decoding strategy for
SMILES generation is also warranted as part of future research.

4.6.3 Estimate of training time on GPUs. We provide a rough estimate of
wall-clock GPU time for several model variants in the training-wise most
demanding FWD-S task (400 000+ instances) in Table 3. The estimates were made
in the following setup for all models: 100 000 training steps with the batch size of
16 and gradient accumulation of 4 (yielding the effective batch size of 64), input
sequence length and output sequence length set to 144. All the estimates are
based on single runs on a single 24GiB NVIDIA RTX 4090 GPU. The time estimates
indicate that the main experiments with the chosen model architectures and their
corresponding size can typically be run on consumer-level GPUs. Another finding
is that some speed-ups can be achieved via trimming the vocabulary and the
corresponding embeddings (moving from +orig to +trim) without any perfor-
mance degradation (see Table 2 again).

4.6.4 On inference efficiency. Concerning inference time, our previous
experiments with decoding strategies have already indicated that, especially if

Table 3 Wall-clock time estimates for the full training run (100 000 training steps) in the
FWD-S task on a single 24GiB RTX 4090 GPU

Model variant Time
FlanT5,+orig+smi 5 h 20 min
FlanT5g,,qttrim+smi 4 h 25 min
FlanT5 g, torig+smi 14 h 50 min
FlanT5g.s.+trim+smi 13 h 35 min
ByTsSmall 16 h 20 min
ByT5p4se 30 h 55 min
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Table 4 Wall-clock time estimates and Acc@1 for the inference runs in the FWD-S task on
the Full and the subsampled 10k test set using a selection of models, with two decoding
strategies with varying batch sizes at inference. The two FlanT5 models rely on the
+trim+smi configuration

10k Full

Model | Acc@1 64 16 4 Acc@1 64 16 4

Greedy search

FlanT5g,,; 89.10  1'15" 3577  11'56" 89.20  4/53"  15'53"  46/25"
FlanT535, 89.85 227" 5'49" 17'59”  89.73 9'59" 22/53”  1h12'14”
ByT5smau 89.91 233" — — 90.01 10'23”  14'29” 2808”
ByT554se 89.95 323" 4'21” 9'6” 90.01 13'36” 17'25"  36/38”

Beam search (beam = 5)
FlanT5¢na 89.32 648" 836" 1822 89.36  27'23" 35'55" 1h12/48"

FlanT5z,45, 89.91 12'59"  13'41”  27'4" 89.86 52/32"  54'1" 1h44'19"
ByT5sman 90.06 12/40"  13'42” 16'5" 90.10 51'5" 53'57"  1h4'32"
ByT5545¢ 90.10 1420  15'23”  1839”  90.20 58'18” 1h4’4” 1h14'9”

top-1 accuracy is paramount, a better trade-off between inference efficiency and
performance can be struck with smaller beam width or even with the simple
greedy search. Besides the chosen decoding strategy and hardware, there are
other factors that substantially impact inference time. Such factors include the
batch size during inference, as well as the actual model size, where smaller
models can accommodate larger batch sizes which also positively impacts
inference time. All of this has to be taken into account when choosing the right
model (e.g., optimising for the Pareto front of performance vs. efficiency for
different tasks). In Table 4 we show wall-clock inference times in the FWD-S task
on the full test of 40k instances as well as on the subsampled 10k test set, again
relying on a single 24GiB NVIDIA RTX 4090 GPU, where the time estimates are
based on an average of 3 independent runs.

Since we implemented customised inference batching, we acknowledge that
further efficiency gains might be met through additional code optimisation and/
or through the use of quantisation techniques;* this goes beyond the scope of
this work.

4.6.5 On multi-task fine-tuning. While all previous experiments focused on
task-specific single-task fine-tuning which yields models specialised for a single
task, we also briefly test whether pretrained language models such as ByT5 and
FlanT5 can be readily used for multi-task fine-tuning as well, even without any
modification of the fine-tuning protocol. To this end, we rely on exactly the same
setup and hyper-parameters as with single-task tuning previously (see Section 3)
and we run multi-task fine-tuning for 100 000 training steps on multi-task data of
the USPTO_500_MT dataset:® it again covers three tasks (forward reaction
prediction, retrosynthesis, and reagent prediction), where training data of each
task constitutes 116 360 instances for the total of 349 080 training instances for
multi-task training. Each instance is marked by a specific prefix (Product:, Reac-
tants:, Reagents:) which links it to the original task.

We fine-tune two models - FlanT5 . (+orig+none for simplicity) and ByT5gq1
- and run standard evaluation on the three tasks. Acc@1 scores of the multi-task
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model on the three tasks are 24.01 (REAG), 95.82 (FWD), 71.77 for FlanT5 g, and
24.15, 96.78, 72.24 for ByT5g,,4;. This indicates that multi-task fine-tuning is also
possible starting from language-pretrained model checkpoints. We noted that
Acc@1 scores from multi-task models are higher on both FWD (95.82 and 96.78)
and RETRO (71.77 and 72.24) compared to our single task models presented in
Table 1 and 2 (~90 for FWD and ~44 for RETRO). The 70% RETRO accuracy from
the multi-task models is above the typical 45-50% but is consistent with the
findings from the recent paper of Lu and Zhang® which used a similar multi-task
approach. Our accuracy range is also broadly in line with several recent literature
sources that explored various GNN models and data augmentation strategies (top-
1 accuracy 60% to 70% for retrosynthesis).?®* Possible reasons of our higher top-
1 accuracy on RETRO task are:

(1) Different datasets: for single task-specific experiments, we used corre-
sponding dedicated datasets (e.g., USPTO_MIT for FWD-S; USPTO_50k for
RETRO). For multi-task fine-tuning we used the dataset USPTO_500_MT created
by Lu and Zhang exactly for multi-task fine-tuning and evaluation. This dataset
contains five objectives: forward reaction prediction, single-step retrosynthesis,
reagent prediction, reaction type prediction, and reaction yield prediction.
According to Lu and Zhang, “the training, validation and testing sets are well
separated to ensure no reaction overlapping across all tasks” to avoid a possible
data leakage problem.® In terms of size, USPTO_50k includes 50 016 reactions
which is much smaller than USPTO_500_MT which contains 143 535 reactions.
However, the higher accuracy may not be fully accounted for just based on dataset
size as it has been shown that a larger dataset such as USPTO_MIT (480k reac-
tions) only brings small improvement in RETRO top 1 accuracy.”®*

(2) Advantage of the multi-task approach: multi-task reaction prediction has only
emerged in the past few years, demonstrating that forward reaction, retrosyn-
thesis and reagent predictions are different yet closely related tasks and can
therefore be leveraged together to build a more robust model.***** Qiao et al.
showed that transformer-based multi-task models can improve top-1 accuracy by
7-10% using just a few thousand reactions and the extent of improvement can
depend on training data size.** With our much larger multi-task training data
(USPTO_500_MT, 143535 reactions), a higher improvement in accuracy is
possible.

We then continue to fine-tune multi-task ByT5g,,,; for the single REAG task.
This yields marginal gains in the REAG task (from 24.15 to 24.38 with greedy
search), but, as expected, it also yields catastrophic forgetting of the other two
tasks (e.g., Acc@1 drops from 95.82 to 35.26) due to full-model specialisation.
Motivated by these preliminary results, we plan to delve deeper into multi-task
fine-tuning setups in future work, also coupled with recent advances in
modular and parameter-efficient learning in NLP that by design avoid issues such
as catastrophic forgetting and interference in multi-task setups.**¢

5 Reflection and conclusion

Our work operates at the intersection of several broad areas of NLP research and
Al in chemistry, including multi-task learning, transfer learning and computer-
assisted synthesis planning. Our preliminary results indicate that although
FlanT5 and ByT5 are pretrained only on language tasks, they provide a solid
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foundation for fine-tuning in reaction prediction. This suggests that GPU-
extensive pretraining on large unlabelled molecules may not be essential to
leverage the power of these state-of-the-art language models for chemistry. While
there is some variation that stems from the choice of input preprocessing, toke-
nisation, and model size, the training data size is instrumental to the final
performance of the fine-tuned models. It is worth noting that the USPTO_500_MT
dataset used in our work (a subset curated from the full USPTO (1976-2013)
dataset®) covers only general organic reactions. It contains limited stereochem-
ical information®® and data on catalysts is scarce. Further fine-tuning will be
necessary to specialise our models to specific types of reactions or prediction
tasks. In such cases, factors that are not significant to the performance of our
models could be explored further. For example, when predicting catalysts, a larger
beam size and perhaps more sophisticated decoding strategies will be needed to
provide more exploratory predicted output. For future work, we plan to delve
deeper into multi-task fine-tuning using recent advances in parameter-efficient
and modular learning and improve our models for novel and more challenging
reaction prediction tasks.

5.1 Limitations

One limitation of this wide empirical study is that, due to a large number of
experiments coupled with computational constraints, all the experimental
configurations were run once (with a random seed set to 42), while averaging over
multiple training runs is a typical good practice.** However, in our preliminary
experiments, we verified that score fluctuations were minimal, which should
mitigate this concern. Furthermore, as mentioned in Section 3, a larger-scale per-
model and per-variant hyper-parameter optimisation might also yield improved
performance. Better performance may also be achieved via longer fine-tuning and
checkpoint selection using the development sets. We also have not extensively
explored the full range of possible decoding strategies, nor have we thoroughly
optimised hyper-parameters associated with the tested decoding strategies (e.g.,
for nucleus sampling): this can also be further tuned on the task-specific devel-
opment sets. Future work should also further analyse the interplay between
longer and more GPU-intensive self-supervised pretraining on larger SMILES data
and task-specific fine-tuning.

Data availability

Code related to single-task fine-tuning and inference of T5-style models is avail-
able at https://www.github.com/cambridgeltl/chem-encdec/.
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