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Hierarchical defect-induced condensation in
active nematics†

Timo Krüger,‡a Ivan Maryshev ‡a and Erwin Frey *ab

Topological defects play a central role in the formation and organization of various biological systems.

Historically, such nonequilibrium defects have been mainly studied in the context of homogeneous

active nematics. Phase-separated systems, in turn, are known to form dense and dynamic nematic

bands, but typically lack topological defects. In this paper, we use agent-based simulations of weakly

aligning, self-propelled polymers and demonstrate that contrary to the existing paradigm phase-

separated active nematics form �1/2 defects. Moreover, these defects, emerging due to interactions

among dense nematic bands, constitute a novel second-order collective state. We investigate the

morphology of defects in detail and find that their cores correspond to a strong increase in density,

associated with a condensation of nematic fluxes. Unlike their analogs in homogeneous systems, such

condensed defects form and decay in a different way and do not involve positively charged partners. We

additionally observe and characterize lateral arc-like structures that separate from a band’s bulk and

move in transverse direction. We show that the key control parameters defining the route from stable

bands to the coexistence of dynamic lanes and defects are the total density of particles and their path

persistence length. We introduce a hydrodynamic theory that qualitatively recapitulates all the main

features of the agent-based model, and use it to show that the emergence of both defects and arcs can

be attributed to the same anisotropic active fluxes. Finally, we present a way to artificially engineer and

position defects, and speculate about experimental verification of the provided model.

1 Introduction

The characteristic features of a nematic liquid crystal are the
emergence of long-range orientational order and the occurrence
of half-integer topological defects, which, however, are annealed
at thermodynamic equilibrium.1 The dynamics of its nonequili-
brium counterpart, an active nematic,2–4 is in contrast governed
by the persistent creation and annihilation of pairs of topological
defects with opposite charges, leading to a dynamic steady state
commonly referred to as active turbulence.5 Dense gel-like
mixtures of microtubules (cytoskeletal filaments) and kinesins
(molecular motors) that cause relative sliding between micro-
tubules have become experimental platforms for studying the
formation, dynamics, and annihilation of these toplogical
defects.6,7 The observed complex defect dynamics have been
investigated using hydrodynamic theories.8,9 The basic insight
derived from such studies is that topological defects constantly

generate active flow in momentum-conserving systems10,11 or
active flux in momentum non-conserving systems.12,13

Another experimental model system for active nematics is
the actomyosin motility assay, in which actin filaments actively
glide over a lawn of myosin motor proteins, performing a
persistent random walk with constant speed.14,15 These systems
exhibit phase separation into dense polar-ordered regions and
dilute disordered regions, which is further corroborated by
numerical analyses of corresponding theoretical models.16–18

Tuning the interaction between actin filaments by the addition
of polyethylene glycol led to the emergence of a dynamic coex-
istence of ordered states with fluctuating nematic and polar
symmetry,19 which has been explained by pattern-induced sym-
metry breaking.20 Systems exhibiting dense, purely nematic
lanes have been thoroughly investigated by both simulations
and hydrodynamic theories.13,21–28

As for half-integer topological defects, the common paradigm
states that they are absent in dilute self-propelled active
nematics,29 but fundamental exclusion criteria for their existence
have not been given. In fact, no steady-state topological defects
have yet been found in this subclass of strongly phase-separated
active matter. So far, it has only been observed that transient
defects can occur in models with weak density inhomogeneity
during the coarsening process.30 Moreover, toy models inspired

a Arnold Sommerfeld Center for Theoretical Physics (ASC) and Center for

NanoScience (CeNS), Department of Physics, Ludwig-Maximilians-Universität

München, Theresienstrasse 37, 80333 Munich, Germany. E-mail: frey@lmu.de
b Max Planck School Matter to Life, Hofgartenstraße 8, 80539 Munich, Germany

† Electronic supplementary information (ESI) available. See DOI: https://doi.org/

10.1039/d3sm00895a

‡ T. K. and I. M. contributed equally to this work.

Received 8th July 2023,
Accepted 11th October 2023

DOI: 10.1039/d3sm00895a

rsc.li/soft-matter-journal

Soft Matter

PAPER

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

6 
N

ov
em

be
r 

20
23

. D
ow

nl
oa

de
d 

on
 0

2.
06

.2
02

5 
13

:5
6:

28
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.

View Article Online
View Journal  | View Issue

https://orcid.org/0000-0002-4399-6632
https://orcid.org/0000-0001-8792-3358
http://crossmark.crossref.org/dialog/?doi=10.1039/d3sm00895a&domain=pdf&date_stamp=2023-10-20
https://doi.org/10.1039/d3sm00895a
https://doi.org/10.1039/d3sm00895a
https://rsc.li/soft-matter-journal
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d3sm00895a
https://pubs.rsc.org/en/journals/journal/SM
https://pubs.rsc.org/en/journals/journal/SM?issueid=SM019046


This journal is © The Royal Society of Chemistry 2023 Soft Matter, 2023, 19, 8954–8964 |  8955

by dilute nematic systems without self-propulsion can exhibit
defect formation.25 However, the authors attest that the connec-
tion of their phenomenological theory to existing experimental
systems is tenuous.

Here we investigate dilute active nematics for the presence of
defects using an agent-based model of ‘‘weakly-aligning self-
propelled polymers’’ (WASP) which has been shown to faithfully
reproduce the behavior of real actomyosin motility assays on all
relevant length and timescales including pattern formation
processes and the topology of the phase diagram.18,19 This
allows us to leverage these agent-based simulations as an in
silico experimental system with which to discover new phenom-
ena. We show that the two hitherto seemingly incompatible
phenomena—phase separation and topological defects—are
actually closely linked in weakly interacting active nematics.

In particular, we characterize a subclass of topological
defects associated with the compression of nematic fluxes,
which are similar to phenomena predicted in conceptual
models,25,30 albeit in a different context. These defects appear as
characteristic collective excitations in a novel nonequilibrium
steady state. They are in dynamic equilibrium with nematic lanes
from which they emerge and into which they disassemble. Addi-
tionally, we find another type of topologically charged structure,
filamentous arc ejections (FAEs)—elongated arc-shaped polymer
bundles that detach from nematic bands—remotely resembling
+1/2 defects. To elucidate the mechanisms underlying these
phenomena, we also introduce a hydrodynamic theory, building
on previously published models.13,25 Exploiting the respective
strengths of these two complementary theoretical approaches,
we uncover a close relationship between the dynamics of phase-
separated nematic bands, formation of topologically charged
structures, and the associated condensation phenomena.

2 Results
2.1 Simulation setup

We use agent-based simulations that emulate the dynamics of
weakly interacting self-propelled polymers (WASP) of fixed length
L on two-dimensional surfaces building on earlier work;18,19 refer
to the ESI† for further details on the algorithm. Each polymer
consists of a tail pulled by a tip that follows a trajectory corres-
ponding to a persistent random walk with persistence length Lp.
Upon collision of a polymer tip with the contour of another
polymer, a weak alignment torque is assumed to act that changes
its direction of motion [Fig. 1(a)]. Here we use a purely nematic
alignment interaction [Fig. 1(b)] whose strength is set by the
parameter an. Additionally, a small repulsion force F acts on
polymer tips that overlap with other polymers.

Here we are interested in systems that have a collision
statistics with purely nematic symmetry [Fig. 1(b)]. Fig. 1(c)
shows the phase diagram of such a weak nematic as a function
of the average polymer density hriL2 and path persistence
length Lp; hereafter h. . .i denotes spatial averaging. It exhibits
an isotropic–nematic transition from a disordered homoge-
neous phase to a nematically ordered phase.

The phase boundary rn(Lp) approximately scales as Lp
�1;

refer to the ESI† for details. Thus, when the phase diagram is
redrawn as a function of Lp and the spatially averaged normal-
ized density hfi = hri/rn, the phase boundary essentially
becomes a horizontal line [inset of Fig. 1(c)].

2.2 Dense topologically charged structures

As expected for nematically interacting systems, our simula-
tions show isolated nematic lanes that exhibit strong bending
fluctuations on large length and time scales (cf. Movie S1, ESI†)
caused by lateral instabilities.21,31

In our simulations, in addition to these typical nematic
lanes, we also discover distinct types of topologically charged
structures. One class of these are three-armed filamentous
structures containing a topological defect with charge �1/2 at
their center [Fig. 2(a)]. They are typically formed when three
curved nematic lanes—with their convex sides facing each
other—meet and condense into a topological defect with a
high-density core region [Fig. 2(b)]; we do not observe ‘‘colli-
sions’’ of four lanes. Unlike defects in non phase-separated
active nematics, these condensed topological defects (CTDs) do
not have a directly corresponding positively charged partner.
Instead, they are surrounded by an extended topologically
charged region with a dispersed positive charge, as can be seen
in Fig. 2(a) (lower right panel), which depicts the topological
charge density as defined in ref. 25,32. Moreover, our simula-
tions show that the active nematic flux is gradually compressed
as the triple junction of the nematic lanes (defect core) is
approached [Fig. 2(a), top right panel]. This leads to a reduction
in lane width and a corresponding increase in density, which
reaches a maximum in proximity of the core. These three-armed
topological defects are dynamic structures that are constantly
being dissolved and reassembled. A second class of structures we
observe are lateral filamentous arcs that separate from the bulk
of a straight nematic band and eventually move in transverse
direction. A time trace of such a filamentous arc ejection (FAE) is
shown in Fig. 2(c). These structures distantly resemble +1/2

Fig. 1 Nematic interaction between polymers and onset of order. (a) Sche-
matic depiction of two interacting polymers. Depending on whether or not the

impact angle is smaller or larger
p
2

, polymer directions are either aligned (upper

panel) or anti-aligned (lower panel). (b) Illustration of the binary collision
statistics corresponding to a weak nematic interaction between polymers,

which is symmetric with respect to the point
p
2
;
p
2

� �
. (c) Phase diagram of active

nematics with collision statistics shown in panel (b). The blue line shows the
density corresponding to isotropic–nematic transition rn, which is inversely
proportional to the persistence length rn p Lp

�1. Please refer to the ESI† for
details. Inset: The same graph plotted as a function of hfi = hri/rn and Lp.
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defects: they are ‘‘curved’’ and they always emanate in the direc-
tion of their convex side. However, it is crucial to acknowledge
that the observed arced structures possess a characteristic ‘‘hollow
core’’’ and, naturally, cannot be regarded as defects. Somewhat
similar observations have been made in continuum models
constructed for nematic particles with velocity reversals.23 How-
ever, the authors did not address the properties of these structures
or the reasons underlying their formation. While there are
certainly similarities on a superficial phenomenological level
between FAEs and these structures, the underlying mechanisms
and nature of these structures may be quite different.

Having discovered these collective topological structures in
our in silico experiments, we sought to explore how their
emergence is affected by a change of parameters. However,
since the lateral instabilities of nematic bands required for the
formation of CTDs (cf. section ‘‘From CTDs to FAEs and bands’’
below) occur only on very long time scales, a systematic
investigation of a phase diagram in agent-based simulation is
numerically prohibitively demanding. Therefore, we sought an
alternative way to explore the spatiotemporal dynamics of the
systems that would enable us to dissect the processes under-
lying the formation of CTDs and FAEs. As explained next, we
achieved this through constructing a hydrodynamic approach

that captures all the main features of our agent-based
simulation setup.

2.3 Hydrodynamic model provides access to the phase diagram

To this end we used the standard Boltzmann-like approach (see
ESI†). However, as discussed below, this model was insufficient
to explain the emergence of half-integer defects and was there-
fore generalized to include density-dependent corrections.

By analogy with passive model C in the Hohenberg–Halperin
classification scheme33 we formulate a hydrodynamic model
in terms of a density and an order parameter field. For an
active nematic, these are the (normalized) polymer density
f ¼

Ð
dyPðyÞ=rn, and the traceless and symmetric tensor Qij ¼Ð

dyPðyÞ 2ninj � dij
� �

(nematic order parameter), where the unit
vector n = (nx,ny) = (cos y,sin y) defines the the local polymer
orientation vector and P(y) denotes the probability density for
the polymer orientation y. The eigenvector associated with the
larger of the two eigenvalues of the Q-tensor can be viewed as
depicting the average orientation of the polymers.

Unlike classical model C, however, a hydrodynamic model for
active nematics must be intrinsically nonequilibrium in char-
acter and its dynamics can not be determined by the gradient

Fig. 2 Condensed defects and filamentous arc ejections. Left column [(a) to (c)] shows results for agent-based simulations, right column [(d) to (f)] for
the hydrodynamic model. [(a) and (d), left panels] Spatial density distribution of a system simultaneously exhibiting two condensed defects. A magnified
view of one defect (rectangular marked region) is shown in the upper right panels in (a) and (d). The lower right panels in (a) and (d) show the topological

charge density q of the magnified region. In both cases, a �1
2

defect is surrounded by positively charged regions of space. [(b) and (e)] Magnified views of

the formation of a condensed defect. Three convex bands meet and self-focus to form a dense structure, in the center of which the topological charge
that was previously on the outside of the bands is trapped. [(e): same color bar as (d)] [(c) and (f)] Snapshots of the evolution of a filamentous arc ejection
as observed in the agent-based and hydrodynamic models, respectively. [(c): same color bar as (b)] [Parameters are (a) hriL2 = 3.5, Lp = 11.1, (b) and (c)
hriL2 = 2.7, Lp = 14.3, (a)–(c) Scale bars: 15L; see Appendix for further parameters].
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descent in a single free-energy landscape. Nevertheless, using
the analogy to the dynamics near thermal equilibrium, some
intuition can be gained for the design of the model. As we
discuss in more detail below, part of the system’s dynamics can
be understood in terms of two separate effective free-energy
functionals for the non-conservative Q-tensor (FQ) and the
conservative density field (FF), similar to related nonequili-
brium models discussed recently.34

Mass-conservation requires that the density obeys a conti-
nuity equation qtf = �qiJi. In general, for symmetry reasons, the
current must be the gradient of a scalar quantity and a tensorial
quantity containing the Q-tensor. Similar to model B, the scalar
component is of the form Jiso

i = �qim(f) with chemical potential
m(f) = n(f)f. Here, the first and second terms of n(f) = l2 + nff
account for motility-induced effective diffusion with the diffu-
sion constant l2

p Lp
2,35 and for steric repulsion due to

excluded–volume interactions,36–38 respectively. The latter con-
tribution represents the density-dependent correction.

For the tensorial part, we write Janiso
i = �qj[w(f)Qij], which

again is assumed to contain motility- and interaction-induced
parts: w(f) = l2 + wff. Similar as above, the latter term
represents the density-dependent correction motivated by theories
for active nematics,13,26 and it is controlled by the phenomenolo-
gical parameter wf. It will turn out that this anisotropic term leads
to phase separation, since it causes compression in the direction
perpendicular to the axis of the local orientational order. Taken
together, one gets

qtf = qiqj[n(f)fdij + w(f)Qij]. (1)

The isotropic flux (first term) can be written in terms of an

effective free-energy functional FF ¼
Ð
d2x

1

2
l2f2 þ 1

3
nff3

� �
. In

contrast, however, the anisotropic flux (second term in eqn (1))
violates time-reversal symmetry.4,39

We assume the time evolution of the nematic tensor to be of
the form

@tQij ¼ �
dFQ

dQij

� 	st
¼ � dFQ

dQij
� 1

2
dijTr

dFQ

dQij

� �� 	
; (2)

which corresponds to a gradient dynamics (model A) deter-
mined by the effective free-energy functional FQ; here and in
the following [. . .]st denotes the traceless and symmetric part of
a tensor. We have chosen the timescale such that the friction
coefficient in the gradient dynamics is set to 1.

The effective free-energy functional has a standard Landau-
deGennes (LdG) part1 responsible for an isotropic to nematic
transition, but also includes a coupling between density gra-
dients and the orientation of polymers as in inhomogeneous
active nematics,13,26

FQ ¼
ð
d2x

1

2
ð1� fÞQ2 þ 1

2
b Q2
� �2þk @jQij

� �2h i�

�Qij o@i@jfþ oa @ifð Þ @jf
� �
 ��

:

(3)

The LdG free-energy density in terms of the order parameter
Q2 = QklQkl describes a nematic ordering transition at the

critical density fc = 1 with the gradient term playing the role
of a generalised elasticity. The stiffness coefficient (or Frank
constant) k also contains two contributions, one from the
motility of the polymers,21,23 and the other due to interactions:13

kðfÞ ¼ 1

2
l2 þ kfhfi. Note that the last term—the density-

dependent correction to elasticity—is linearised around the
mean value of density hfi (see ESI†). The second line in
eqn (3) takes into account the coupling between density gradi-
ents and nematic order, and can be derived solely on the basis of
symmetry considerations. The functional derivatives of FQ with
respect to the nematic tensor correspond to ‘‘interfacial tor-
ques’’13 in the equation of motion for the nematic tensor. They
rotate the director at the interface between high- and low-density
domains, where the gradients of f are the strongest.

The lowest-order coupling—and the associated ‘‘aligning
torque’’2 o[qiqjf]st—is iconic for active nematics.2,29,35,39 It is
responsible for the destabilization of straight nematic lanes,
eventually resulting in lane undulations (or other types of
chaotic behavior associated with ‘‘dry active turbulence’’’5,13,23).
In our case, this term is due to self-advection (o = l2, see ESI†)
but it can be considered as ‘‘diffusive’’ since anisotropic diffu-
sion of particles leads to an analogous contribution.

Interaction between the polymers yields the next-order cou-
plings in eqn (3). On symmetry grounds there are two different
terms quadratic in f: [fqiqjf]st and [(qif)(qjf)]st; both can also be
obtained by explicitly coarse-graining microscopic models for
interacting active polymers.13 The former recalls the diffusive o-
term (especially after the linearization around hfi) and therefore
is ignored here. The latter is associated with torque, which is
bilinear in the density gradients oa[(qif)(qjf)]st, providing an
effective liquid-crystalline ‘‘anchoring’’’25,40,41 (or preferred
orientation) of the nematic director field with respect to the
density gradients. The parameter oa is taken to be negative to
ensure tangential anchoring, implying that polymers tend to
orient perpendicular to the density gradients (or parallel to the
boundary of dense lanes).

For simplicity, we ignore additional non-linearities in the
equation of motion for the Q-tensor. Such contributions are
considered elsewhere13,42,43 where they are typically regarded as
a modification to the elasticity terms.

Taken together eqn (1) and (2) are a generalization of the
active model C,13,25 which was originally introduced for non self-
propelled biofilaments in the presence of molecular motors. The
major difference is that the model now explicitly includes self-
propulsion. Moreover, by including density-dependent terms, it
shows the same results as the agent-based simulations (see
discussion below) and is therefore quantitatively linked to the
actomyosin motility assay. Finally, it possesses less degrees of
freedom, since most of the terms are rigorously derived and are
controlled by the same parameter (l).

We consider nf,wf,kf,o and oa as phenomenological para-
meters and solve the equations of motion numerically. This
model robustly reproduces the results obtained in the agent-
based simulation to a very high degree of fidelity and for a large
range of parameters. It exhibits CTDs and FAEs whose structure,
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topological charge, and formation process are very similar to the
ones observed in WASP; cf. Fig. 2(d)–(f). Therefore, in the
following we use this hydrodynamic approach to analyse and
underpin the main mechanisms of formation of CTDs and FAEs.

In summary, our model (and the active model C13,25) differs
significantly from the standard theory of active nematics,23

since it contains density-dependent corrections and higher
order terms. Without such modifications the standard active
nematic model is unable to reproduce CTDs.

2.4 From CTDs to FAEs and bands

Encouraged by the promising initial results shown by our
hydrodynamic theory, we took advantage of the relative ease
with which it can be used to determine the long-term behavior,
and generated a (l, hfi) phase diagram [Fig. 3(a)]. As can be seen,
at low values of l and hfi, CTD formation dominates, while in
areas of large l and hfi stable nematic lanes emerge. Between
these regions lies a band of parameters where the system mainly
exhibits FAEs. To test whether these findings obtained with the
hydrodynamic model also hold for our agent-based simulations,
we determined the average number of CTDs present at a given

time in the agent-based simulation along one-dimensional lines
of the (Lp, hfi) phase space—one along a constant value of hfi
and one along a constant value of Lp. Reassuringly, the results
for the agent-based simulations and hydrodynamic model are in
good agreement [Fig. 3(c) and (d)]. We further checked the mean
number of FAEs present in the agent-based simulations as a
function of Lp [Fig. 3(e)]; see ESI† for details. The observed
decline in FAE frequency with increasing Lp is consistent with
the observations in the hydrodynamic model, where at high l no
FAEs occur [cf. Fig. 3(a)]. Taken together, these results demon-
strate that not only do the agent-based and hydrodynamic
models share the same collective states, the frequency of these
states also shows the same dependence on parameter changes.

The above relationships between model parameters and the
occurrence of CTDs or FAEs can be related to the overall dynamic
behavior (in short, ‘‘activity’’) of the system. For both hydrody-
namic and agent-based approaches, three distinct, qualitatively
different dynamic states can be distinguished [Fig. 3(b)].

The first of these is associated with very strong bending
undulations of nematic lanes. It occurs at low values of Lp/l or
hfi and is characterized by constant rearrangement of lanes
[Movies S2, S3, S7, ESI† and Fig. 2(a), (b), (d), (e)]: Lanes
frequently collide leading to the formation of CTDs. In addi-
tion, system-spanning configurations of straight (or only
slightly curved) lanes [cf. Fig. 2(c) and (f)], which may form
randomly, are disrupted by undulations within a fairly short
time. This is consistent with the observation that CTDs are the
predominant phenomenon at low values of Lp/l and hfi,
respectively [Fig. 3(c) and (d)]. Notably, FAEs can also be formed
in this parameter regime following the emergence of short-lived
system-spanning nematic lanes.

The second dynamic state can be found at intermediate
values of Lp/l or hfi. In this regime, bending undulations are
fewer and less pronounced, resulting in straight (or only
slightly curved) and system-wide lanes that are stable over long
periods of time: Elongated openings often appear in the lateral
areas of the lanes, which develop into filamentous arcs [Movies
S4, S8, ESI† and Fig. 2(c), (f) and middle panel of Fig. 3(b)]. This
is in accordance with the observation that FAEs are the pre-
dominant phenomenon observed at intermediate values of Lp/l
or hfi [Fig. 3(a) and (c)–(e)].

The third dynamic state is associated with vanishing bend-
ing undulations at high values of Lp/l or hfi. Here, straight and
system-spanning configurations are stable and no openings
develop in their lateral regions [Movies S5, S9, ESI† and right
panel of Fig. 3(b)]. Consequently, neither FAEs nor CTDs are
observed [Fig. 3(a) and (c)–(e)].

The tendency just discussed for the bending undulations to
become weaker as the values of Lp/l or hfi are increased from
low to high values can be rationalized by the following heuristic
arguments. With increasing Lp/l the Frank constant44 grows,
and the effective elasticity (or collective stiffness of the poly-
mers) yields stronger penalties for orientational distortions. As
a result, the bending instability weakens, as described above.
The hydrodynamic model has allowed us to verify this hypoth-
esis: upon varying the elastic constant k (independently from

Fig. 3 Quantification of the occurrence of condensed defects and filamen-
tous arc ejections in the agent-based simulations and the hydrodynamic
model, plotted as a function of the indicated parameters. As the density and/
or the persistence length (agent-based model) or l (hydrodynamic model) is
increased, the most frequently observed type of collective state changes from
CTDs to FAEs to straight lanes. (a) Phase diagram obtained from the numerical
solution of the hydrodynamic model, which depicts the parameter regimes in
which CTDs (blue dots), FAEs (orange stars), and straight nematic lanes (green
squares) are the dominant structures. (For further details, see ESI†). (b)
Illustration of the three qualitatively different system behaviors as a function
of the indicated parameters (upper arrow) or the strength of bending
undulation (lower arrow). (c) Mean number of CTDs observed in the agent-
based (hydrodynamic) model, plotted as a function of Lp (l). (d) Mean number
of CTDs observed in the agent-based (hydrodynamic) model as a function of
hfi. (e) Mean number of FAEs observed in the agent-based model as a
function of Lp.
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other parameters), we observe that weak elasticity favors the
formation of CTDs, while a strong one yields stable bands. As
the density hfi is increased (for a given and constant system
size), a further effect contributing to higher stability of lanes is
that a system-spanning nematic band occupies a growing
fraction of space, i.e., the bands become wider while the bulk
density remains largely the same [cf. ESI†]. Since broader bands
are less susceptible to a bending instability, an increase of hfi,
as discussed above, leads to the decay of defect formation.

An interesting aside can be mentioned here in the context of
varying values of hfi: for very small densities, close to the onset
of order, both models show a drop in the observed CTD
number [Fig. 3(d)], which is likely due to the fact that there is
less mass within the ordered phase, and therefore not enough
mass to form multiple curved bands necessary for lanes to
collide and CTDs to be created.

Overall, the formation of condensed defects and filamen-
tous arc ejections are both strongly linked to the stability of the
nematic lanes, i.e., to their propensity to exhibit a bending
instability,13,21,24–26 which, in turn, can be externally controlled
by tuning either Lp/l or hfi.

2.5 Detailed structure of CTDs and FAEs

To better understand the structure of the CTDs forming in
agent-based simulations, we studied the polymer flows through
them in detail. To this end, we tracked the motion of each
polymer as it passed through a condensed defect. This enables
us to distinguish the polymer flows from one to another arm of
a defect and investigate whether there is a relationship between
the lateral position of individual polymers and their eventual
direction of turning.

Fig. 4(a) illustrates the flux from one arm of a defect (arm 1)
into the two other arms (arms 2 and 3) [see Movie S6, ESI† for
a representative flux recorded in an agent-based simulation].
The flux in each defect arm gets strongly compressed laterally
in the vicinity of a defect core and then splits almost exactly at
the centerline of the lane, while undergoing a sharp change in
direction [Fig. 4(a)]. Symmetrically the same flux enters the
defect from arms 2 and 3, resulting in the nematic flow
structure depicted in Fig. 4(a) and (c). This also shows that
the flows begin to mix again only at a greater distance from the
center of the defect [cf. color mixing in Fig. 4(b) and (c)]. Hence,
the overall topology often present at the birth of the defect
[Fig. 2(b) and (e)] is preserved in the flow structure of the fully
formed CTD as three barely intermingling nematic flows.

In addition, we investigated whether the velocity of the
polymers is affected as they move through a CTD. As can be
seen from Fig. 4(e), their speed remains almost unchanged and
only a slowdown in the per mil range is observed. One can see
two insignificant velocity drops corresponding to regions with
the maximal density of polymers. Interestingly, in the immedi-
ate vicinity of the core of the defect, the particle velocity briefly
returns to the average value, corresponding to particles inside
the nematic band.

We also studied the temporal evolution of FAEs and their
occurrence over time. To this end, we periodically projected the

density of a system in a configuration that allows the formation
of FAEs onto one-dimensional slides and stacked them to
obtain kymographs (see Fig. S5, ESI†). These reveal that the
detachment of arcs accelerate over time. Further, they show
that in the hydrodynamic model, due to no noise being present,
FAE events occur at regular intervals, whereas in the agent-
based simulations they form stochastically.

Fig. 4 Structure of polymer fluxes through a CTD in agent-based simula-
tions. (a) Schematic depiction of the flux density coming from one specific
arm (the source arm, 1) into the target arms (2 and 3) in grey scale. Solid
white lines are the center lines of the arms. The green dash-dotted line
indicates the boundary of the total flux in the arms. The red dashed line is
the boundary of the flux into the target arms. The two currents into a
source arm mix only in a small region near the center line. (b) Simulation
data visualizing the information shown in (a). All polymers contributed by
one specific arm and going into another specific arm or vice versa are
depicted in the same color; i.e. all polymers derived from or entering arm
1 and entering or originating from arm 2 are colored in red. The small
mixing region of the different fluxes can be identified by the additive color
mixing occurring when streams overlap (e.g. overlapping red and green
fluxes lead to a yellow coloring of the flux-mixture). (c) Pictorial repre-
sentation of the colored simulation data. (d) Illustration of the anisotropic
active flux in the hydrodynamic model. The flux leads to propagation in the
indicated direction of the curved (bent) structures (left panel) and con-
centrates the density in a defect right panel. (e) Average relative velocity
change dv of polymers as they pass through a CTD depicted as a function
of the distance to the defect core d. (f) Schematic depictions of the typical
mutual orientation of adjacent defects in phase-separated (left) and non-
phase separated (right) active nematics. (g) Rotation and disintegration of a
CTD. Blue arrows in schematic top panels show the direction of rotation.
Dissolvement of defects is triggered by the detachment of one defect arm.
(h) Artificially created CTD. By a proper placement of particle sources
releasing polymers in a certain direction (orange arrows in the inset), an
arbitrarily long existing CTD can be created at a definable position.
[Parameters are (b) hriL2 = 3.5, Lp = 11.1, (e) hriL2 = 2.7, Lp = 14.3; see
Appendix for further parameters.]
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Having established the existence of CTDs and FAEs, and
characterized them in our agent-based in silico experimental
system, and having successfully introduced a hydrodynamic
theory that faithfully reproduces the results of the simulations
as well as providing access to the phase space of the
observed pattern, we asked: why are these phenomena observed?
What are the underlying mechanisms responsible for their
formation?

To answer these questions, we leveraged the ability of the
hydrodynamic model to provide access to single terms of its
defining equations [eqn (1) and (2)]. This analysis reveals that
both the formation of dense defects and the movement of arcs
have the same root cause, namely the anisotropic (‘‘curvature-
induced’’) density flux,2,45–47 described by�qj (wQij) in eqn (1) in
the hydrodynamic model. This can be understood by plotting
�qj (wQij) in the region of an FAE or a CTD; see the left and right
panels of Fig. 4(d), respectively. As can be seen, on opposite
sides of the arcs the amplitudes of the fluxes are distinct. An
effective ‘‘active force’’’ acting on the concave side is greater
than that on the opposite side, which leads to the movement of
the bent band (or arc) in the corresponding direction [Fig. 4(d),
left panel].

When three lanes meet, the same curvature-dependent
fluxes concentrate polymers in the core of the resulting defect
[Fig. 4(d), right panel]. This condensation is eventually balanced
by the isotropic part of eqn (1) and particularly by steric repul-
sion of polymers. To test this hypothesis, we set the excluded
volume force F (see ESI†) to zero in our agent-based simulations.
Observations in this case indicate that the formation of CTDs is
reduced and that, when they form, they decay faster. Thus, we
conclude that formation of the dense defects is predominantly
determined by the interplay between two counteracting pro-
cesses: isotropic and anisotropic density fluxes.

In addition to the ‘‘emergent’’ way of obtaining CTDs just
studied, in which spontaneously formed bands interact ran-
domly and spontaneously condense into defects at stochastically
distributed positions, we have sought a way to overcome this
limitation by artificially generating and positioning CTDs. In
contrast to non-phase-separated systems—where such an
endeavor would involve the forced separation of a defect
pair—the way CTDs form spontaneously [Fig. 2(b) and (e)]
suggests that finding a way to position and form nematic lanes
in suitable configurations could trigger the creation of a CTD.
In combination with the observation of polymer fluxes near a
defect [Fig. 4(h)], we hypothesized that placing active polymer
sources in a three-strand configuration should trigger the
formation of three lanes that immediately condensate into
CTDs. To test this prediction, we implemented the possibility
to add such ‘‘active particle throwers’’ into our agent-based
simulations and positioned them as described. Indeed, we
found that this way a CTD can be formed at a predetermined
location where it persists for an arbitrary amount of time, cf.
Fig. 4(h) and Movie S10, ESI.† This may be of potential
application in cases where topological defects and/or high-
density regions (in a low density background) need to be
created and controlled with high accuracy.

3 Discussion

In summary, we have used a combination of agent-based simu-
lations and hydrodynamic theory to study pattern formation in
phase-separated nematic active matter. Our analysis shows that
topological defects and nematic lanes, previously considered as
two distinct and separate collective states, coexist and are tightly
coupled.

We investigated the structure, formation and decomposition
of CTDs in phase-separated systems. We observed that CTDs
appear as characteristic collective excitations in a novel none-
quilibrium steady state. Moreover, the formation process of
CTDs constitutes a new hierarchical condensation phenom-
enon. Given the previously demonstrated and close connection
of our agent-based algorithm to the actin motility-assay, a
paradigmatic experimental model system, it is plausible to
expect that CTDs will be observed in experimental active matter
systems. Below we discuss these observations step by step.

First of all, we characterized topologically charged structures,
such as CTDs and FAEs, for the first time observed in a phase-
separated nematic system with self-propulsion. It is apparent
that CTDs differ markedly from defects observed in homo-
geneous active matter, particularly in the dynamics of their
formation and decay and in their spatial structure as well.

To begin with, CTDs upconcentrate density nearby their cores
and condensate nematic fluxes. This condensation phenomena is
interesting by itself, since the majority of experimental active
matter systems show a depletion of particles in�1/2 disclinations,
e.g., bacteria embedded in liquid crystals48 and cultures of neural
progenitors.49 Weak density accumulation around the defects has
been discussed in slightly inhomogeneous nematic;30 however, in
such systems, the�1/2 defects occur only during the transient and
eventually disappear via annihilation with their +1/2 counterparts.

Similar CTDs, among other structures, were observed in
parameter sweeps of the phenomenological toy model for
mixtures of non-self-propelled microtubules and kinesin
motors.25 However, they were either transient or formed only
under very special conditions (elasticity almost zero). In the
latter case, the shape and the mechanism of formation of the
defects were clearly different from the CTDs observed here.

In our case CTDs are typically formed by the collision of
three curved nematic lanes that condense into a high-density
three-armed structure, trapping the previously spatially distrib-
uted negative charge [Fig. 2(a) and (d)].

One might think of comparing condensation to CTDs with the
process of motility-induced phase separation (MIPS).50 However,
the fundamental difference between the two is that CTDs are
not associated with particle slowdown or prolonged residence
of agents in high-density regions. In addition, the formation of
condensed defects provides a condensation mechanism for aniso-
tropically shaped particles, which is not possible with MIPS.51 We
may also argue that in MIPS the agents themselves condense into
high-density clusters, while we observe the condensation of dyna-
mical collective states (nematic lanes) into topological defects.

The mutual orientation of defects is also non-typical: we
observe that two CTDs can be connected by a single nematic
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streamline (a filamentous bundle of polymers) [Fig. 2(a) and
4(f)], whereas in non-phase-separated active matter negative
half-integer disclinations usually point towards a corres-
ponding defect with the opposite charge +1/2 [Fig. 4(g)].52

The dynamic processes of defect decay in phase-separated
and homogeneous active nematics are also clearly distinct. In
homogeneous systems, pairs of defects with opposite charges
annihilate each other.8,53 In contrast, we find that CTDs do not
annihilate with other defects, but disintegrate due to the undu-
lating dynamics of the lanes that connect to the defect arms
(Fig. 4(g) and Movie S3, ESI†). This means that the destruction of
a negatively charged defect does not depend on the mobility or
dynamics of a positively charged pair, rendering this process
potentially easier to control. In cases where all three lanes that
connect to the respective arms have the same bending orienta-
tion (curvature of all either clockwise or anti-clockwise with
respect to center), this decay takes place via an interesting
process in which defects rotate before they dissolve [Fig. 4(g)].

Thus, CTDs not only emerge from ‘‘collisions’’ of nematic
lanes, but also are connected by, and disassemble into them.
Taken together, this leads to one of the main conclusions of our
work, namely that the presence of CTDs constitutes a novel
nonequilibrium steady state which corresponds to a dynamic
equilibrium between dense nematic lanes and condensed
topological defects coexisting in a diluted background of dis-
ordered filaments. This is reminiscent of other recent findings
in active matter, in which a dynamical coexistence between
patterns of different symmetry (nematic and polar) was
observed.19,20,27 During the persistent formation and subse-
quent decay of CTDs, those defects act as temporal capacitors
of negative topological charge (i.e., the curvature on the bound-
aries of lanes gets temporarily trapped in a very small region of
space) which eventually gets released again. It is well worth
reiterating that this is a continuous cyclic phenomenon, not a
transient one (unlike the defect formation observed in ref. 30).

The most important factors that allow this nonequilibrium
steady state to occur are probably the following. First, since
CTDs emerge from interaction of curved nematic lanes, a
lateral undulation instability of nematic lanes—as exhibited
by our agent-based model—is a basic prerequisite for their
formation. Another factor that is likely to favor the formation of
CTDs is the nature of the interaction between the polymers
(agents), which exhibit only weak mutual alignment and weak
steric exclusion. The latter, in particular, is likely to be a critical
factor necessary for the high compression of polymer density
during CTD formation.

Starting from a rigorously derived hydrodynamic model for
self-propelled particles, we have generalized it to include
higher-order phenomenological corrections. The resulting
equations are reminiscent of a conceptual active model C,25

but they include all terms arising from particle self-propulsion,
which is an important additional feature here. In particular, the
hydrodynamic model presented here has many fewer degrees of
freedom than the toy model presented in ref. 25, since the
coefficients in front of all ‘‘standard’’ terms have a fixed
relation among them.

This hydrodynamic theory provides additional insight into
the physics of CTDs. For example, it shows that density
gradients play a crucial role through their coupling with the
orientation field. In particular, we consider density-dependent
corrections of these coupling terms (controlled by the para-
meters wf and oa), which typically disappear due to the linear-
ization of terms around the mean value of density in the majority
of hydrodynamic theories. We want to stress again that these
additional terms, which are missing in standard theories of
active nematics, are crucial for a proper description of the
system, because without them CTDs are no longer observed.
We argue that strong phase separation (and the resulting large
density gradients) inevitably amplifies the effect of higher-order
coupling terms between the density and the orientation field on
the dynamics. For example, the bilinear anchoring oa(qif)(qjf)
causes the nematic lines to closely follow the contour of the
density field constituting a defect (Fig. S7, ESI†) and therefore
can stabilize defects. This is in line with the observation that a
decrease in oa leads to a decrease in the number of defects
(similar conclusion can be referred from25). However, in our
model CTDs still can be formed even if oa = 0, wf a 0, kf a 0.

We firmly believe that the phenomena we found can also be
observed in experiments, even though our study is purely
theoretical. The weakly aligning, self-propelled polymers simu-
lation approach we base our study on, has previously shown not
only excellent agreement with experiments, but was also able to
predict then novel states that were later found in experiments;19

thus it can be viewed, as elaborated in the introduction, as a
computational version of an experimental system. In light of
this, we expect that the most promising experimental model
system that could allow observation of the new topological
defects we predict is most likely the actomyosin motility
assay.14,15,54,55 This paradigmatic system not only satisfies the
requirement of weakly interacting agents,19,56 but also offers
the advantage of high particle numbers. Previously, not only
polar waves14 but also nematic lanes19 have been observed.
This has been achieved by adding depletion agents that enable
one to tune the strength as well as the symmetry of the
interaction between the actin filaments. It is conceivable that
similar and other changes in the design of the actin motility
assay could be used to produce a weak and purely nematic
interaction as used in our agent-based simulations. For exam-
ple, other depletion agents could be used and/or the properties
of the surface to which the driving molecular motors are
attached could be changed. Recently, the latter was indeed
shown to have a direct impact on polymer interactions.57

Alternatively, CTDs could potentially be observed in other types
of motility assays,58,59 biofilms formed by chaining bacterial
such as Bacillus subtilis60 or in reticulate patterns exhibited by
filamentous cyanobacteria.61 Another intriguing possibility for
observing the predicted CTDs is to directly produce a configu-
ration of nematic lanes favoring the formation of CTDs by
suitably structuring the surface used in the motility assay.62,63

The deep understanding we gained about the formation of
CTDs owing to the combination of agent-based simulation and
hydrodynamic approach allowed us to find a way to generate
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them artificially (Fig. 4(h) and Movie S10, ESI†). Given the avail-
ability of directed particle sources in an experimental system, the
position of defects (and therefore the location of a domain of
extremely high density) could be controlled with pin-point accu-
racy. This provides a new tool for cases where�1/2 defects and/or
small regions of high particle density (in an overall dilute system)
are needed at specific positions. Given the strong and controlled
nature of the focusing of the fluxes in nematic lanes, this method
could be termed ‘‘active matter optics’’.

Another important insight from the broader perspective of
the active matter field is that phase-separated active matter
exhibits a hierarchy of emergent collective states. Interaction
between dense nematic lanes, considered as ‘‘first-order’’ col-
lective states in active nematics, can lead to the formation of
‘‘second-order’’ collective states, here half-integer topological
defects with an even higher density. A phenomenon which one
can call ‘‘hierarchical, alignment-induced phase-separation’’. It
is reasonable to assume that similar effects may lead to new
phenomena in other active systems with different symmetry,
e.g., polar symmetry with polar waves as first-order collective
states.18,29 Another class of systems in which higher-order collective
states might emerge are active systems that are subject to external
gradients64 or signalling interactions between the agents.65,66

A promising extension of our present investigations are
active foams. In this state of active matter, which has recently
received increasing attention,25,67–69 dense ordered bands
assemble into actively reforming cellular networks. Indeed, in
preliminary simulations of the hydrodynamic theory, we have
identified parameter regimes in our model where we observe active
foams: CTDs are more frequent, interconnected, and persist for
longer times. Thus, the formation of active foams in active
nematics seems very plausible, but a thorough investigation of
the entire phase space in the agent-based model is computation-
ally demanding and will be reserved for a future study.
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Appendix
Agent-based simulation method

We now describe our agent-based simulation model. Please also
refer to the ESI† and the ESI† of ref.18 and 19 for more details.

In our systems we simulate M polymers, each of length L.
Orientational diffusion causes the tip of each polymer to per-
form a persistent random walk. Upon collision with another
polymer, local interaction causes the tip to gradually align with
its direction. Attached to the polymer tips are tails that just
follows the path that is outlined by the tip.

This dynamics mimics the behavior of actin filaments in
actomyosin motility assays,18,19 in which polymers move in a
snake-like fashion over a lawn of motor proteins and motion
orthogonal to the contour is suppressed.14,56 Here we use
purely nematic interactions between polymers which are pri-
marily tuned by the nematic alignment amplitude an that
allows for a continuous variation of the rate of alignment.

Parameters

If not stated otherwise, we used the following model para-
meters: discretization N = 5, polymer aspect ratio L/d = 21,
nematic alignment strength an = 0.126 E 7.21 and a periodic
simulation box of length Lbox = 162.5L. The velocity v(n) of each
polymer is randomly drawn from the interval [0.75,1.]v0. We
started simulations with random initial conditions, i.e. ran-
domly oriented polymers were placed at random positions in
the simulation box. Time is measured in units of L/v0, where v0

is the maximal velocity of a free polymer. Density in Fig. 2(a)–(c)
and 4(g)–(h) is time-averaged for better visibility, with averaging
times of 159 for Fig. 2(a) and 16 for Fig. 2(b), (c) and 4(g)–(h).
Note that the system shown in Fig. 4(h) does not have the usual
periodic boundary conditions. Rather, the particles crossing
the boundaries are moved either to a random position along a
boundary with random orientation or to one of the particle
sources. The ratio of these two possibilities is chosen so that
the particle flux from the sources is kept constant.

Continuous theory

We numerically investigate eqn (1) and (2) under periodic
boundary conditions by using finite differences of second
order70 on a 300 � 300 grid with the spatial resolution dx =
0.5. The time integration was performed via a second-order
predictor-corrector scheme with time step dt = 10�2. We use the
parameter values b = 0.05, kf = 0.2, oa = �0.5, wf = 0.4, nf = 1.
Unless explicitly stated, we initialize simulations from an
isotropic uniform state with a small amount of noise. To make
time and space dimensionless we rescale them by setting the
rotational diffusion coefficient and mr equal to unity.
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